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Epilepsy is a chronic brain disorder which manifests as recurrent seizures. Electroencephalogram (EEG)
signals are generally analyzed to study the characteristics of epileptic seizures. In this work, we propose
a method for the automated classification of EEG signals into normal, interictal and ictal classes using
Continuous Wavelet Transform (CWT), Higher Order Spectra (HOS) and textures. First the CWT plot
was obtained for the EEG signals and then the HOS and texture features were extracted from these
plots. Then the statistically significant features were fed to four classifiers namely Decision Tree (DT ),
K-Nearest Neighbor (KNN ), Probabilistic Neural Network (PNN ) and Support Vector Machine (SVM )
to select the best classifier. We observed that the SVM classifier with Radial Basis Function (RBF)
kernel function yielded the best results with an average accuracy of 96%, average sensitivity of 96.9%
and average specificity of 97% for 23.6 s duration of EEG data. Our proposed technique can be used as
an automatic seizure monitoring software. It can also assist the doctors to cross check the efficacy of
their prescribed drugs.

Keywords: Electrocardiogram; higher order statistics; epilepsy; ictal; interictal; discrete wavelet trans-
form; classifier.

1. Introduction

Epilepsy is a chronic neurological disorder charac-
terized by recurrent unprovoked seizures.1,2 These
seizures are transient signs with symptoms of abnor-
mal, excessive or synchronous neuronal activity in
the brain.3 Epilepsy affects nearly 3 million Amer-
icans and 50 million people worldwide.4 In the US,
it affects more than 300,000 children under the age
of 15 — more than 90,000 of whom have seizures
that cannot be adequately treated. The number of
epilepsy cases in the elderly is climbing and more

than 570,000 adults aging 65 and above have this
condition.4

The characteristics of EEG signals depend on the
mental state of the subject. These signals are highly
complex, nonlinear and nonstationary in nature. It
is very difficult to decipher the minute changes in
the time scale manually due to small amplitude and
random nature of the signal. Hence, there is a need
to develop a computer-aided system to detect the
normal, interictal and epilepsy classes. Nonlinear fea-
tures extracted from the EEG signals may be helpful
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to understand the working of billions of highly inter-
connected neurons in the brain. These nonlinear fea-
tures may be able to unearth the hidden complexities
existing in the EEG signals.5

Multi-stage nonlinear pre-processing filter in
combination with an Artificial Neural Network was
used for the automated detection of epilepsy.6 Their
proposed system was able to detect the epilepsy with
an accuracy of 97.2%. Time and frequency domain
features combined with Elam network was used for
the automated detection of epilepsy.7 Their proposed
model was able to detect epilepsy with an accuracy
of 99.6%.

Four entropies namely, Kolmogorov–Sinai
entropy, approximate entropy, Shannon spectral
entropy and Renyi’s entropy coupled with Adaptive
Neuro Fuzzy Inference System (ANFIS) were used
for classification of epilepsy.7 Their methods were
able to detect seizure with an accuracy of more than
90%. Discrete Wavelet Transform (DWT) coefficients
of normal and epileptic EEG signals8–14 with Mix-
ture of Experts (ME) were used to detect the two
classes.15 They obtained an accuracy of 94.5% which
was higher than standalone neural net (93.2%).

Fast Fourier transform-based features coupled
with decision tree (DT) classifier was able to clas-
sify the normal and epileptic EEG signals with
accuracies of 98.68% and 98.72% using 5- and
10-fold cross-validation, respectively.16 Approximate
entropy features combined Elman and probabilistic
neural networks yielded an overall classification accu-
racy of 100% to detect the normal and epileptic EEG
signals.17

Various features of energy distribution in the
time-frequency domain coupled with neural network
were able to detect the epileptic EEG signals with
an accuracy of more than 97.7%.18 Approximate
entropy (ApEn) values of the approximation and
detail coefficients of DWT were computed.19,20 ApEn
values of the epileptic and the normal and epileptic
EEG was able to detect with more than 96% accu-
racy. Without DWT pre-processing, it was able to
detect up to 73%.

DWT coefficients of EEG signals were subjected
to dimensionality reduction by principal component
analysis (PCA), independent component analysis
(ICA) and linear discriminant analysis (LDA) to
classify into two classes: normal and epilepsy EEG
signals.21 Then these features with SVM classifier for

automated detection of normal and epileptic EEG
signal. Among the LDA method yielded 100% clas-
sification accuracy, sensitivity and specificity.

Normal, alcoholic and epileptic EEG signals were
analyzed using nonlinear features namely Correla-
tion Dimension (CD), Largest Lyapunov Exponent
(LLE), Hurst exponent (H) and entropy.22 They have
proposed clinically significant unique ranges of non-
linear parameters for these classes (p < 0.05). Higher
order spectra (HOS) technique was used to differenti-
ate normal, interictal and epileptic EEG signals.16,17

Unique ranges for HOS-based features were proposed
for the different classes with high confidence level
(p-value = 0.002). EEG signals were used as a diag-
nostic marker for Alzheimer’s disease.23–25

In this work, we have proposed an automated,
simple, fast and cost-effective efficient method to
classify EEG signals to normal, interictal and ictal
classes using Continuous Wavelet Transform (CWT),
HOS, textures and classifiers. The proposed tech-
nique is illustrated by a block diagram in Fig. 1. Part
of the dataset is used for building the classifier and
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Fig. 1. Proposed system.
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the rest is used for evaluating the classifier. First,
we apply CWT to the EEG segments, and then we
extract HOS and textures features from the resul-
tant CWT image. Significant features are selected
using the Analysis of Variance (ANOVA) test. These
selected features and the Ground Truth (GT) of
whether the segment is normal, interictal or ictal
as determined by the physicians are used to train
several classifiers to determine the optimum classi-
fier parameters for real-time use. In the real-time
online system, the features that were deemed signifi-
cant by the offline system are extracted from the test
segment whose class label is to be determined. The
classifier parameters are applied on these features to
determine the class label. The class labels of the test
dataset that were predicted by the real-time system
are used to determine performance measures such as
accuracy, sensitivity and specificity.

The rest of the paper is structured as follows. The
details of EEG data used in this work are given in
Sec. 2. CWT of EEG data, HOS and texture features
are discussed in Sec. 3. Various classifiers used in this
work are briefly described in Sec. 4. Results of the
work are presented in Sec. 5 and discussed in Sec. 6.
Finally, the paper concludes in Sec. 7.

2. EEG Data

In this work, we have used artifact free EEG signals
taken from the EEG time series data available
at the Department of Epileptology, University of
Bonn.26 100 segments of EEG signals were taken
from five healthy subjects and 100 segments of data
in each of the interictal and ictal epileptic classes
were obtained from five epileptic patients. Normal
EEG signals were taken from standard surface elec-
trode placement scheme (the international 10–20 sys-
tem). Epileptic EEG signals were collected from
intracranial electrodes of the correct epileptogenic
zone.27–33 The interictal segments contained only
activity recorded during seizure free intervals. Dur-
ing the ictal category, signals were selected from the
ictal activity recording sites. These EEG signals were
recorded using a 128-channel amplifier system, digi-
tized with a sampling rate of 173.61Hz and 12-bit
A/D resolution, and filtered using a 0.53∼40Hz
(12 dB/octave) band pass filter. Typical normal,
interictal and epileptic (ictal) EEG signals are shown
in Fig. 2.
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Fig. 2. Typical EEG signals: (a) normal, (b) interictal
and (c) ictal.
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3. Methodology

In this work, we have first obtained the scalogram
of the EEG signal using CWT. Then the HOS
and texture features were extracted from the scalo-
gram images. ANOVA test was used to select the
clinically significant features (p < 0.05). Then these
features were fed as input to the classifiers for auto-
mated classification. We have briefly explained the
CWT, HOS and texture methods in the following
sections.

3.1. Continuous wavelet transform
(CWT)

Wavelet is a small wave of finite duration.34–44

Wavelet analysis essentially involves comparing the
signal with a chosen (finite duration) wavelet ; and
recording the correlation coefficient.45,46 Wavelet
analysis is of two types: Continuous time Wavelet
Transform (CWT) and Discrete Wavelet Transform
(DWT).47

In this work, we have used CWT for our analysis.
By dilating (scaling) the wavelet in the time axis to
different durations coefficients are evaluated and this
process is repeated. This will yield a 3D scalogram
plot with X-axis depicting the translation of the
wavelet, dilation in Y -axis, and value of coefficients
indicated as pixel value in the Z-axis. There are

(a)

(b)

(c)

Fig. 3. Typical CWT plots: (a) normal, (b) interictal and (c) ictal.

many standard wavelet functions (mother wavelets)
available in MATLAB toolbox and are selected based
on the application. In this work, we have used Maxi-
can hat mother wavelet function.48 Figures 3(a)–3(c)
show the typical scalogram plot of normal, interictal
and ictal EEG signals, respectively (corresponding
to Fig. 2 EEG signals).

3.2. Higher order spectra (HOS)

It is a nonlinear method which can be used to extract
the subtle changes in the signal. It is more robust to
noise and performs well for even noisy physiological
signals.27 It is able to reveal deviation of Gaussian-
ity and phase information of the signal. HOS can
be used for both deterministic signals and random
processes.13 We derived the features from the third-
order statistics of the signal, namely, the bispectrum
and is given by

B(f1, f2) = E[X(f1)X(f2)X ∗ (f1 + f2)], (1)

where X(f) is the Fourier transform of the signal
x(nT ) and E[·] stands for the expectation operation.

Features are calculated by integrating the bis-
pectrum along the dashed line with slope = a. Fre-
quencies are normalized by the Nyquist frequency
(Fig. 4). These bispectral invariants49 contain infor-
mation about the shape of the waveform within the

1350009-4



2nd Reading

April 22, 2013 11:44 1350009

Automated Diagnosis of Epilepsy using CWT, HOS and Texture Parameters

f1 

f2 

0.5 

Principal Domain (Ω)

f2= af1 

1 0.5 

Fig. 4. Nonredundant region (Ω) of computation of the
bispectrum for real signals.

window and are invariant to shift and amplification
and robust to time-scale changes. In this work, we
evaluated five HOS features for every 100. Bispectral
entropies derived from bispectrum have been used
to detect the cardiac arrhythmia and epilepsy.27,50,51

The equations of the various HOS features are given
below:

Mean of Magnitude:

Mave =
1
L

∑
Ω

|B(f1, f2)|. (2)

Phase Entropy:

Pe =
∑

n

p(yn) log p(yn). (3)

Normalized Bispectral Entropy (BE 1):

Ent1 = −
∑

n

pn log pn, (4)

where pn = |B(f1,f2)|P
Ω |B(f1,f2)| , and Ω is the region as

shown in Fig. 4.

Normalized Bispectral Squared Entropy (BE 2):

Ent2 = −
∑

n

qn log qn, where

qn =
|B(f1, f2)|2∑
Ω |B(f1, f2)|2 . (5)

Normalized Bispectral Cubic Entropy (BE 3):

Ent3 = −
∑

n

rn log rn, where

rn =
|B(f1, f2)|3∑
Ω |B(f1, f2)|3 . (6)

The H parameters are related to the moments of
bispectrum. The sum of logarithmic amplitudes of
the bispectrum:

H1 =
∑

f1,f2∈Ω

log(|B(f1, f2)|), (7)

where B(f1, f2) is the bispectral content of the signal
at the point (f1, f2) in the Ω region.

The sum of logarithmic amplitudes of diagonal
elements in the bispectrum:

H2 =
∑

fk∈Ω

log(|B(fk, fk)|), (8)

where B(fk, fk) is the bispectral content of the
signal at the diagonal elements (fk, fk) in the Ω
region.

The first-order spectral moment of the ampli-
tudes of diagonal elements in the bispectrum:

H3 =
N∑

k=1

k log(|B(fk, fk)|), (9)

where N is the number of diagonal elements in the
bispectrum plot in the Ω region.

The second-order spectral moment of the ampli-
tudes of diagonal elements in the bispectrum:

H4 =
N∑

k=1

(k − H3)2 log(|B(fk, fk)|), (10)

where N is the number of diagonal elements in the
bispectrum plot in the Ω region and H3 represents
the first-order spectral moment of the amplitudes of
diagonal elements.

H5 =
N∑

k=1

(k − H4)2 log(|B(fk, fk)|). (11)

All the above features are again defined over the prin-
cipal domain Ω in Fig. 4.

3.3. Texture features

Texture features indicate the properties like smooth-
ness, coarseness and regularity, among intensity val-
ues of neighboring pixels.52 Such features can be used
as features for the automated classification. In this
work, we have extracted the texture features derived
from gray level co-occurrence matrix (GLCM) and
run-length matrix. A brief explanation of them is
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given below:

3.3.1. Co-occurrence matrix

For an image of M × N , the GLCM is defined53 as

Cd(i, j) =

∣∣∣∣∣
{

(p, q), (p + ∆x, q + ∆y):

I(p, q) = i, I(p + ∆x, q + ∆y) = j

}∣∣∣∣∣,
(12)

where (p, q), (p+∆x, q+∆y) ∈ M×N , d = (∆x, ∆y)
and |·| denotes the cardinality of a set. Given a gray
level i in an image, the probability that a pixel at a
(∆x, ∆y) distance away is j is:

Pd(i, j) =
Cd(i, j)∑
Cd(i, j)

. (13)

Correlation:

Corr =
∑

i

∑
j

[(ij )Pd(m, n)] − µiµj

/
σiσj , (14)

where

µi =
∑

iPd(i, j), σ2
i =

∑
i2Pd(i, j) − µ2

i , (15)

µj =
∑

jPd(i, j), σ2
j =

∑
j2Pd(i, j) − µ2

j . (16)

3.3.2. Run length matrix

Higher order statistical features are extracted from
run length matrix. Run length matrix Pθ(i, j) records
the frequency that j points with a gray level i con-
tinue in the direction θ. The ith dimension of the
matrix corresponds to the gray level and has a length
equal to the maximum gray level, n, while (j)th cor-
responds to the run length and has length equal to
the maximum run length, l. We have used the texture
measure from run length matrix of θ = 0◦ computed
by Refs. 54 and 55 and is given below.

Fig. 5. Circularly symmetric neighbor sets for different P and R.

Short run emphasis (SRE):

∑
i

∑
j

Pθ(i, j)
j2

/ ∑
i

∑
j

Pθ(i, j). (17)

3.3.3. Local binary pattern

The local binary pattern (LBP) is a simple and fast
method for multi-scale local texture analysis.56,57

The spatial structure information is combined with
contrast which is a measure of the amount of local
texture. In this work, we have extracted the LBP
features on CWT images of normal, interictal and
ictal classes. In order to evaluate LBP, a circular
neighborhood around a pixel with P points on the
circumference of the circle with radius R such that
they are all equidistant from the center pixel is cho-
sen. Figure 5 shows circularly symmetric neighbor
sets for different values of P and R.

Let gc be the center pixel gray value and gp, p =
0, . . . , P −1, be the gray values of P number of pixels
around gc. If the value of gp > gc then gp will be 1
else it will be 0. Hence, P points will be converted
to bitstream of 0s and 1s in a circular pattern.

LBPrin2
P,R =




P−1∑
p=0

s(gp − gc) if U(LBPP,R) ≤ 2

P + 1 otherwise.

(18)

Then the binary bits are arranged in an array
T (g0, g1, . . . , gp−1). The ASCII value of this value is
assigned to gc.

µ =
1
P

P−1∑
p=0

gp, (19)

VARP,R =
1
P

P−1∑
p=0

(gp − µ)2. (20)
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3.3.4. Laws mask energy (LME )

Various textures can be differentiated using the sev-
eral masks of appropriate sizes.58,59 It involves the
application of such masks to the image and then eval-
uating the energy within the pass region of filters.58

Three one-dimensional (1D) vectors L3 = [1 2 1],
E3 = [−1, 0, 1] and S3 = [−1, 2,−1] are used to esti-
mate the texture energies corresponding to the fea-
tures namely: level, edge and spot, respectively. Nine
two-dimensional (2D) masks of size 3 × 3, namely,
L3L3, L3E3, L3S3, E3E3, E3L3, E3S3, S3S3, S3L3
and S3E3 are generated by convolving 1D horizontal
vector with vertical 1D vector.

Except L3L3, all the other masks have zero mean.
In this work, we have used these eight zero-sum
masks numbered 1 to 8. In order to extract the
texture information from an image I(i, j), first the
image has to be convoluted with each 2D mask. If
we used L3S3 to filter the image I(i, j), the resulting
texture image will be

TIL3S3 = I(i, j) ⊗ L3S3. (21)

In order to make the resultant images contrast inde-
pendent, the texture image TIL3L3 was used to nor-
malize the contrast of all other texture images as
shown in the following equation58,59:

Normalize(TImask) =
TI(i,j)mask

TI(i,j)L3L3
. (22)

Then the Texture Energy Measurements (TEM) are
evaluated using the following equation58,59:

TEM(i, j) =
3∑

u=−3

3∑
v=−3

|TI(i+u,j+v)|. (23)

Eight features using eight masks were extracted,
denoted by LME1, LME2, etc. A more detailed anal-
ysis of applications of Law’s texture can be found in
the recent book by Mirmehdi et al.52

4. Classification

In this work, we have used four classifiers namely
Decision Tree (DT), K-Nearest Neighbors (KNN ),
Probabilistic Neural Network (PNN ) and Support
Vector Machine (SVM ). A brief description of the
classifiers is given below.

4.1. Various classifiers

4.1.1. DT classifier

This classifier helps to make the analysis simpler by
splitting the complex-decision processes into simpler
decisions.60 Tree like structure is generated in the
output at the end of the classification. Training data
set is partitioned in a recursive way until each par-
tition consists of dominant samples from each class.
The rules derived from tree are used to identify the
unknown class.

4.1.2. K-nearest neighbor (KNN )

KNN classifier is an instance-based classifier where
the unknown sample classified according to some dis-
tance or similarity criteria.61 It is the simplest clas-
sification algorithm and the test data is classified
by a majority vote of its neighbors. The unknown
data is classified to a class which is most common
among its K (small positive number) nearest neigh-
bors. The contribution of the nearest samples is more
than the farthest samples. In this work, we have cho-
sen K = 2.

4.1.3. Probabilistic neural network (PNN )

PNN is a multi-layered feed forward network which
consists of four layers: Input layer, Pattern layer,
Summation layer and output layer. The advantages
of PNN classifier are: trains faster, parallel structure,
guaranteed to converge to an optimal classifier if the
number of training set increases and training sam-
ples can be added or removed without extensive re-
training.62–64 The smoothing parameter (σ) controls
the scale factor of the exponential activation function
need to be chosen correctly to get the highest classi-
fication accuracy. In this work, we have obtained the
highest performance using σ = 0.284.

4.1.4. Support vector machine (SVM )

SVM maps samples to points in a space in such a
way that samples belonging to separate categories
(i.e. classes) are divided or separated by a very clear
gap that is as wide as possible.65 When the new
test data are applied, they will be mapped to the
same space. The decision on the class of test data
is made based on which side of the gap the data
maps. Hyperplane is used to classify two classes and
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a set of hyperplanes are used to classify multiclass
problem. The best hyperplane yields the largest sep-
aration gap between the two classes. SVM classi-
fier transforms nonlinear data to a separable form
with the help of various kernel functions. In this
work, we have used polynomial kernel of order one,
and Radial Basis Function (RBF) kernel. The per-
formance of SVM classifier depends on cost func-
tion (C) and width (σ) of the Gaussian kernel. In
our work, we achieved highest classification accuracy
using C =100 and σ = 0.001.

4.2. Classification process and
performance evaluation

All the classifiers were trained and tested using
10-fold cross-validation technique. A total of 300
datasets were used for training and testing with 100
datasets from each of the three classes, normal, inter-
ictal and ictal. These 300 samples were sub-divided
into 10 equal parts (roughly). During each fold, 270
datasets were used for training and 30 data sets were
used for testing. This process is repeated for nine
more times. The overall performance of the classifier
is evaluated by taking the average of 10 folds. In this
work, we have evaluated the sensitivity, specificity,
Positive Predictive Value (PPV) and accuracy. They

Table 1. Range (Mean ± Standard Deviation) of features extracted from normal, interictal and ictal EEG signals.

Features Normal Interictal Ictal P -value

HOS

mAmp (0◦) 8.61E + 13 ± 1.5E + 13 9.69E + 13 ± 2.57E + 13 7.34E + 13 ± 2.08E + 13 < 0.0001
H5 (0◦) 8.65E + 18 ± 1.4E + 18 9.62E + 18 ± 1.61E + 18 7.83E + 18 ± 2.05E + 18 < 0.0001
ent1 (30◦) 0.3445 ± 0.0471 0.3495 ± 0.047 0.3864 ± 0.0536 < 0.0001
ent2 (120◦) 0.0533 ± 0.0381 0.0413 ± 0.0242 0.0785 ± 0.0493 < 0.0001
ent3 (120◦) 0.0184 ± 0.0282 0.0095 ± 0.01 0.0377 ± 0.0395 < 0.0001

Texture

Correlation 0.851 ± 0.0121 0.8622 ± 0.024 0.826 ± 0.0238 < 0.0001
Short Run Emp 0.9743 ± 0.0029 0.9723 ± 0.0052 0.9773 ± 0.0053 < 0.0001
LME 1 3.01 + 09 ± 2.92E + 08 3.05 + 09 ± 4.23E + 08 3.42 + 09 ± 5.44E + 08 < 0.0001
LME 2 2.45 + 09 ± 2.45E + 08 2.36 + 09 ± 3.33E + 08 3.17 + 09 ± 5.31E + 08 < 0.0001
LME 4 32055962 ± 2793565 25332027 ± 3134957 39477884 ± 10883619 < 0.0001
LME 7 22291597 ± 3116183 17599834 ± 2878645 27177359 ± 8930424 < 0.0001
LME 8 26639488 ± 3827407 19514473 ± 3247197 33452436 ± 13537931 < 0.0001
LBP 2 0.1895 ± 0.008 0.1737 ± 0.0056 0.2019 ± 0.0236 < 0.0001
LBP 3 0.3186 ± 0.0082 0.3066 ± 0.0062 0.3254 ± 0.0178 < 0.0001
LBP 8 0.4611 ± 0.0141 0.4454 ± 0.0151 0.4928 ± 0.037 < 0.0001

are briefly explained below:

TN (True Negative) = Number of normal data clas-
sified as normal.
FN (False Negative) = Number of ictal and interictal
data classified as normal.
TP (True Positive) = Number of ictal and interictal
data correctly classified as they are.
FP (False Positive) = Number of normal data clas-
sified as abnormal (ictal or interictal).
Sensitivity = TP/(TP + FN).
Specificity = TN/(TN + FP).
PPV = TP/(TP + FP).
Accuracy = (TP + TN)/(TP + FN + TN + FP).

5. Results

The proposed methodology was implemented using
the EEG signal of three classes. The scalogram of
wavelet coefficients using Mexican hat wavelet is
shown plotted in Figs. 3(a) to 3(c) for sample normal,
interictal and ictal EEG waveforms. Several features
extracted from the scalogram are listed in Table 1.
It can be seen from the table that the features are
clinically significant (p < 0.05).

Mean bispectrum magnitude (mAmp) and
moments of bispectrum (H5) show higher values

1350009-8



2nd Reading

April 22, 2013 11:44 1350009

Automated Diagnosis of Epilepsy using CWT, HOS and Texture Parameters

ent1 (30) ent2 (120) ent3 (120) Correlation Short Run Emp LBP2 LBP3 LBP8

0

0.2

0.4

0.6

0.8

1

1.2

Features

Fe
at

ur
e 

va
lu

e

Normal

Interictal

Ictal

Fig. 6. Box plot of the range (the mean and standard deviation) of different features used.

for interictal as compared to the ictal and nor-
mal classes. Bispectrum entropies (ent1 (30◦), ent2
(120◦) and ent3 (120◦)), Laws mask energies (LME1,
LME2, LME4, LME7, LME8) and local binary pat-
terns (LBP2, LBP3, LBP8) are showing higher value
for ictal class due to higher variation (more disor-
der) as compared to the interictal and normal class
(See Fig. 2). Due to the lower variation, correlation
is higher (0.8622± 0.024) for interictal class as com-
pared to the normal and ictal class. The ranges of
different features (the mean and standard deviation)
were shown graphically in Fig. 6.

The sensitivity, specificity, PPV, accuracy with
the respective True Positives (TP), False Negatives

Table 2. The sensitivity, specificity, accuracy and PPV values presented by the six classifiers using all six features for
training and testing (Mean ± Standard Deviation).

Classifiers TN FN TP FP Accuracy PPV Sensitivity Specificity

DT 8 2 18 2 84 89.8 90 79
PNN 9 2 18 2 86.7 92.5 90.5 85
KNN 8 2 18 2 84.7 91.1 88.5 82
SVM (rbf) 10 1 19 0 96 98.5 96.9 97
SVM (poly1) 9 1 18 1 90.7 95 93.3 90

Table 3. The sensitivity, specificity, accuracy and positive predictive value registered by the SVM classifier for various
feature combinations (Mean ± Standard Deviation).

Feature set TN FN TP FP Accuracy PPV Sensitivity Specificity

HOS 3 3 15 7 58.7 67.3 84 30
Texture 9 1 18 1 91 97 95.1 94
All features (HOS + Texture) 10 1 19 0 96 98.5 96.9 97

(FN), True Negatives (TN) and False Positives (FP)
for each of the classifiers used is tabulated in Table 2.
It was observed that SVM with RBF kernel provided
highest performance with 96% of accuracy, 96.9%
of sensitivity, 97% of specificity and 98.5% of PPV,
respectively.

Table 3 shows the classification accuracy of differ-
ent feature combinations. It can be shown from the
table that HOS features alone provided an average
accuracy of 58.7%, average sensitivity of 84% and
specificity of 30%. We have obtained average accu-
racy of 91%, average sensitivity of 95.1% and speci-
ficity of 94% using textures alone. The combination
of HOS and texture features has provided an average
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accuracy of 96%, average sensitivity of 96.9% and
specificity of 97%.

6. Discussion

It can be seen from Table 1 that, entropies, LBP
features and LMEs are having higher values for the
ictal state than interictal state. During the interic-
tal state, epileptic neurons at the epileptic zone will
be isolated due to the reduced connections.66 With
the reduced connection the neurons may become idle
and result in sudden increase in neural discharge
causing an epileptic seizure. As a result, variability
and entropy increases. During this state (seizure),
the number of neurons available for processing the
useful information reduces.67,68 Table 4 summarizes
the studies conducted for the automated identifi-
cation of normal, interictal and ictal classes using
the same database. Three EEG classes were classi-
fied using wavelet analysis and spiking neural net-
work (SNN).69 SpikeProp, Quick-Prop and RProp
training algorithms were used to train SNN. RProp
model yielded the maximum classification accuracy

Table 4. Summary of studies that present various approaches to epilepsy detection using features extracted from EEG
signals from the same dataset used in this study.

Authors 1. Features (No. of features) Classifier Accuracy(%)

Faust et al.74 Frequency domain parameters (8) ANN, SVM and GMM 93.3

Ghosh-Dastidar et al.70 Mixed-band feature space (9) Back Propagation Neural
Network

96.7

Ghosh-Dastidar and Adeli69 Mixed-band feature space (9) Spiking Neural Network 92.5

Ghosh-Dastidar et al.72 Mixed-band feature space (9) Multi-Spiking Neural
Network

90.7–94.8

Martis et al. (2012)73 EMD features C4.5 DT classifier 95.3

Ghosh-Dastidar et al.(2008)71 Mixed-band feature space (9) Radial Basis Function
Neural Network

96.6

Guler et al.75 Lyapunov exponents (4) Recurrent Neural Network 96.79

Chua et al.51,74 HOS-based features (3) SVM and GMM 93.11

Acharya et al.76 Nonlinear features (5) SVM and GMM 95

Acharya et al.77 RQA parameters (10) SVM 95.6

Acharya et al.78 Entropies (4) Fuzzy 98.1

Acharya et al.79 Wavelet packet decomposition
(WPD) and HOS cumulants (4)

Fuzzy 98.5

Acharya et al.80 PCA eigenvalues from WPD
coefficient s(9)

GMM 99

Acharya et al.28 Entropies + HOS + Higuchi FD +
Hurst (6)

Fuzzy 99.7

Acharya et al.81 DWT, ICA coefficients (10) SVM 96

Martis et al.73 Intrinsic Mode Functions (7) C4.5 95.33
This work CWT, HOS and textures (15) SVM 96

of 92.5%. The same group automatically classified
the three classes using wavelet analysis, back propa-
gation neural network and mixed-band feature space
consisting of nine parameters.70 Their proposed sys-
tem was able to classify with an accuracy of 96.7%
correctly.

PCA was applied to the nine-parameter mixed-
band feature space and obtained an accuracy of
96.6% using a cosine radial basis function neural
network (RBFNN) in classifying the three EEG
classes.71 They classified the three classes using
the mixed-band feature space, obtained an accu-
racy of 90.7% to 94.8% for the three-class identifi-
cation a multi-spiking neural network is used where
information transfer between neurons is through
synapses.72

Recently, Martis et al. automatically classified
EEG of normal, interictal and ictal subjects using
a novel nonlinear method called Empirical Mode
Decomposition (EMD) and DT classifier.73 They
have reported a highest average accuracy of 95.33%,
average sensitivity of 98% and average specificity of
97% using C4.5 DT classifier.
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Lyapunov exponents coupled with recurrent
neural network (RNN) classifier delivered a classifi-
cation accuracy of more than 96%.75 The Levenberg–
Marquardt algorithm was used to train the RNN
classifier to overcome the problem of slow conver-
gence and yielded a good cost function compared
with the other training algorithms.

Five nonlinear features namely correlation
dimension, largest Lyapunov exponent, fractal
dimension, Hurst exponent and approximate entropy
coupled with GMM (Gaussian Mixture Model) clas-
sifier was able to classify three classes with an accu-
racy of 95%, sensitivity of 92.22% and specificity of
100%.76

HOS features namely, bispectrum invariants, and
two normalized phase entropies coupled with GMM
was able to automatically identify the three classes
with a classification accuracy of 93.11%, sensitiv-
ity and specificity of 97.6% and 92%, respectively.74

Same three features extracted from HOS and power
spectrum were used to classify the three classes.51

Their results show that the selected HOS-based
features yielded 93.11% classification accuracy and
88.78% with features derived from the power spec-
trum for a GMM classifier.

Three peak amplitudes and their correspond-
ing three frequencies in the frequency domain com-
bined with SVM classifier presented an accuracy
of 93.33%, sensitivity of 98.33% and specificity of
96.67%, respectively in classifying the three classes.80

EEG signals were decomposed into wavelet coef-
ficients using WPD, and extracted eigenvalues from
the resultant wavelet coefficients using PCA.82 Sig-
nificant eigenvalues, selected using the ANOVA test,
were used to train and test several supervised clas-
sifiers using the 10-fold stratified cross-validation
technique. They obtained classification accuracy,
sensitivity and specificity of 99% using the GMM
classifier.

Nonlinear features based on the HOS, two
entropies, namely the Approximation Entropy
(ApEn) and the Sample Entropy (SampEn), frac-
tal dimension and Hurst exponent were extracted
from the EEG signals.28 Selected six features with
the Fuzzy classifier resulted in 99.7% classification
accuracy, sensitivity and specificity of 100%.

Four entropy features namely ApEn, SampEn,
Phase Entropy 1 (S1) and Phase Entropy 2 (S2) were
extracted from the normal, interictal and ictal EEG

signals.78 These features were fed to seven differ-
ent classifiers: Fuzzy Sugeno Classifier (FSC), Sup-
port Vector Machine (SVM), K-Nearest Neighbour
(KNN), Probabilistic Neural Network (PNN), Deci-
sion Tree (DT), Gaussian Mixture Model (GMM)
and Naive Bayes Classifier (NBC). Our results show
that the Fuzzy classifier was able to differentiate the
three classes with a high accuracy of 98.1%.

Four clinically significant (p-value< 0.0001)
HOS-based cumulant measures were extracted after
the WPD.79 Then these four cumulant features were
fed to the several classifiers. It was observed that the
Fuzzy classifier presented a high detection accuracy
of 98.5%, sensitivity and specificity of 100% thereby
establishing the possibility of effective epileptic activ-
ity detection using the proposed technique.

Ten Recurrence Quantification Analysis (RQA)
parameters were used to quantify the important fea-
tures in the EEG signals.77 These features were fed
to seven different classifiers: Support vector machine
(SVM), Gaussian Mixture Model (GMM), Fuzzy
Sugeno Classifier, K-Nearest Neighbor (KNN), Naive
Bayes Classifier (NBC), Decision Tree (DT) and
Radial Basis Probabilistic Neural Network (RBPNN)
to select the best classifier. Their results show that
the SVM classifier was able to identify the EEG
classes with an average efficiency of 95.6%, sensitiv-
ity and specificity of 98.9% and 97.9%, respectively.
Same group have classified the three classes by apply-
ing ICA on the DWT coefficients for various dura-
tion of EEG signals (6 s, 12 s, 18 s and 23.6 s).81 They
have obtained highest classification accuracy of 96%,
sensitivity of 96% and specificity of 97% using SVM
classifier for 23.6 s interval data.

In this work, we have obtained an average classifi-
cation accuracy of 96%, average sensitivity of 96.9%
and average specificity of 97%. Thus, the perfor-
mance of CWT, HOS and texture combination is
comparable to that obtained using nonlinear fea-
tures. The novelty of this work is the application
of textures, HOS and CWT for the detection of
epileptic EEG signals. Also, we have proposed unique
CWT plots for the three classes. The texture mea-
sures LBP, LME and HOS entropies capture the sub-
tle variations in the EEG signals successfully.

The subtle changes in the EEG signals during
normal, interictal and ictal state are not well cap-
tured in the time domain and frequency domains.
The minute variations are manifested clearly as gray
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level variations in the CWT image. The images fol-
low some unique pattern of pixel intensities. They are
self-similar and repeat in the time–frequency coordi-
nates. This variation of pixel intensities is termed as
texture. The CWT provides a few coefficients char-
acterizing the texture of these images over time–
frequency. Different texture descriptors are used to
enhance the certain variations in the gray levels. Dur-
ing ictal state, due to the sudden neuronal firing
there will be sudden change in the time–frequency
domain resulting in the proportional change in the
pixel intensity levels. In effect, the texture of the
interictal and ictal images will be different than
normal.

HOS also provides texture whose quantification
is slightly different from the CWT. The HOS pro-
vides deviations from Gaussianity and the nonlin-
earity associated with these images. HOS provides
the difference which was not felt with the first two
order statistics methods like CWT. So effectively the
method explores and demonstrates how the combina-
tion of two different texture measures can be used in
classification of normal and abnormal patterns with
a good accuracy.

The classification accuracy can be further
increased by using other texture measures and
time–frequency representations like Wigner Ville dis-
tribution, Hilbert Huang transform (HHT), Page
distribution, Choi–William distribution, etc. The
authors propose to do this study in their subsequent
works.

7. Conclusion

The EEG signals are noise-like and complex in
nature. It is very difficult to diagnose the brain
related abnormalities using these EEG signals with
the naked eye. In this work, we have proposed
a novel computer-aided diagnosis system to detect
the epilepsy using EEG signals. It is very diffi-
cult to analyze them using the conventional time-
domain and frequency domain methods. Hence, we
have extracted the HOS and textures features from
the CWT plot. These features coupled with SVM
classifier with RBF kernel yielded 96% average accu-
racy, average sensitivity of 96.9% and average speci-
ficity of 97% in classifying normal, interictal and
ictal EEG signal segments. A methodology is demon-
strated in this work. This accuracy is comparable

with the highest accuracy reported in studies that
classified all three classes. The performance of the
proposed system can be further increased by using
better features, more EEG data and more robust
classifiers.
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