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a b s t r a c t

This paper presents a method for multidisciplinary design optimization of offshore wind turbines at
system level. The formulation and implementation that enable the integrated aerodynamic and struc-
tural design of the rotor and tower simultaneously are detailed. The objective function to be minimized is
the levelized cost of energy. The model includes various design constraints: stresses, deflections, modal
frequencies and fatigue limits along different stations of the blade and tower. The rotor design variables
are: chord and twist distribution, blade length, rated rotational speed and structural thicknesses along
the span. The tower design variables are: tower thickness and diameter distribution, as well as the tower
height. For the other wind turbine components, a representative mass model is used to include their
dynamic interactions in the system. To calculate the system costs, representative cost models of a wind
turbine located in an offshore wind farm are used. To show the potential of the method and to verify its
usefulness, the 5 MW NREL wind turbine is used as a case study. The result of the design optimization
process shows 2.3% decrease in the levelized cost of energy for a representative Dutch site, while
satisfying all the design constraints.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Due to concerns over the environmental impact of fossil fuel
emissions and fossil fuel exhaustion, the amount of wind energy
generated has been increasing at a faster pace in the last few years.
Although wind energy has evolved considerably during the last
decades, there are many advances required to design economic and
reliable wind turbines.

One of the promising concepts that can contribute to these goals
is the use of multidisciplinary design optimization (MDO). MDO
uses numerical optimization techniques to design engineering
systems involving multiple disciplines or components Martins and
Lambe [1].

In the context of wind power design optimization two subjects
are of interest: the design optimization of wind turbines and wind
farm layout optimization.1 The scope of this paper is wind turbine
design optimization considering aerodynamics and structure as the
d reader can consult various
et al. [4], Marmidis et al. [5],

s and Meneveau [8].
twomain disciplines, with the simultaneous design of the rotor and
tower as the two main components.

Over the past decade, several authors have developed tech-
niques for optimizing either the rotor or tower, with most of the
studies being focused on rotor optimization. A brief overview of
these studies is presented below.
1.1. Rotor design studies

A method for optimizing wind turbine gross parameters, such
as rotor diameter and hub height for a specific site was presented
by Diveux et al. [9]. Similarly, Fuglsang and Thomsen [10] con-
ducted rotor design optimization with several site-specific envi-
ronmental inputs to minimize the cost of energy (COE). Benini and
Toffolo [11] used a multi-objective evolutionary algorithm to
optimize the aerodynamic shape of a stall-regulated wind turbine
blade.

Maalawi and Negm [12] presented an optimization study to
make an exact placement of natural frequencies of the blade to
avoid resonance. Maalawi and Badr [13] optimized the rotor chord
and twist to produce the largest possible power output. Jureczko
et al. [14] studied the blade structural lay-up optimization to
minimize its mass.

Delta:1_given name
Delta:1_surname
Delta:1_given name
Delta:1_surname
Delta:1_given name
mailto:tashuri@umich.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.renene.2014.02.045&domain=pdf
www.sciencedirect.com/science/journal/09601481
http://www.elsevier.com/locate/renene
http://dx.doi.org/10.1016/j.renene.2014.02.045
http://dx.doi.org/10.1016/j.renene.2014.02.045
http://dx.doi.org/10.1016/j.renene.2014.02.045


2 See Ashuri and Zaaijer [40] for a list of the main computational tools currently
used for wind turbine design.
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The blade structural optimization of laminated composite shells
was studied by Lund and Stegmann [15]. The shape and thickness of
the structure were fixed and the problem dealt entirely with the
design of the lay-up of the composite laminate. Méndez and
Greiner [16] used a genetic algorithm to obtain optimal chord and
twist distributions in wind turbine blades to maximize the mean
expected power depending on the Weibull wind distribution at a
specific site. Lee et al. [17] studied blade shape optimization to
obtain the maximum average annual power for a given offshore
wind farm. A two-step optimization procedurewas established: the
operating condition optimization as step one, and the geometric
blade shape design and blade performance analysis optimization as
step two.

Kenway and Martins [18] studied the blade aerostructural
design optimization to maximize the energy output while consid-
ering site-specific winds. Xudong et al. [19] used an aeroelastic
model of the rotor to do aerodynamic and structural design with
the rotor torque and thrust as the design constraints.

Blade aerodynamic shape optimization using different tip-loss
corrections in blade element momentum (BEM) theory was stud-
ied by Clifton-Smith [20]. The blade aerodynamic shape optimiza-
tion with a probabilistic approach was studied by Lee et al. [21].

To enhance the aerodynamic performance of blades, the
sectional aerodynamic design optimization was studied by Kwon
et al. [22]. Design optimization of a wind turbine blade was pre-
sented by Jeong et al. [23] to minimize the fluctuation of the
bending moment of the blade in turbulent wind.

Blade structural and aerodynamic optimization was presented
by Bottasso et al. [24]. Design optimization is performed by a two-
stage process. First, an aerodynamic shape optimization step is
performed to maximize annual energy production (AEP), followed
by a structural blade optimization to minimize weight. Second,
both designs are combined to yield the final optimum solution.

The system-level design of a wind turbine blade using a multi-
level optimization approach was studied by Maki et al. [25]. The
shape optimization of the blade to maximize AEP, and the struc-
tural design of the blade to minimize the bending moment at the
root were considered as single-disciplinary optimization strategy.
Cost of energy was considered as the overall system-level objective,
while performance improvements at the two single-disciplines
were pursued at the same time.

1.2. Tower design studies

Negm and Maalawi [26] examined several optimization models
such as mass reduction, stiffness maximization and vibration
minimization for the design of a tubular wind turbine tower
structures. Wind turbine tower optimization was studied by
Yoshida [27] using a genetic algorithm to minimize the mass of the
tower. Uys et al. [28] developed a procedure to minimize the cost of
a mildly conical steel wind turbine tower to meet the structural
requirements of slender structures.

A formulation for the optimal design of reinforced concrete
towers was presented by Silva et al. [29]. Different tower heights
were analyzed to obtain the best formulation in terms of cost. An
integrated reliability-based design optimization of offshore towers
was presented by Karadeniz et al. [30]. As a demonstration, they
optimized a tripod tower subject to reliability constraints based on
limit states of the critical stress, buckling and the natural frequency.

Similarly, Petrini et al. [31] proposed a system approach as a
conceptual method for the design of offshore wind turbine struc-
tures. Numerical analysis has been performed to compare the
design of three different support structure types (monopile, tripod
and jacket) with respect to extreme loads, buckling, natural fre-
quencies and life-time loads.
Torcinaro et al. [32] considered the optimization process of an
offshore support structure intended for a 5e6MW turbine. Support
structure geometry and thickness were the design variables sub-
jected to constraints on stresses, buckling and deformation. Mass is
optimized using gradient based optimization algorithm.

Thiry et al. [33] used a genetic algorithm to minimize the
structural weight of a wind turbine support structure for an
offshore application. Haghi et al. [34] used a similar approach, but
instead of using a genetic algorithm he used gradient-based opti-
mization. Zwick et al. [35] presented an iterative optimization
approach for a first stage of a complete analysis of a full-height
lattice tower concept. The aim was to find a light-weight design
to fulfill the ultimate and fatigue limit states of the members.

Molde [36] used Spall’s simultaneous perturbation stochastic
approximation method Spall [37] to automatically optimize thick-
ness and diameter of the members in offshore lattice tower support
structures. The objective was to minimize tower weight. Karpat
[38] minimized the cost of wind turbine steel towers with ring
stiffeners using a particle swarm optimization algorithm. The
height and thickness of a flat ring stiffener, and the wall thickness
and the diameter at some stations along the tower were selected as
the design variables, subject to buckling and frequency constraints.

The work presented herein addresses some of the shortcomings
of the previous work mentioned above by developing an integrated
MDOmethod to simultaneously design the rotor and the tower of a
wind turbine at the system level. The design found in this way is
superior to the design found by optimizing each discipline or
component separately, since MDO of the rotor and tower in-
corporates the dynamic interaction between the disciplines and
components. This interaction is particularly important, due to the
following factors:

1.2.1. Structural flexibility
Rotor and tower are the most flexible components of a wind

turbine, and together they dominate the global dynamics of the
system.

1.2.2. Energy yield
Rotor and tower (also the controller) have the highest impact on

the annual energy yield of the wind turbine, therefore important to
optimize simultaneously.

1.2.3. Cost
Rotor and tower (also the gearbox) have the highest cost share of

a wind turbine. Typically, rotor and tower make up to 30% of the
capital cost of a wind turbine Tegen et al. [39].

The remainder of the paper is structured as follows. First, the
integrated architecture used to model the multidisciplinary aspects
of the wind turbine is presented. This is an important aspect, since
existing computational tools are not well suited to be used with
numerical optimization that is fully automated.2

We then describe how this integratedmultidisciplinarymodel is
linked to the optimization algorithm. This enables running the
design optimization process for as many iterations as the optimizer
needs to find the optimum. Then, to verify the capability and
effectiveness of the method, the 5 MWNREL research wind turbine
Jonkman et al. [41] is used as a baseline design to optimize. Both the
rotor and tower are designed simultaneously with all their relevant
design constraints present. Finally, the results of the optimized
5 MW turbine are compared with the 5 MW NREL wind turbine,
followed by a discussion and conclusions.



Table 1
Selection of the computational tools.

Tool Usage Reference

TurbSim Simulates the 3D turbulent
wind flow

Jonkman and
Buhl [43]

AeroDyn Models the steady and unsteady
aerodynamic loads

Laino and
Hansen [44]

AirfoilPrep Corrects 2D airfoil data for
3D effects

Viterna and
Janetzke [45]
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2. Methodology

Among the several MDO architectures described in the litera-
ture, this study implements the multidisciplinary feasible (MDF)
architecture explained by Martins and Lambe [1]. In the next sub-
sectionwe describe howMDF is implemented, including the details
of how the various models are coupled and how the overall opti-
mization process is sequenced.
FAST Models the aeroelastic behavior
of the wind turbine

Jonkman and
Buhl [46]

BModes Computes mode shapes and frequencies Bir [47]
Crunch Postprocesses the FAST output data Buhl [48]
Cost-mass

models
Computes mass and cost of components Fingersh et al. [49]

Fatigue Computes rain-flow cycle
counted time series

Frendahl and
Rychlik [50]
2.1. MDO architecture

With the MDF architecture, the idea is to directly couple an
optimizer to a multidisciplinary analysis model, as shown in Fig. 1.
We use the extended design structure matrix (XDSM) standard
developed by Lambe and Martins [42] for the diagram. The aero-
dynamic and structural design variables are passed to the multi-
disciplinary analysis, which computes the objective function and
constraints for the coupled system. Then, the objective and con-
straints are passed back to be assessed by the optimizer. This iter-
ative approach continues until the convergence is achieved.

To compute the objective function and design constraints, a
multidisciplinary analysis is required that couples the computa-
tional tools representing the various disciplines involved. Among
the many computational tools that have been developed for the
wind energy community, a number of NREL tools are used, and they
are listed in Table 1. These tools are all open source, which makes
them particularly well suited for research purposes.

The computational tools listed in Table 1 are in principle inde-
pendent and not designed with coupling in mind. Thus, the data
transfer between these codes has to be done manually by the
designer. To make an integrated and automated design process, we
coupled these computational tools such that the final product could
be easily linked with optimization software using the MDF
architecture.

Fig. 2 shows how the tools are coupled in a framework that
captures the static and dynamic behavior of the wind turbine, and
evaluates the design constraints and objective function. This inte-
gration is achieved by a script that manages the data flow between
all the codes. The script is used to manage the design optimization
process such that:

1. The coupling of different tools is effective and yields the correct
result.

2. All data exchanges are automatic.
3. All design changes are reflected in the relevant locations in the

framework.
Fig. 1. Multidisciplinary feasible architecture to couple the optimizer to the multidisciplin
models, gray parallelograms are data (design variables (DV), loads, mass, costs, annual energy
bottom and left to right on the upper triangular part, and bottom to top and right to left on
shown in this figure. (For interpretation of the references to color in this figure legend, the
2.2. Optimization problem formulation

In order to solve the correct design problem, wemust define the
optimization problem with the appropriate objective, design vari-
able and design constraints. The general nonlinear optimization
problem is:

Find x ¼ fx1;.; xngthat minimizes f ðxÞ (1)

where f is the objective function, and x is an n-dimensional vector of
design variables to be found, with lower and upper bounds:

xlower � x � xupper (2)

The problem is subject to inequality and equality constraints:

gjfxg � 0 (3)

hkðxÞ ¼ 0 (4)

We now describe what these general terms are in the specific
case of the wind turbine problem that we solve.
2.2.1. Design variables
A design variable is a parameter that the optimizer controls,

whose influence on the constraints and objective function is eval-
uated in the analysis phase. In this paper, the rotor optimization
controls 18 design variables that consist of blade external geometry
variables, blade structural thickness variables and rotor rotational
speed. The blade geometry variables are 4 chord lengths, 2 twists
ary analysis model. Green box is the optimizer, rounded blue boxes are the analysis
production (AEP) and constraints) and gray lines show the data flow that is from top to
the lower triangular part. Table 2 lists the aerodynamic and structural design variables
reader is referred to the web version of this article.)



Fig. 2. Block diagram of the MDO framework to show the data and process flow of different computational codes. Table 2 lists the aerodynamic and structural design variables
shown in this figure. Green box is the optimizer, rounded blue boxes are the analysis models, gray parallelograms are data, and gray lines show the data flow that is from top to
bottom and left to right on the upper triangular part, and bottom to top and right to left on the lower triangular part. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Table 2
5 MW wind turbine design variables and their bounds.

Index Description (units) Min Max Discipline

1 Blade length (m) 56.0 65.0 Structure
2 Tower height (m) 78.5 95.0 Structure
3 Rated rotational speed (rpm) 10.5 13.4 Aerodynamics
4 Twist at station 9 (deg) 9.0 14.0 Aerodynamics
5 Twist at station 15 (deg) 1.0 4.0 Aerodynamics
6 Chord at station 3 (m) 3.0 4.0 Aerodynamics
7 Chord at station 7 (m) 4.0 5.5 Aerodynamics
8 Chord at station 15 (m) 2.1 3.0 Aerodynamics
9 Chord at station 18 (m) 1.3 2.3 Aerodynamics
10 Skin thickness at station 1 (cm) 8.0 14.0 Structure
11 Skin thickness at station 3 (cm) 5.0 10.0 Structure
12 Skin thickness at station 6 (cm) 2.0 5.0 Structure
13 Skin thickness at station 16 (cm) 1.0 4.0 Structure
14 Web thickness at station 3 (cm) 1.0 5.0 Structure
15 Web thickness at station 6 (cm) 2.0 4.0 Structure
16 Web thickness at station 16 (cm) 1.0 3.0 Structure
17 Spar thickness at station 3 (cm) 1.0 4.0 Structure
18 Spar thickness at station 6 (cm) 1.0 4.0 Structure
19 Spar thickness at station 16 (cm) 1.0 4.0 Structure
20 Tower diameter at station 1 (m) 4.0 7.0 Structure
21 Tower diameter at station 22 (m) 3.0 5.0 Structure
22 Tower thickness at station 1 (cm) 4.0 6.0 Structure
23 Tower thickness at station 22 (cm) 2.0 5.0 Structure
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along the span and blade length. The structural thicknesses of the
composite lay-ups are spar thicknesses at 3 stations, shell thick-
nesses at 4 stations, and web thicknesses at 3 stations along the
blade. The rotational speed of the rotor together with the blade
length control the tip-speed of the blade, which is a crucial design
constraint.

The optimization of the tower controls 5 design variables: tower
diameter at the bottom (interface) and top (connection to nacelle),
tower thickness at the bottom and top, and tower height. Table 2
lists the design variables of the blade and tower, and their upper
and lower bounds.

Similar to the NREL 5MWoffshore tower, the tower in this work
starts from the interface level and extends up to the bottom of the
nacelle. Therefore, it is only the tower that is optimized up to the
interface level and mass and cost models are used for below
interface level (for transition piece, and monopile) based on the
WindPACT study Fingersh et al. [49].

As long as there is not a significant change of the turbine
properties, environmental condition such as water depth, and the
rated power is kept constant this assumption is acceptable. How-
ever, this becomes invalid when significant changes aremade to the
design or environmental conditions, and these models need to be
tuned to cope with these changes. Also, the pileesoil interaction is
not considered in this work, to make a meaningful comparison
between the baseline and optimized 5 MW turbines.

Fig. 3 shows different stations along the blade and tower. All
these design variables are continuous, and they are defined several
stations along the blade and tower. A combination of linear and
cubic interpolations are used to define the values at intermediate
stations along the blade and tower. Additionally, because of the
complex geometry and composite layup of the blade, the following
parameters are fixed to control and enable a smooth interpolation
of the design variables:

1. Stations 1 to 3 have a circular cross section and all three stations
have the same diameter.

2. The structural chord at station 20 is set to 0.12 cm (similar to the
NREL case). A cubic interpolation is used from station 3 to the
tip.
3. Structural twist from stations 1 to 6 is set to 13.1 deg (similar to
the NREL case). A cubic interpolation is used from station 6 to 9,
followed by a linear interpolation from station 9 to the tip.

4. Structural twist at the blade tip is set to 0 deg (similar to the
NREL case).

5. The shear web and cap thicknesses at station 1 are 0 cm. A cubic
interpolation is used from the blade root to the tip.
2.2.2. Design constraints
In addition to the design variable bounds listed in Table 2,

several functional design constraints are enforced. Design con-
straints are in general nonlinear functions that must be satisfied in
an optimization problem. A total of 51 inequality constraints are
enforced in the optimization of the rotor and tower. Partial safety



Fig. 3. Different stations along the blade and tower to show the geometry and the approximate location of each station. Station 1 of the blade defines the root and station 20 the tip.
Station 1 of the tower defines the interface level and station 22 the tower top.
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factors (as prescribed by IEC61400 [51]) are also included in these
design constraints.

The blade constraints are: stresses and fatigue damage (fatigue
damage calculation is done using rain flow cycle counting of the
stress time-signals and applying Palmgren-Miner’s rule Miner [52])
at 5 stations along the blade, tip-deflections from 9 to 25 m/s with
2 m/s interval, and the first 3 natural frequencies. Table 3 lists the
design constraints of the blade.

The tower design constraints are: stresses and fatigue damage at
6 stations along the tower, and the first two natural frequencies.
Table 3
Wind turbine blade design constraints.

Index Description Value (units)

1e9 Max flapwise tip-deflection from 9 to 25 m/s �5.6 (m)
10e15 Max flapwise fatigue at stations 1, 3, 7, 10, 12 and 14 �0.7 (�)
16e21 Max edgewise fatigue at stations 1, 3, 7, 10, 12 and 14 �0.7 (�)
22e27 Max flapwise stress at stations 1, 3, 7, 10, 12 and 14 �200 (MPa)
28e33 Max edgewise stress at stations 1, 3, 7, 10, 12 and 14 �200 (MPa)
34e36 1st to 3rd natural frequency �0.7 (Hz)
37 Tip-speed �120 (m/s)
Table 4 list the design constraints for the tower. All the design
constraints of the blade and tower are continuous, smooth and
differentiable.

Fatigue properties are determined by the slope of the SeN
curves, and the location of the intercept with the abscissa. For the
composite blade, a slope of 10 and an intercept of 40 MPa is used.
For the steel tower, a slope of 4 and an intercept of 110 MPa is used.

2.2.3. Objective function
When applying any changes to a given design, it is important

to know the influence of this change at the system level. For
example, an increase in blade length to increase AEP increases
Table 4
Wind turbine tower design constraints.

Index Description Value (units)

1e6 Fore-aft stress at stations 1, 5, 9, 13, 17 and 21 �150 (MPa)
7e12 Fore-aft fatigue at stations 1, 5, 9, 13, 17 and 21 �0.7 (e)
13e14 1st and 2nd natural frequency of the tower 0.3 � u2n

� 0.56 (Hz)



Table 5
Definition of DLCs based on IEC standard.

Design situation Design
load case

Simulated
wind (m/s)

Wind-wave
misalignment

Analysis type

Power production 1.2 4 to 25 Aligned Fatigue
Parked 6.1 50 Aligned Ultimate
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loads and installation costs. If one effect does not balance out the
other, then the proposed change might result in a negative
overall impact.

Since the design optimization is carried out at the system level
instead of the component level, and the mass of all the NREL wind
turbine components is not defined, mass models are used to
represent the global dynamics of all components of the wind tur-
bine (except for the rotor and tower, which are directly optimized).
In addition, instead of using a single-disciplinary objective function
such as AEP (aerodynamics) or load-mass (structures), the levelized
cost of energy (LCOE) is used as a multidisciplinary objective
function.

The LCOE is a good objective function because it reflects the
overall goal of wind energy production, and it also accounts for all
the multidisciplinary trade-offs when a coupled analysis is per-
formed at the system-level Ashuri [53].

LCOE is a continuous, smooth and differentiable function, which
enables the use of gradient-based optimization algorithms. To
make a realistic estimation of the LCOE, it is assumed that all the
cost elements correspond to a wind turbine that operates in an
offshore farm. These cost elements are explained by Fingersh et al.
[49], and the details are not repeated here. The LCOE covers the
following items:
2.2.3.1. Turbine capital cost (TCC). This is the cost of all the com-
ponents of a wind turbine. These are: blades, hub, pitch mechanism
and bearings, nose cone, low speed shaft and bearings, gearbox,
mechanical brake, high speed shaft and coupling, generator, power
electronics, yaw drive and bearing, main frame, electrical connec-
tions, hydraulic system, cooling system, nacelle cover, control
equipment, safety system, condition monitoring, tower, mariniza-
tion (extra cost to protect against marine environment like salty
water).
2.2.3.2. Balance of station (BOS). This is the cost of following
items: monopile, port and staging equipment, turbine installation,
electrical interface and connections, permits, engineering, site
assessment, personnel access equipment, scour protection, trans-
portation, offshore warranty premium and decommissioning.
2.2.3.3. Initial capital cost (ICC). Summation of the TCC and BOS
costs.
2.2.3.4. Levelized replacement cost (LRC). This is the cost of major
replacements and overhauls, distributed over the life time of the
wind turbine.
3 United States Department of Labor, Producer Price Indexes, http://www.bls.gov/
ppi/, retrieved on 01 November 2013.
2.2.3.5. Operations and maintenance (O&M). Cost associated to fix
failures of mechanical or electrical components and all the regular
and irregular inspection of the wind turbine.

LCOE is calculated using the following equation:

LCOE ¼
�ðICC� FCRÞ þ LRCþ O&M

AEP

�
(5)

here, FCR is the Fixed Charge Rate, which includes construction
financing, financing fees, return on debt and equity, depreciation,
income tax, and property tax and insurance. AEP is the amount of
generated electricity in a year for a given wind speed distribution
f(V),. It also includes the mechanical and electrical conversion los-
ses, and machine availability. The wind speed distribution is given
by the Weibull distribution:
f ðVÞ ¼
�
k
c

��
V
c

�k�1
exp

"
�
�
V
c

�k
#

(6)

where V is the wind velocity, k is the shape factor, and c the scale
factor. In this paper, k is 2, and c is 9.47. These values typically
represent the condition of the Dutch part of the North Sea Brand
[54]. Then, the AEP production can be expressed as:

AEPz8760�
Xcut�out

i¼ cut�in

PðViÞ$f ðViÞ (7)

in which 8760 is the number of hours per year P(V), is the power
curve of thewind turbine, and the index i represents the discretized
wind speed with a bin interval of 2, i.e. 5, 7, ., 25.

However, these costmodels were calibrated based on 2002 costs
and should be updated based on the cost of materials and products
in the present time to account for the inflation of materials, prod-
ucts and labor. To compensate for this difference, a component cost
escalation model based on the Producer Price Index (PPI) is used, as
recommended by the WindPACT study. The PPI is an index that is
updated on a monthly basis by the US Department of Labor, Bureau
of Labor Statistics, to track the changes of costs of products and
materials over a wide range of industries and industrial products.
The PPI related formulas are sorted by North American Industry
Classification System (NAICS) codes that provide a grouping system
of products.3
2.2.4. External condition and design load case (DLC)
An estimate of the loading conditions that a wind turbine ex-

periences in its lifetime must be analyzed. For this estimate the IEC
61400-3 standard is used, where the external conditions are site
dependent and wind turbine classes are defined in terms of wind
speed and turbulence parameters at hub-height with a reference
period of 630 s (the first 30 s is ignored to avoid strange transient
behavior) for each random seed. This paper uses the 2009 edition of
IEC 61400-3 standard for defining the design load cases, and based
on Section 7.4 of this standard, the design load cases used for
simulations are defined in Table 5. The IEC-1B class is used for these
load cases.

For the fatigue limit state, a Normal Turbulence Model (NTM)
during the power production mode is used. This model is applied
from the cut-in to cut-out wind speed with 0� wind-wave
misalignment. The fatigue damage obtained using this method is
an overestimate, which yields a conservative design (since the
damage from all different directions are accumulated in one di-
rection). For the extreme limit state, an Extreme Wind Model
(EWM) with a 50-year recurrence period is used. Again, no wind-
wave misalignment is considered in this case.

This setup results in 72 simulation scenarios (11 load cases for
NTM with 6 random seeds and wind speed bin size of 2, and 1 load
case for EMW-50 year with 6 random seeds and wind speed of

http://www.bls.gov/ppi/
http://www.bls.gov/ppi/
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50 m/s). In the authors’ experience, this is the minimum number of
load cases that should be considered to obtain a practical design, as
they are the design drivers in most cases. Considering more design
load cases using this method is technically possible, but it requires
more computational time.

2.3. Practical considerations

There are some issues related to the MDO approach in this
research that are unique, and therefore require further explanation.

2.3.1. Multilevel optimization approach
Since this research deals with the simultaneous design optimi-

zation of blade and tower, the number of design variables is large.
To overcome this problem, a size reduction technique should be
employed to enable some computational time savings. An approach
where the aerodynamic optimization is performed in sequence
with a structural optimization is possible, but this would result in a
suboptimal solution Chittick and Martins [55]. Instead, the design
variables are decomposed here that results in a bi-level optimiza-
tion approach as shown in Fig. 4.

In the first level, the blade length, tower height and rated
rotational speed are optimized, while all other design variables are
fixed. The blade-tip-speed constraint is the only constraint involved
here. This setup results in an optimization problem that minimizes
LCOE with respect to three design variables subject to one
constraint.

After finding the optimum values of the blade length, tower
height and rated rotational speed, the second level optimization
takes place. In the second level, blade length, tower height and
rated rotational speed are fixed and all other design variables are
varying. Here, all constraints except the blade-tip-speed constraint
are enforced. The objective is to minimize LCOE with respect to 20
design variables subject to 50 design constraints.

The evaluation of the objective function and design con-
straints takes on average 45 min of wall time for level one, and
30 min for level two. These two levels take place at each global
iteration of the optimization process. Parallel computing is used
to speed up the optimization process. The evaluation of the
Fig. 4. Multilevel optimization approach of the wind turbine to deco
objective function and the design constraints requires compu-
tations at different wind speeds. In this work each wind speed
was run on a separate CPU to enable a faster optimization iter-
ation, and in total 14 parallel computational nodes were used to
optimize the design.
2.3.2. Optimization algorithm
Due to the computational expense in computing the objective

function and design constraints, a gradient-based algorithm is the
best option in this case. For the first level, Convex linearization
(CONLIN) is used, which is a first order algorithm Fleury [56]. For
the second level of the optimization process, a second order algo-
rithmdthe Lagrange Multiplier (LM) methoddis used Birgin and
Martinez [57]. For both algorithms, the gradients are calculated
using the finite-difference method.

The optimization process runs until an acceptable conver-
gence on the objective function with a tolerance of 0.001 is ob-
tained. This tolerance is achieved after 4 iterations of a multilevel
optimization, and therefore no further optimization is needed
afterward.

It also should be noted that gradient-based optimization has the
well-known problem of getting stuck in local minima. Starting the
optimization from different point on the design space is an option,
but this is not considered in this research, since the aim of this
paper is to use this framework and apply that on an existing design
and see how it works in practice rather than finding the global
minimum.
2.3.3. Wind turbine control strategy
Similar to the 5 MW NREL wind turbine, a VS (Variable-speed)

pitch-regulated control concept is used here with the same DLL
(Dynamic Link Library) file and parameters. For the below-rated
region, a variable-speed strategy is used, where the generator tor-
que controller maximizes the energy output by adjusting the
rotational speed. For the above-rated region, active pitch controller
strategy is used where the PI (Proportional-integral) controller
maintains the power output at 5 MW by pitching the blade into or
out of the wind Bianchi et al. [58].
mpose the design space and speed up the optimization process.
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2.3.4. Evaluation of the design constraints
The structural stresses are obtained by converting the load time

series from the aeroelastic solver FAST to a stress time series for
every wind speed bin from cut-in to cut-out using Crunch. A peak-
finding algorithm is used to find the maximum stress that appears
as the design constraint. For doing life time fatigue calculation, rain
flow cycle counting is applied on the FAST stress time series for
every wind speed bin from cut-in to cut-out. PalmgreneMiner’s
ruler is used to obtain the partial fatigue damage resulting from
every wind speed bin, and each partial damage is added to obtain
the cumulative fatigue damage.

The natural frequencies are based on the blade and tower mass
and stiffness distribution, and are computed using BModes, which
is a modal analysis code Bir [47]. The blade-tower clearance is a
direct output of FAST. Tip-speed is obtained by multiplying the
blade length to the rotor rotational speed for every wind speed
from cut-in to cut-out.
3. Results

This section presents the results of the optimized 5 MW NREL
wind turbine. The goal of optimizing the NREL wind turbine is to
show the potential of the optimization method and understand the
design drivers and trends for this type of turbine.

The results are categorized in three parts. First, the optimized
gross properties of rotor and tower are presented and compared
with the original 5MWNREL design. Second, the design constraints
of the system are presented, with an emphasis on showing the
design drivers of the 5 MW optimized turbine. Third, the LCOE
contributions from all the elements of the system are analyzed.
3.1. Optimized gross properties

Fig. 5 shows the chord distribution along the NREL and opti-
mized blades. Note that the optimized blade is 3.6% longer than the
NREL blade (63.7 m vs. 61.5 m). As the figure shows, in the circular
region (station 1 to 3 at the blade root), the optimized blade has
slightly smaller diameter than the NREL blade. From the aero-
dynamic point of view this region does not contribute to power
production and the slight decrease can best be explained from
structural point of view.
Fig. 5. Chord distribution of the
The reason for this reduction is mainly a better distribution of
the mass and stiffness along the blade. Although it could be argued
that the optimized blade is larger and experiences higher loads, and
therefore a larger root diameter is required, it has a lower rated
wind speed (because of larger rotor diameter), and that balances
out this effect.

The chord of the optimized blade shows an increase after the
circular region when compared to the NREL blade, but the differ-
ence remains almost constant up to the vicinity of the blade tip.

Fig. 6 shows the twist distributions for the NREL and optimized
blades. The twist angle is reduced for the optimized blade outboard
of the circular section, but then it matches the NREL blade twist at
the tip. This is because of introducing a twist angle of zero at the tip
as a hard constraint to be met by the optimizer while interpolating
the twist distribution. Therefore, by definition, both the optimized
and the NREL blade twist distribution is zero at the tip that is
mainly to minimize losses and noise.

Considering the fact that both rotors have a different chord,
twist angle, blade length, and rated rotational speed, a one to one
comparison is difficult to make. It is the combination of these
properties that makes one design better over the other with respect
to the objective function.

The blade thickness distribution is used to extract the flap-
wise and edgewise stiffnesses, and mass per unit length of the
blade. The computation of the stiffness and other useful struc-
tural properties is based on an analytical model of the blade,
using the real geometry and the weight averaging method
described by Ashuri et al. [59]. Fig. 7 shows the stiffness distri-
bution along the blade of both designs. The optimized flapwise
stiffness is lower near the root, but it increases toward the tip. In
the edgewise direction, the optimized blade is generally more
flexible than the NREL blade.

The mass per unit length for both the NREL and optimized
blades is shown in Fig. 8. The blade mass of the 5 MW NREL wind
turbine is 17,740 kg, while the optimized blade has a mass of
18,490 kg, which is 4.2% heavier. This additional mass is partly
because the optimized blade is longer. Additionally, the mass dis-
tribution of the optimized blade is in general higher than the NREL
blade.

Fig. 9 shows the design variables of the optimized tower
compared to the NREL tower. The mass and height of the optimized
NREL and optimized blades.



Fig. 6. Twist distribution of the NREL and optimized design along the blade.
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tower are 372 tonnes, and 89.8 m, respectively, whereas for the
NREL tower these are 347 tonnes and 87.6 m. The optimized tower
is higher, to meet the same interface clearance requirement as the
NREL tower. This is achieved by defining the bound of the tower
and blade lengths in such a way that a minimum desired clearance
of 13.5 m from the blade tip (phasing down) to the interface level is
maintained.

The optimized wind turbine has a 2.5% higher rated rotational
speed relative to the NREL turbine (12.4 rpm for the optimized and
12.1 rpm for the NREL design). The influence of this increased rated
rotational speed, together with a larger rotor diameter, results in
the higher tip-speed for the optimized rotor. While the NREL rotor
has amaximum designed tip-speed of 80m/s, the optimized design
has a tip-speed of 84.6 m/s. This corresponds to a 5.7% increase in
the tip-speed of the optimized rotor.
Fig. 7. Stiffness distribution of the
It is well known that for offshore wind turbines, there is a clear
potential benefit for higher tip-speeds, since noise is not as much of
a concern, and thus offshore turbines are not subject to the 80 m/s
noise-related limit of onshore wind turbines Malcolm and Hansen
[60], Jamieson [61]. Therefore, it is not surprising to see a higher
tip-speed for the optimized wind turbine design, which increases
the performance.

However, with increasing tip-speed, the blade solidity usually
decreases and this may result in a more flexible blade. Although
this can be beneficial for system loads, it is problematic for main-
taining the preferred blade-tower-clearance in extreme loading
conditions. Therefore, there is an optimum for the tip-speed that is
governed by several design considerations. In the design of the
optimized 5 MW, it is the blade-tower-clearance that prevents a
further decrease in the blade’s solidity.
NREL and optimized blade.



Fig. 8. Mass distribution of the NREL and optimized design along the blade.

Fig. 9. Thickness and radius distribution of the NREL and optimized design along the tower.
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3.2. Design drivers

The design space in which the optimizer searches for the opti-
mum design variables is highly constrained with 51 functional
constraints in total as presented before. Therefore, only those
constraints that dominate the final design are presented. For the
rotor, these active design constraints are the tip-deflection and
fatigue. Similarly, fatigue is the highest active design constraint for
the tower, which is generally the case for structures subjected to
turbulent wind and wave loading.4
4 See these references for further consultation: Ashuri et al. [62], van der Meulen
et al. [63], Muskulus [64], de Vries et al. [65], Van Der Tempel [66].
To have a safe blade-tower-clearance, a lower side constraint for
the blade out-of-plane deflection is considered. This is evaluated
per iteration and from cut-in to cut-out wind speed, but normally at
the rated wind speed the maximum out-of-plane tip-deflection
happens that results in the minimum clearance. This is shown in
Fig. 10.

As the figure shows, the tip-deflection of the blade reaches a
maximum close to the rated wind speed. This peak is due to the
high loads that a variable-speed, pitch-regulated wind turbine ex-
periences at the rated wind speed. As the blade pitches above the
rated operational point the loads on the blade decrease, resulting in
smaller deflections. It should be mentioned that the rated wind
speed of the optimized turbine is 11.1 m/s, whereas for the NREL
turbine it is 11.4 m/s. The reason for such a change are the differ-
ences in blade length, rotor design, and rated rotational speed.



Fig. 10. Blade tip-deflection of the NREL and optimized design at different wind speeds.
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The fatigue damage at the root is the maximum in both the
flapwise and edgewise directions for both designs compared to
other stations. Therefore, only these results are listed in Table 6. As
the table shows, the flapwise fatigue damage is higher than the
edgewise damage. This demonstrates that the aerodynamic loads
are typically higher than the gravity loads for the blade of wind
turbines at the 5 MW range size Ashuri and Zaaijer [67], Capponi
et al. [68].

The tower fatigue damages is calculated using a similar
approach to that of the blade. As seen in Table 7 the side-to-side
fatigue damage is much smaller than the fore-aft damage. This is
related to the fact that there is no yaw error simulation as a load
case in the design process. The addition of a yaw error in the
simulation can result in higher side-to-side damage and lower fore-
aft damage. Not including a yaw error in the load calculation leads
to a more conservative design by making the fore-aft damage the
design driver for fatigue.

Despite minor changes in the mass and stiffness distributions of
the rotor and tower, the natural frequencies of the optimized design
do not show a considerable change relative to the NREL design.

3.3. Objective function

To show the effectiveness of the optimization method pro-
posed in this paper a comparison between the 5 MW NREL and
the optimized wind turbine is made in Table 8. As the table
shows, the cost of energy of the optimized turbine was reduced
by 2.3% relative to the NREL one. This reduction is achieved by
finding the best match between the system costs and the AEP
that results in the minimum LCOE. The optimized wind turbine
has a higher ICC, as well as a higher AEP compared to the NREL
turbine, but ultimately it yields a lower LCOE, while satisfying all
the design constraints.
Table 6
Fatigue damage at the blade root.

Direction Fatigue cumulative damage (e)

Flap NREL 0.63
Flap optimized 0.70
Edge NREL 0.23
Edge optimized 0.32
There are several cost elements with the same value for both
wind turbines. These cost elements are either a function of rated
powerdwhich is exactly the same for both turbinesdor have a
fixed value (e.g., the engineering permits needed to construct the
site). As an example, the cost model for the foundation is a function
of the rated power and valid for a fixedwater depth, and since these
two parameters are the same for both wind turbines (NREL and the
optimized), the cost of foundation remains the same.

4. Discussion and conclusions

For many years, the design of wind turbines was based on a
single-discipline or sequential approach Quarton [69]. In this
approach, the structural and aerodynamic designs were not per-
formed simultaneously, and components were designed separately.
This was mainly due to the complexities of modeling and simu-
lating the interaction among different disciplines, as well as the
dynamic interaction between the different components.

Despite many advancements in the last years to develop more
sophisticated computational tools to capture the complex physics
of the entire wind turbine, most wind turbine design efforts still
treat each component separately. Also, few attempts have been
made to utilize the integrated MDO approach that is currently
implemented in aircraft design Martins et al. [70], Haghighat et al.
[71], Kenway and Martins [72].

The research presented herein represents the first design opti-
mization effort that simultaneously designs a wind turbine blade
and tower subject to constraints on fatigue, stresses, deflections
and frequencies with the LCOE as the objective function. The results
show a clear improvement in the quality of the design process by
making a realistic assessment of the LCOE and constraints, while
preserving the coupling of the components and disciplines, and by
taking advantage of the power of numerical optimization.
Table 7
Fatigue damage at the tower bottom.

Direction Fatigue cumulative damage (e)

Fore-aft NREL 0.67
Fore-aft optimized 0.69
Side-to-side NREL 0.12
Side-to-side optimized 0.13



Table 8
US Dollar (USD) based cost comparison of the NREL and optimized wind turbines.

Cost component (1000 USD) NREL Optimized

Blades 1062.3 1088.4
Hub 130.2 134.4
Pitch mechanism and bearing 242.0 265.2
Nose cone 13.6 14.3
Low speed shaft 166.8 184.3
Main bearings 64.4 72.7
Gearbox 877.2 877.2
Mechanical brake and coupling 11.0 11.0
Generator 398.0 398.0
Power electronics 393.2 393.2
Yaw drive and bearing 146.3 161.2
Main frame 162.7 174.0
Platform and railing 89.5 95.7
Nacelle cover 73.3 73.3
Electrical connections 308.8 308.8
Hydraulic and cooling system 77.2 77.2
Control,safety and condition monitoring 65.3 65.3
Tower 939.1 1005.5
Marinization 561.6 582.6
Turbine capital costs (TCC) 4722.4 4898.5
Foundation system 2174.7 2174.7
Transportation 1568.3 1568.3
Port and staging equipment 144.9 144.9
Turbine installation 732.8 732.8
Electrical interface and connection 2063.5 2063.5
Permits, engineering and site assessment 215.5 215.5
Personnel access equipment 70.2 70.2
Scour protection 403.0 403.0
Decommissioning 362.8 368.1
Balance of station costs (BOS) 7373.2 7373.2
Offshore warranty premium 624.1 647.4
Initial capital cost (ICC) 13,083.0 14,651.0
Levelized replacement costs 99.0 99.0
Operation and maintenance 561.4 585.4
Fixed charge rate 0.1185 0.1185
AEP (GWhr) 23.91 25.19
LCOE (USD/kWhr) 0.0658 0.0643

T. Ashuri et al. / Renewable Energy 68 (2014) 893e905904
In this way, a global definition of the objective function, design
variables and design constraints for all the disciplines (rather than
optimizing the structure for minimum weight and optimizing the
aerodynamics for maximum energy output) and the concurrent
design of the rotor and tower enables the optimizer find better
multidisciplinary design solutions. The use of the integrated
methodology contributed to 2.3% reduction in the LCOE compared
to the baseline NREL turbine. Therefore, the authors believe that the
integrated design methodology is vital for the development of
future wind turbines that have to be more optimized than they are
today in order to be competitive.

5. Future work

In this research, controller parameters were not part of the
design optimization and the authors believe that by including the
controller design in the process as an additional discipline would
results in a further reduction in the LCOE Ashuri et al. [73]. Adding
local and global buckling in the structural design constraints for the
blade and tower is an additional recommendation for future work.

To model the sectional properties of the blade, a simplified
method was used that did not take into account the bend-twist
coupling and the stacking sequence of the composite materials
used in the blade. Amore sophisticatedmethod to account for these
effects is another recommendation for future work.

Finite differences were used to estimate the gradients for the
optimization algorithm. By introducing more advanced techniques,
such as complex-step variable method Martins et al. [74], and the
coupled adjoint method Martins et al. [75], Martins and Hwang
[76], Kenway et al. [77], more accurate gradients can be obtained.
The adjoint method in particular would significantly reduce the
optimization time and enable the optimization with respect to a
much larger number of variables.

To make a more realistic design, more design load cases need to
be simulated. At the same time, high-performance computing
should be used in its full potential to allow the inclusion of these
additional load cases.
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