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A reliability generalization (RG) study was conducted for the Marlowe-Crowne Social
Desirability Scale (MCSDS). The MCSDS is the most commonly used tool designed to
assess social desirability bias (SDB). Several short forms, consisting of items from the
original 33-item version, are in use by researchers investigating the potential for SDB in
responses to other scales. These forms have been used tomeasure awide array of popula-
tions. Using amixed-effects model analysis, the predicted score reliability for male ado-
lescents was .53 and the reliability for men’s responses was lower than that for women’s.
Suggestions are made concerning the necessity for further psychometric evaluations of
the MCSDS.

Response bias to items on psychological surveys has long been a focus of
concern. According to Paulhus (1991), “A response bias is a systematic ten-
dency to respond to a range of questionnaire items on some basis other than
the specific itemcontent” (p. 17). In particular, social desirability bias (SDB),
which is defined as the inclination to respond in a way that will make the re-
spondent look good, has been studied since the 1950s. Several scales have
been constructed specifically to assess this tendency. Twelve such scales
were already in use by 1984, and others have been developed since (e.g.,
Paulhus, 1984).
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Social Desirability Bias
Scales and Their Uses

SDB scales are primarily used to help provide evidence supporting the
validity of responses to psychological surveys. The most common use of
these scales involves the calculation of correlations between scores on the
SDB scale and scores on the focal psychological instrument. In the majority
of such analyses, the researcher hopes that such correlations are not substan-
tial, thereby providing discriminant validity evidence for responses to the
focal scale and therefore indicating that scores on the scale are not con-
founded by a respondent’s tendency to respond in a socially desirable way. It
should be noted that sometimes the definition of the construct being assessed
by the focal scale might coincide somewhat with the construct purportedly
being measured by the SDB scales, resulting in a stronger yet meaningful
correlation between the two.

Another use for the SDB scales has involved factor analysis of scores on
these scales concurrently with scores on the psychological scales of interest.
Again, if a researcher believes that the factor explaining responses to SDB
items differs from the construct underlying the other scales, then it would be
hoped that discrete factors would be extracted. A final use of SDB scales for
the validation of scores on focal surveys has involved deletion of responses
made by participants with elevated scores on the SDB measures.

The most commonly used SDB scales include Edwards’s (1957) and
Crowne and Marlowe’s (1960) different, though similarly named, Social
Desirability Scales, as well as Paulhus’s (1984) Balanced Inventory of Desir-
able Responding. Edward’s scale was the preferred scale until the develop-
ment of the Marlowe-Crowne Social Desirability Scale (MCSDS). Crowne
and Marlowe’s survey was created as a response to the possible confound
with psychopathology detected for responses to Edwards’s scale. Paulhus
more recently created yet another social desirability scale, the Balanced
Inventory of Desirable Responding, that he argued better assessed the two
dimensions underlying performance onmeasures of SDB.Of these three, the
MCSDS has continued to be the most frequently used survey for assessment
of SDB.

The Marlowe-Crowne
Social Desirability Scale

The authors of the MCSDS initially considered the construct being
assessed by the scale to be “social desirability in terms of the need for subjects
to respond in culturally sanctioned ways” (Crowne&Marlowe, 1960, p. 354).
Crowne and Marlowe (1964) later modified the construct to become “need
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for social approval.” The scale contains 33 forced-choice, true-false items
concerning everyday behaviors. Eighteen of these items are considered attri-
bution items where selection of the “true” response will award a respondent
one point, thereby indicating a stronger tendency to respond in a socially
desirable way than someone who had responded with “false.” Two examples
of attribution items include “Before voting I thoroughly investigate the quali-
fications of all the candidates” and “I have never intensely disliked anyone.”
These attribution items refer to socially approved but uncommon behaviors
(Cramer, 2000). The remaining 15 items are considered denial items for
which a “false” response is assigned one point. These items refer to socially
disapproved but common behaviors. An example of such an item is “I like to
gossip at times.”

In addition to the three common uses of SDB scales, scores on the
MCSDS have also been used to provide ameasure of repressive coping style.
Participants with scores above the median on the MCSDS but below the
median for trait anxiety scores as measured by the Taylor Manifest Anxiety
Scale are categorized as repressors (e.g., Kraft, 1999; Ringel, 2000).

Several shortened versions of the MCSDS resulted from factor analytic
studies of the original 33-item form. The most commonly used short forms
include three by Strahan and Gerbasi (1972)—one 20-item version and two
differing 10-item forms. Reynolds (1982) developed three forms termed A,
B, and C, each containing 11, 12, and 13 items, respectively. Ballard (1992)
came up with four more forms, two with 11 and 12 items as well as two other
forms, each consisting of a different combination of 13 items. All of these
shortened versions contain items not modified from the original form.

A few researchers have selected their own subset of items from the origi-
nal MCSDS. These studies have not included investigations of the construct
validity of the scores on changed forms, although some of them have pro-
vided reliability estimates for scores on these additional forms. In addition,
the MCSDS, as is found with many psychological measures, was initially
evaluated using a sample of college students. It is still most typically used
with adult participants. Yet, some researchers have used the scale with ado-
lescent populations. Due to these somewhat indiscriminate uses of the
MCSDS, it seems important to reevaluate the psychometric properties of
scores on theMCSDSwhen used by different populations in themultitude of
its forms that are currently in use. As a starting point for such analyses, this
study will describe a reliability generalization investigation of scores on the
various versions of theMCSDSwith differing populations. SeeVacha-Haase
(1998) and other articles in this special issue ofEducational and Psychologi-
calMeasurement for discussions of reliability generalization. This investiga-
tion evaluated the internal consistency and the test-retest reliability of scores
onMCSDS items using study descriptors to help explain potential variability
in the reliability estimates.
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Method

Data Source

Several databases were searched for the words Marlowe and Crowne or
Crown (due to frequent misspellings) to obtain references for articles men-
tioning use of the MCSDS since 1960. The databases included PsycINFO,
ERIC, Sociological Abstracts, and Social Sciences Abstracts. A total of
1,069 articles and dissertations that used the MCSDS were investigated. The
vast majority of these articles did not provide reliability estimates specific to
the samples to whom the MCSDS was given. Of the 1,069 articles, only
3.93% cited other authors’ reported reliability estimates to substantiate the
reliability of their participants’ scores on the MCSDS. Most of these cited
Crowne and Marlowe’s (1960) original internal consistency and test-retest
reliability estimates based on the responses of a small sample of college stu-
dents. (The authors’ internal consistency estimate, r = .88, was calculated
using responses of 39 undergraduates, whereas the test-retest value, r = .89,
was computed using scores of 31 students.) In all, only 93 studies (8.70%)
reported sample-specific reliability estimates. These 93 studies contributed
149Cronbach’s alpha estimates, 3 Spearman-Brown corrected split-half reli-
ability estimates, 9 KR-20 estimates, and 21 test-retest estimates, for a total
of 182 coefficients.

The vastmajority of the estimateswere based on theEnglish (n=164) ver-
sion, with 1 French, 1 Bengali, 1 Hindi, 9German, 1Norwegian, and 4Dutch
forms. The size of the sampleswhose scoreswere analyzed ranged from16 to
11,315. Only 147 of the samples provided a gender frequency breakdown.
Every study provided the number of items contained in the MCSDS version
used for the coefficient. The number of items per form ranged from 5 to 33,
providing a total of 23 different versions (including the original 33-item
MCSDS).

Descriptors of the ethnicity of a sample’s participants were only provided
in 46 samples, so this variable was not included in further analyses. The aver-
age age of samples’participants was only provided in 83 samples. It was pos-
sible to categorize samples’ participants into one of three age range catego-
ries, namely adolescents, adults younger than 50, and adults older than 50, for
all 182 samples. Only one sample provided score reliability information for a
sample older than 50; therefore, a dummy-coded age variable contrasting
adolescents with adults was created. On this age variable, adolescents were
coded with a zero and adults with a value of 1.

Themajority of the samples (n = 97) consisted of college students. Only 6
of the samples contained clinical adults, whereas 57 of the samples’ partici-
pants were nonclinical adults. Ten reliability estimates were based on scores
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of adolescents (younger than 18 years of age) and only 2 inmate samples con-
tributed reliability estimates. Ten samples consisted of vague mixtures, 9 of
which referred to a mix of “students and adults” and 1 that combined as one
group the scores of normal adults along with men who physically abused
their partners andmenwhohad committed incest. These last 10 sampleswere
deleted from further analysis. Unfortunately, the low number of psychiatric
samples prohibited the use of a variable contrasting patients with
nonpatients. For the test-retest estimates, the length of time in between test-
ing occasions was coded on a scale ranging from 0 (up to 1 week), 1 (1 to 2
weeks), 2 (2 weeks to 1 month), to 3 (longer than 1 month).

Analysis

Use of Fisher’s r-to-z transformation. Reliability generalization (RG)
studies have traditionally involved using fixed-effects models. One of the
assumptions underlying these models includes the normality of the distribu-
tion of the criterion variable, here the reliability estimate. The sampling dis-
tribution of correlation estimates (for estimates not based on large samples)
has been found to be skewed (e.g., Field, 2001). This problem is further
aggravated when the true correlation is large (Hedges&Olkin, 1985), as will
typically be the case for score reliability. Due to this potential for
nonnormality, we used Fisher’s r-to-z transformation equation:
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The zr can then be used as the criterion variable because its distribution tends
to be more normal than that of r. In addition to normalizing the associated
sampling distribution, this transformation also stabilizes the variance. The
asymptotic known variance for zr is 1/(n – 3), where n is the sample size asso-
ciatedwith the original correlation estimate. Once the analyses are complete,
the coefficients can be transformed back into the original correlation coeffi-
cient metric using the retransformation formula:
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As noted by Thompson and Vacha-Haase (2000), score reliability coeffi-
cients provide estimates of “variance-accounted-for universe values” (p. 186),
implying that internal consistency reliability estimates are really in a
squared correlation form. The above-mentioned transformation applies to
the distribution of unsquared correlation estimates. In this study,we followed
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Thompson and Vacha-Haase’s recommendations to use the square root of
each reliability estimate as the correlation estimate, r, that was initially trans-
formed in Equation 1. Once the analyses were run and the coefficients were
obtained, theywere converted into the correlation formusingEquation 2, and
then the values were squared to revert to the corresponding reliability esti-
mate metric.

Use of mixed-effects modeling. The conventional fixed-effects model was
not used with this study’s data set due to violation of the assumption of
homoscedasticity. Although statistical tests under the fixed-effects models
have shown to be robust to violations of this assumption, meta-analyses tend
to involve a far more substantial degree of heterogeneous variances than
those typically investigated. In this study, the ratio of the smallest to the larg-
est sample sizeswas 1 to 707, providing a degree of heterogeneity far exceed-
ing the typically acceptable ratio for which robustness has been defined.

The nestedness of samples within studies also supported the use of a
mixed- over fixed-effects model for analysis of thisMCSDS data set. As evi-
denced by the number of internal consistency reliability estimates almost
doubling the number of studies, several studies (27.78%) contained several
reliability estimates based on the scores of multiple samples (see Table 1). It
was anticipated that there would be some inherent dependency between
scores of samples gathered by the same researchers in a single study. This
dependency should bemodeled in such away that the variability in reliability
estimates can be partitioned into the component thatmight result within stud-
ies from that part resulting from variability between studies (see Beretvas &
Pastor, in press).

The partitioning of variability at these additional clustering levels not only
addresses more appropriately the violations of the assumptions of homoge-
neous variances and independence but also provides a better conceptual fit to
the intent of RG studies. It is expected that score reliability estimates will
vary within and between studies. The focus of interest in RG studies entails
the explanation of this variability using sample and study characteristics.
Mixed-effectsmodeling is designed specifically for this type of exploration.

The next section provides a general outline of the steps that were taken for
the mixed-effects analysis of transformed reliability estimates (for a fuller
description supporting the use of mixed-effects models for RG studies, see
Beretvas and Pastor, in press). It should be noted that internal consistency
reliability estimates (including Cronbach’s alphas, KR-20 coefficients, and
Spearman-Brown corrected split-half reliability coefficients) were analyzed
separately from the set of test-retest coefficients. This was done because
score consistency over time and the internal consistency of scores from items
on a scale are different facets of reliability (Henson, 2001; Henson&Hwang,
2002).
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Mixed-Effects Models for RG Studies

In hierarchical linear modeling terms (Raudenbush & Bryk, 1985), Level
1 modeled the variability of a sample’s transformed reliability estimate, zrij ,
around its predicted true reliability, ς pij

:

z er p ijij ij
= +ς , (3)

where ij provided the index for sample i fallingwithin study j. The variability
of the error terms, eij, is treated as “known” in meta-analytic studies.

The variability between reliability estimates within studies was modeled
at Level 2 describing the variability of a sample’s predicted reliability, ς pij

,
around its study’s predicted reliability, β0j, using Equation 4:

ς βp j ijij
r= +0 0 , (4)

whereβ0j represented the expected value of the parameter for study j and r0ij is
the within-study error term. Themore variability between reliabilities within
studies, the larger will be the variance of these error terms. The statistical test
of this variance evaluates the homogeneity of the transformed correlations. If
the statistical test is not significant, this indicates that the variability between
score reliabilities within studies is not systematic and appears to result from
random variability. This test is equivalent to themeta-analyticQ-test statistic
(Hedges &Olkin, 1985). Like theQ-test statistic, this test can lack the statis-
tical power to identify heterogeneity when based on too few samples.

Last, at Level 3, variability between studies in the reliability estimateswas
modeled based on the between-studies equation:

β0j = γ00 + u0j, (5)
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Table 1
Frequencies and Percentages Describing the Number of Score Reliability Estimates per Study

Internal Consistency Test-Retest
Estimates Estimates

Number of Estimates per Study Frequency % of Studies Frequency % of Studies

1 52 72.22 11 84.62
2 10 13.89 1 7.69
3 3 4.17 0 0
4 4 5.56 0 0
7 1 1.39 0 0
8 1 1.39 1 7.69

11 1 1.39 0 0
Total 72 100 13 100



with γ00 representing the mean value for the population transformed reliabil-
ity coefficient across studies, and u0j represents the sampling variability
between studies.A similar test of the homogeneity of correlations can be con-
ducted at this between-studies level. Again, the more variability there is in
reliability estimates between studies, the larger will be the variance compo-
nent representing the variability of the u0js.

If it is inferred from the results of the unconditionalmodel, as described in
Equations 3, 4, and 5, that there is a substantial amount of variability within
studies, then descriptors of the samples can be used to help explain that vari-
ability. If a Level 2,within-studies descriptor,X1, is added to theLevel 2 equa-
tion (Equation 4), then it becomes

ζρij = β0j + β1jX1ij + r0ij, (6)

where the intercept, β0j, now represents the predicted value of the trans-
formed reliability coefficient for study j given the study is assigned a zero on
predictor X1. The value of the coefficient for the X1 variable can be tested to
assess the strength of the relationship between the predictor and the score
reliability. The variability in reliability estimates within studies can be tested
to determine whether a substantial degree of variability remains even with
predictor X1 in the equation.

If it is found that there is a substantial amount of heterogeneity of correla-
tions between studies, then predictors at Level 3 can also be added to the
model to explain this variability. If a Level 3 predictor, Z1, is added to the
model to explain variability in the expected score reliability for a study, then
Equation 5 becomes

β0j = γ00 + γ1jZ1j + u0j, and (7)

β1j = γ10. (8)

The intercept, γ00, now designates the predicted score reliability for a study
associated with samples with values of zero on predictors X1 and Z1. Thus, it
is very important that theLevel 2 predictor is centered appropriately to ensure
that a value of zero is meaningful. For example, if X1 represents a dummy-
coded gender variable with zero assigned for men and 1 for women, then at
Level 3 the intercept would represent the predicted score reliability for men.
Variability inmen’s estimates could be explainedwith the addition of Level 3
predictors, but the model would not provide information about the explana-
tion of variability in women’s estimates.

In Equation 8, it can be seen that there is no error term associated with the
coefficient for the relationship between theLevel 2 predictor and the criterion
variable. This indicates that if such a relationship is detected, it will be
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assumed fixed across studies. The coefficient γ10 provides the predicted reli-
ability coefficient for a study given a value of 1 on the Level 2 predictor X1.
Last, as with the Level 2 model, it is possible to determine whether the study
level predictor, Z1, sufficiently explains the variability between studies or
whether a large amount of variability remains unexplained.

Choice of Level 2 and Level 3 Predictors

The choice of predictors that can be used in any meta-analytic study,
including RG studies, is restricted by the participant and form descriptors
offered in each study. Fortunately, some important descriptors were provided
in those studies and samples that also contained score reliability estimates. It
was expected that the reliability coefficients would be positively related to
the number of items on the form used. Because it was found that differing
forms were used to assess SDB for samples within a study, a variable repre-
senting the number of items was used as a Level 2 variable in an attempt to
explain the variability found in reliability coefficients within studies. In addi-
tion, the average number of items on theMCSDS forms varied across studies,
so thiswas used as aLevel 3 variable to explain variability between studies.

Although there was little variability in the age range of the participants,
with 10 samples’ estimates based on adolescents and the remaining samples
using adults, the size of 1 of the adolescent samples (n = 11,315) was large
enough that age range was included as a Level 3 predictor. Last, it was
hypothesized that theremight be gender differences in reliability estimates so
the proportion ofmen in a sample was used as a Level 2 variable, and the pro-
portion of male participants across samples constituting each study provided
another Level 3 predictor.

Fixed-Effects Model Analysis

As described in Table 1, only 27.78% of the studies contributedmore than
one sample estimate to the analysis, so it was hypothesized that there might
not be a substantial amount of variability within studies. In addition, because
the use of mixed-effects modeling for RG analyses is still relatively new, it
was of interest to conduct a comparison of the results froma traditionalmulti-
ple regression analysiswith the results from themixed-effectsmodel. For this
reason, the same predictors as used in themixed-effects model were used in a
fixed-effects model with known variances. As is commonly done in meta-
analyses (Field, 2001), the formula vi = 1/(ni – 3) was used to estimate the
variance, vi, for study i.

It was expected that the coefficients’ standard errors estimated in the
fixed-effects model would be smaller than those resulting from the mixed-
effects model. This results from the mixed-effects estimates including an
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additional component of variance attributed to the higher clustering level
(here thewithin- and between-studies variability). The negative bias (Kreft&
de Leeuw, 1998) of the fixed-effectsmodel (in the presence of heterogeneous
correlations) can result in improved power for the fixed-effects model at the
expense of an inflated Type I error rate. Despite this improved power, ignor-
ing the nestedness of data has also been found to confound results. It is some-
times possible to detect significant relationships under amixed-effectsmodel
that can be masked when using fixed-effects models (Osborne, 2000). This
can result from confounding, for example, Level 2 effects with Level 1
effects.

Results

Before presenting the results, it should be emphasized that the mixed-
effects model was conducted using only complete data provided by 72 stud-
ies associatedwith a total of 123 samples.As can be seen inTable 1, therewas
a small proportion of studies that consisted of multiple samples. It has been
found that the more groups (here, studies) and the more units (here, samples)
within those groups, themore stablewill be the estimation of the variability at
Levels 2 and 3 (Kreft & de Leeuw, 1998). Thus, in this study, the estimation
of the random effects (in RG studies, typically the intercept and variances)
should be interpreted with caution, although the estimation of the fixed
effects in a mixed-effects model have been found to be relatively robust even
for small numbers of Level 2 and 3 units (Newsom & Nishishiba, 2002).

Internal Consistency Score Reliability

Mixed-effects model: Unconditional model. The dependent variable used
was the transformed square root of the reliability estimate substituted as the
correlation, r, into Equation 1. A significant amount of variability in reliabil-
ity estimates was found both between (z = 3.69, p < .0001) andwithin studies
(z = 3.78, p < .0001). As would be expected, the variance component within
studies, with a value of .01377,was less than (approximately half of) the vari-
ance component of .02633 found between studies. In the unconditional
model, the intercept (γ00 = 1.2643, SE = .0248) represented the overall mean
transformed reliability. Using Equation 2 to transform this value back to the
original square root of the reliability metric and then squaring the correlation
to obtain the reliability estimate, the predicted internal consistency reliability
coefficient, across forms and participants, was .726.

Mixed-effects model: Final model including Level 2 and Level 3 predic-
tors. The Level 2 and Level 3 predictors were entered simultaneously into the
mixed-effects model. At Level 3, in addition to the age variable, two
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predictors summarizing two variables across samples within a study were
used. One variable was the average number of items on the forms used in a
study. The second variable was the overall proportion of men in the samples
contained within a study. It should be noted that the two Level 2 predictors
(number of items on the form and proportion of men in the sample) were
group-mean centered. Because the model of interest (see Equations 3 and 6
through 8) constrains theLevel 2 predictors’coefficients to be fixed at Level 3
with a random intercept term, and group means are used as predictors at
Level 3, the group-mean centeringmodelwill be equivalent to using the orig-
inal raw values of the predictors (Kreft & de Leeuw, 1998). However, the
group-mean centering facilitates interpretation of the intercept term at Level
3. The results of the final model are contained in Table 2, including the
unstandardized coefficient and the variance component estimates.

With the addition of the within-studies explanatory variable, the Level 2
variance component was reduced from .01377 to .005308, a reduction of
61.45%of the variabilitywithin studies.With the threeLevel 3 predictors, the
variance component between studieswas reduced by 24.53%, from .02633 to
.01987. There still remained a statistically significant amount of unexplained
variability both within (z = 2.75, p < .05) and between studies (z = 4.03, p <
.0001). At Level 1, the estimates of known variance associatedwith each reli-
ability estimate ranged from .05263 down to .00038 with a mean of .0109.

The value of the coefficient for the Level 2 percentage of men in a sample
predictor was small and not statistically significant, t(49) = –1.26, p > .05.
The other Level 2 predictor, number of items on a test form, seemed to
explain the bulk of the variability thatwas explainedwithin studies. The posi-
tive value indicates that, as expected, the longer the test form, the larger the
reliability coefficient. Although the value of this coefficient looks small, it
should be remembered that it represents the change in the untransformed reli-
ability coefficient for scores on test forms that differ by only one item. The
Level 3 age predictor indicated that the reliability for scores on the MCSDS
for adults is higher than for adolescents. The negative sign of the coefficient
for the Level 3 proportion of male participants per study variable indicates
that scores ofwomen showhigher internal consistency than do those ofmen.

Because the Level 2 number of items variable is group-mean centered, the
intercept represents the predicted reliability for a formwith the average num-
ber of items of the forms usedwithin a study, controlling for the three Level 3
predictors. More specifically, the intercept represents the predicted score
reliability for female adolescents responding to a formwith the average num-
ber of items for a study. To interpret the values of the resulting coefficients,
the coefficient for the interceptwas added to 33 times the value for theLevel 3
average number of items variable’s coefficient. This was then used to provide
predicted values for varying participants on the original 33-item MCSDS
when that was the form used for all samples within a study.
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The score reliability for women on the 33-item form was predicted to be
.797,whereas formen it was .704. For the scores of female adolescents on the
33-item form, the internal consistency reliability was predicted to be .661,
whereas it was expected to be .526 for male adolescents. The predicted score
reliabilities for studies with an average number of items per form lower than
33 would be predicted to be even lower.

Fixed-effects model: Unconditional model. A fixed-effects model with
known variances without predictors was evaluated to provide a comparison
with the mixed-effects unconditional model results. The intercept estimate
was 1.1713, t(122) = 198.22, p < .0001. The transformed value for this inter-
cept indicated that the average score reliability was predicted to be .680. As
expected, the standard error under the fixed-effects model was smaller (SE =
.0059) than under the corresponding mixed-effects model (SE = .0248).

Fixed-effects model: Final model. A fixed-effects model with known vari-
ances, including the same set of five predictors used in themixed-effects final
model, was also evaluated. Table 3 contains the results for this analysis. The
value of the intercept indicated that the predicted reliability for scores of
female adolescents would be .677. Across the six coefficients, the fixed-
effects standard error estimates were smaller than under the mixed-effects
model. As expected, the coefficients that were statistically significant under
the mixed-effects model were also significant under the fixed-effects model.
In addition, the Level 2 percentage male variable was statistically significant
under the fixed-effects model, t(117) = –2.09, p < .05, although not in the

BERETVAS ET AL. 581

Table 2
Mixed-Effects Final Model for the Meta-Analysis of Internal Consistency Reliability
Coefficients

Fixed Effect Coefficient SE df t p Value

Intercept, γ00 .9364 .1014 68 9.24 < .0001
Age range, γ01 .2994 .0852 68 3.52 .0008
Proportion of men, γ02 –.2185 .0800 68 –2.74 .0078
Mean number of items, γ03 .0061 .0022 68 2.70 .0087
Number of items, β01 .0126 .0019 49 6.44 < .0001
Percentage male, β02 –.0006 .0005 49 –1.26 .2123

Variance
Random Effect Component SE z p Value

Between studies .01987 .0049 4.03 < .0001
Within studies .00531 .0019 2.75 .0003

Note. Predictors associatedwith γs areLevel 3 predictors, and predictors associatedwithβs are used at Level 2.



mixed-effects analysis. However, it should be emphasized that the value of
the coefficient seemed small even when taking into consideration the metric
underlying this variable. For example, for a study with two samples, if one
sample consisted of 20% more men than the other sample from the same
study, the predicted reliability for the first would be .669 and .685 for the
second.

The only other reversal occurred for the Level 3 average items per form
variable, which was not found to be statistically significant in the fixed-
effects model, t(117) = –.71, p > .05. This happened despite the smaller stan-
dard error estimated under the fixed- versus the mixed-effects model.

Test-Retest Score Reliability

There were only 13 studies reporting the 21 test-retest reliability coeffi-
cients gathered in this study. Only two studies consisted of more than one
sample that had contributed test-retest score reliability estimates (see Table
1).With this very small number of Level 2 andLevel 3 units, the estimation of
random effects would be a serious concern. The stability of the results for a
mixed-effects model for this nested data would be questionable. In addition,
it was determined that the addition of test-retest time as a Level 3 predictor
would result in the deletion of 4 of the 13 studies and their 4 associated sam-
ples, further reducing the data set to 9 studies and 17 test-retest coefficients.
The values of the test-retest coefficients ranged from a very low .38 (associ-
ated with a test-retest time interval of 2 to 4 weeks) to .86 (test-retest interval
of more than 1 month).

Discussion

This study provided a meta-analysis of the transformed reliability coeffi-
cients based on responses to varying forms of theMCSDS by differing popu-
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Table 3
Fixed-Effects Final Model for the Meta-Analysis of Internal Consistency Reliability
Coefficients

Fixed Effect Coefficient SE df t p Value

Intercept, γ00 1.1822 .0424 117 27.90 < .0001
Age range, γ01 .3076 .0383 117 8.04 < .0001
Proportion of men, γ02 –.5522 .0252 117 –21.88 < .0001
Mean number of items, γ03 –.0005 .0007 117 –0.71 .4796
Number of items, β01 .0124 .0011 117 11.39 < .0001
Percentage male, β02 –.0008 .0004 117 –2.09 .0385



lations. It should be emphasized that, as has been found with the majority of
the RG studies conducted, there is a pathetic lack in the reporting of sample-
specific reliability estimates. For theMCSDS, only 8.7% of the studies using
the scale actually reported a sample-specific reliability estimate. It is particu-
larly important when untried versions of a scale are used, as is commonly
done with theMCSDS, that psychometric evidence supporting both the con-
struct validity and the reliability of scores on differing subsets of items be
provided.

This RG study employed mixed-effects modeling to compensate for vio-
lations of the independence and homogeneous error variances assumptions
made in more typically used fixed-effects models. Variability within and
between studies was detected and only partly explained by available sample
and study characteristic variables. A fixed-effects model was analyzed using
known variances to provide an optimal approximation to the mixed-effects
model. The results of the twomodelswere compared. The standard error esti-
mates in the fixed-effects model were consistently lower, resulting in the
detection of one additional significant effect over those found in the mixed-
effects model. However, this pattern was reversed for the average item number
per study predictor found significant in themixed- and not in the fixed-effects
model. This probably resulted from using two similar variables representing
the number of items on a form concurrently in the fixed-effects model.
Although the group-mean centering of the Level 2 number of items variable
and the average number of items per study variable at Level 3 makes sense in
a mixed-effects model, the use of both variables in a fixed-effects model
could be redundant. But this was done to provide as fair a comparison as pos-
sible across the two kinds of models.

From the analysis of the internal consistency estimates that were reported,
an important caveat concerning the use of the MCSDS can be gleaned. It
appears that the reliability of adolescents’scores on the scale is unacceptable.
Perhaps some of the content of the items is not relevant to participants under
18 (such as, “Before voting I thoroughly investigate the qualifications of all
the candidates” and “I never make a long trip without checking the safety of
my car”). And if the irrelevant items are not used as part of the form given to
adolescents, then responses to the changed form must be reevaluated
psychometrically.

For the scores on the longest form (the original 33-item version), the pre-
dicted internal consistency reliability for male adolescents was .53. For a
shorter form, the score reliability would be predicted to be even lower. Fur-
thermore, these low predicted values are based on optimal reliability esti-
mates—those actually presented in the papers and dissertations gathered for
this study. It can be assumed that Rosenthal’s (1979) “file drawer” problem is
particularly pertinent to the reporting of reliability estimates because
researchers are not obligated to report these coefficients every time groups’
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scores on a scale are analyzed. Researchers not conducting psychometric
analyses do not tend to reevaluate the reliability of their samples’ scores. If
sample-specific scores are not adequately reliable, then alternate measures
should be used to compare or describe groups. But sometimes the realization
of poor score reliability comes too late, and the researcher has the option to
ignore the scores’ low reliability andmask this fact by not reporting the coef-
ficients’ low values.

Another warning indicated by the results of this RG study concerns the
difference in the reliability of scores for men versus women on the MCSDS.
Women’s scores tend to show stronger internal consistency reliability. Fur-
ther analyses are therefore recommended to evaluate the dimensionality of
the two genders’ responses to the MCSDS.

As noted, score reliability was related to the number of items on the
MCSDSused to assess the sample.Although not always true, the longer a test
form, the more reliable its scores tend to be. This finding was therefore not
surprising, although the practice of ignoring such obvious variables can
result in model misspecification. In addition, although the magnitude of the
difference in predicted score reliabilities is not substantial for MCSDS ver-
sions with differing numbers of items (e.g., the expected reliability of .80 for
responses of women to the 33-item test vs. the expected reliability of .75 for
women on a 13-item form), researchers must still evaluate the construct
validity of scores from differing forms.

Messick (1989) described construct-underrepresentation as a potential
threat to the validity of scores. The use of a subset of items taken from a sur-
vey threatens construct validity because the subset may not be measuring the
same full construct as the original form. Similarly, the finding of no substan-
tial decrease in score reliability for a shorter form does not provide evidence
supporting the equivalence of the construct being assessed by the shorter
form to that measured by the original longer form. Researchers must con-
tinue to investigate the psychometric properties, both reliability and validity,
of scores on long-established scales, especially on changed versions of such
scales used with differing populations.

One final caution should be made concerning the use of mixed-effects
modeling for RG analyses. The underreporting of reliability coefficients and
the inconsistency of how samples are described greatly reduces the number
of studies and samples that can be analyzed in RG studies. The resulting
small sample sizes at the within- and between-studies levels can negatively
affect the estimation of the random effects in mixed-effects modeling. How-
ever, the use of mixed-effects modeling does provide a better fit with the
underlying assumption that score reliability varies and the primary intent of
RG studies is to investigate potential sources of this variability.
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