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Preface

A number of abiotic factors such as drought, salinity, extreme temperatures (very low
and very high), low or high light intensity, deficiency or toxic levels of nutrients have huge
impacts on crop productivity. In the last few decades, we are witnessing tremendous efforts
to understand the molecular, biochemical, and physiological basis of stress tolerance, but
it is also critical that the available techniques be applied in an effective manner by the
research community. This volume is not intended to cover every minor technique available
for understanding plant stress tolerance, but it does cover the most important widely used
techniques including the most recent ones. Plant Stress Tolerance: Methods and Protocols
includes a wide range of protocols catering to the needs of plant physiologists, biochemists,
and molecular biologists interested in probing plant stress tolerance.

This volume begins with chapters on dehydration tolerance (Mel Oliver, John
Cushman and colleagues), salinity tolerance (Rana Munns), cold tolerance (Chinnusamy
and Sunkar), and oxidative stress (Karl-Josef Dietz), which introduces the concepts, mech-
anisms, and current knowledge in these areas. Following these chapters are two overview
chapters covering the microarray analysis of stress-associated transcriptomes (Sreenivasulu
and colleagues) and the importance of glyoxalase (Sopory and colleagues) during plant
response to abiotic stress.

At the molecular level, identification of stress-responsive genes is an initial step
toward understanding plant stress tolerance. Protocols describing the identification of
stress-regulated genes using diverse approaches such as genetic screens (Szabados and
colleagues), tiling arrays (Seki and colleagues), subtractive suppression hybridization
(Mahalingam and colleagues), and yeast one-hybrid and two-hybrid assays (Karl-Josef
Dietz) are provided. Next is a chapter devoted to the functional characterization of
stress-responsive genes by VIGS (Senthil-Kumar and colleagues). Identification of stress-
regulated proteins at a global level is a complementary approach, and two chapters (pro-
teome analysis using DIGE by Jenny Renaut and redox proteomics by Karl-Josef Dietz
and colleagues) describe the relevant protocols. Small regulatory RNAs have emerged as
new players in plant stress regulatory networks. Two chapters deal with the identifica-
tion of stress-regulated microRNAs from plants exposed to stress by cloning (Sunkar and
collaborators) and/or using microRNA arrays (Guiliang Tang and colleagues).

Oxidative stress is a commonly observed secondary stress as a consequence of diverse
primary stresses (drought, salinity, low temperature, heavy metals, air pollution, biotic
stress, etc.). The changes in reactive oxygen species (ROS), damage to the lipids, and
membrane dysfunctions are well-characterized biochemical changes in response to stress.
Niranjani Jambunathan provides commonly used protocols to determine the levels of
ROS, lipid peroxidation, and ion leakage. Superoxide dismutases, catalase, peroxidase,
etc., are protective enzymes during oxidative stress, and determination of their activity is
an important assay to evaluate tolerance potential of the plant species. Sathya Elavarthi and
Bjorn Martin contributed a detailed protocol on assaying those enzymes. Hans-Hubert
Kirch provided a protocol to assay aldehyde dehydrogenases, which are an important part
of oxidative stress regulatory networks.
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vi Preface

Accumulation of compatible solutes (proline, sugars, glycine betaine, and some of the
inorganic ions such as K+) is often observed in plants subjected to drought and salt stress,
and the phenomenon is referred to as osmotic adjustment. Chapters devoted to measur-
ing the osmotic adjustment (Paul Verslues), proline levels (László Szabados), enzymes
involved in proline metabolism (Arnould Savouré), and sugar (Niels Maness) are pro-
vided. Finally, a chapter on measuring Na+, K+, and Cl− content critical for assessing salt
tolerance is provided (Rana Munns).

I thank Prof. John Walker, chief editor, for providing me this opportunity and all con-
tributors for making it possible to bring together this useful collection of methods for all of
us who are working in this discipline. I also thank Dr. Gary Thompson, Head, department
of Biochemistry and Microbiology, Oklahoma State University, for his encouragement to
take up this task and Dr. B. Ravi Prasad Rao for his assistance in formatting these chapters.

Ramanjulu Sunkar
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Reviews and Overview Chapters



Chapter 1

Dehydration Tolerance in Plants

Melvin J. Oliver, John C. Cushman, and Karen L. Koster

Abstract

Dehydration tolerance in plants is an important but understudied component of the complex phenotype
of drought tolerance. Most plants have little capacity to tolerate dehydration; most die at leaf water
potentials between −5 and −10 MPa. Some of the non-vascular plants and a small percentage (0.2%)
of vascular plants, however, can survive dehydration to −100 MPa and beyond, and it is from studying
such plants that we are starting to understand the components of dehydration tolerance in plants. In
this chapter we define what dehydration tolerance is and how it can be assessed, important prerequisites
to understanding the response of a plant to water loss. The metabolic and mechanical consequences
of cellular dehydration in plants prelude a discussion on the role that gene expression responses play
in tolerance mechanisms. We finally discuss the key biochemical aspects of tolerance focusing on the
roles of carbohydrates, late embryogenesis abundant and heat shock proteins, reactive oxygen scavenging
(ROS) pathways, and novel transcription factors. It is clear that we are making significant advances in
our understanding of dehydration tolerance and the added stimulus of new model systems will speed our
abilities to impact the search for new strategies to improve drought tolerance in major crops.

Key words: Dehydration, desiccation, drought, gene expression, LEA proteins, carbohydrates,
ROS.

1. Introduction

All plants have to cope with the constant tendency of their tissues
to equilibrate to the water potential (�w) of their surrounding
environment, whether it is the substrate upon or within which
they grow, the soil within which they are rooted, or the air that
surrounds them. The gradient in water potential between the tis-
sues of the plant and the surrounding environment determines

R. Sunkar (ed.), Plant Stress Tolerance, Methods in Molecular Biology 639,
DOI 10.1007/978-1-60761-702-0_1, © Springer Science+Business Media, LLC 2010
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4 Oliver, Cushman, and Koster

the direction of water flow and the steepness of the gradient that
determines, in part, the speed of that flow.

Poikilohydric plants whose water content is governed directly
by the water status of the surrounding environment, such as
bryophytes, have few morphological safeguards for preventing
water loss when free liquid water is not present. Once water is lost
from the surface of the leaves they rapidly equilibrate (because
the gradient is steep) to the water potential of the air, which is
normally dry. If the plant can survive this event then it is consid-
ered dehydration tolerant. Many poikilohydric plants can survive
moderate dehydration, to equilibrium with air between −20 and
−40 MPa, representing a loss of water to approximately 10% of
full turgor (relative water content (RWC)) (1). There are, how-
ever, a considerable number of poikilohydric plants that can sur-
vive dehydration to much lower water potentials and are deemed
to be desiccation tolerant. All desiccation-tolerant poikilohydric
plants can survive equilibration with air that has a relative humid-
ity of 50%, which translates to a �w of approximately −100 MPa.
Many of these plants can survive much lower tissue water poten-
tials, even to a �w of −600 MPa in the case of the desiccation-
tolerant moss Tortula ruralis (2).

The vast majority of plants species are not poikilohydric, how-
ever, and have evolved life forms, from the simple (e.g., the
Selaginellas) to the complex (angiosperms), that can maintain a
chronic disequilibrium between hydrated tissues and dry air (3).
The evolution of this ability undoubtedly led to the radiation of
plants into the vast number of ecological niches that the terrestrial
habitat offers (4). With the ability to maintain hydration in a dry-
ing atmosphere, tracheophytes lost the ability to tolerate desicca-
tion of their vegetative tissues (4). Most present-day angiosperms
cannot survive the dehydration of their vegetative tissues to 20–
30% of full turgor (RWC), which translates to between −5 and
−10 MPa (1). The lowest reported water potential reached for
an angiosperm that is not desiccation tolerant is −12.1 MPa for
Larrea divaricata, a desert shrub (5). Most crop species are rela-
tively sensitive to dehydration and rarely survive leaf water poten-
tials of −4 MPa. There are plant species that are desiccation tol-
erant, i.e., can equilibrate to water potentials at or greater than
−100 MPa, but they are relatively few in number: ∼300 species
or 0.1% of all angiosperms (6). These “resurrection plants” rep-
resent a minimum of eight re-evolutions of vegetative desiccation
tolerance in the land plants (4).

When drought occurs, plants experience a number of stresses
in combination, but the underlying condition that drives them all
is a decrease in soil water availability. The decline in available soil
water results in a steepening of the gradient between the �w of
the soil and the �w plant and thus limits the ability of the plant to
take up water; if the�w of the soil becomes low enough, the plant



Dehydration Tolerance in Plants 5

will lose water from the roots. The initial response of the plant is
to prevent the water content of its tissues from declining by main-
taining the balance between the rate of water loss and the rate of
water uptake, a stress avoidance strategy (7). Stomatal closure is
the immediate and short-term mechanism that plants employ to
prevent water loss in an attempt to balance water flow from the
plant with uptake from the soil. If the water deficit persists then an
increase in the root-to-shoot ratio (increase in root growth) and
other morphological changes can be employed (7). When stom-
ata are closed and the transpiration stream declines, the �w of the
plant will equilibrate to the�w of the soil. To achieve this without
an accompanying water loss the plant increases the accumulation
of solutes in a process termed osmotic adjustment (8). This works
because the �w of a plant cell consists of two components: the
osmotic potential of the cell (�s) and the turgor pressure (pres-
sure potential) of the cell (�p) where �w = �s + �p. As solutes
accumulate �s decreases allowing for a change in �w without a
change in the turgor pressure (�p) and thus water loss does not
occur. This is a dehydration avoidance mechanism (7). As the �w
of the soil continues to decrease and stress intensifies the plants
can no longer avoid dehydration and thus dehydration tolerance
mechanisms become critical for survival.

From an agronomic view, drought stress in crops occurs when
leaf water potentials decrease to a level where physiological dam-
age occurs and yield is reduced. This can be visualized as a series
of repetitive declines in leaf water potential that increase until
physiological damage and ultimately death occurs (Fig. 1.1). The

Fig. 1.1. Water stress cycle for a typical crop plant: leaf water potential vs time in field undergoing an irrigation event
and a severe drought.
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major physiological damage and yield reductions (delimitated by
lines A and B in Fig. 1.1) occur when cells start to experience
dehydration as whole plant water retention strategies, such as
stomatal closure and osmotic adjustment, fail to prevent water
loss from individual cells either in the root or in leaves. Improv-
ing dehydration tolerance lowers both the leaf water potential
where physiological damage occurs and when cells die. Tolerance
of dehydration, not avoidance of stress, may be especially advan-
tageous for crop improvement, as it does not compromise alloca-
tion to photosynthetic tissues or suppress gas exchange (9).

2. Defining
Dehydration and
Desiccation

In assessing the response of a plant to a dehydration stress it is
imperative that the extent and rate of water loss are measured
and defined. For most angiosperms where dehydration tolerance
is limited, the water status of a plant can be described in a num-
ber of ways. Water potential, generally of leaf tissue, is a stan-
dard measure of the level of dehydration stress a plant is expe-
riencing, although one has to be aware of the role that osmotic
adjustment may play in its value. Water potential is defined as the
chemical potential of water in a system, compared to a standard of
pure water at the same temperature and at atmospheric pressure
(see (10) for details of the derivation). In brief, water potential
describes the Gibbs free energy status of water molecules within
the system; thus, this value governs the thermodynamic behavior
of water. If the tissues are poikilohydric in nature and are dried
by equilibration of the tissue to air of a known relative humid-
ity, water potentials can be calculated from the equation: �w =
RT/Vwln(%RH/100), where R is the gas constant, T is absolute
temperature in K, and Vw is the molar volume of water (see (10)
for a detailed explanation).

Relative water content (RWC) relates the amount of water
remaining after dehydration to that found in fully turgid tissues,
and so conveys information about the fractional water content
of the tissue. RWC is calculated from the following equation:
RWC = (Fwt–Dwt)/(FTwt–Dwt) × 100 where FTwt is the fresh
weight at full turgor. This measure is frequently used in studies of
vegetative desiccation tolerance (11), but is not commonly used
in studies of seeds due, in part, to the confounding possibility that
the seeds used to determine 100% RWC will germinate (12).

Water content measured on a weight basis commonly
describes the amount of water as a fraction or percentage of either
the total sample weight, e.g., g H2O per g fw (fresh weight),
or the sample dry matter, e.g., g H2O per g dw (dry weight)
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or per g dm (dry matter). Often, researchers studying mod-
erate dehydration responses discuss water contents on a fresh
weight basis. In contrast, researchers studying desiccation more
frequently describe water contents on a dry matter basis, because
the scale is expanded and enables a quick understanding of the
number of water molecules associated with cellular structures
(12, 13). This may, however, be misleading if the tissue composi-
tion is not considered (13). Tissues with high lipid contents may
achieve lower water contents on a dry matter basis than tissues
containing fewer lipids, simply due to the poor affinity of lipids
for water. In such cases, water potential may be a more useful
indicator of water status.

In addition to considering the extent of dehydration, it
is important to consider whether the water is in equilibrium
throughout the system or whether the water may be found in
heterogeneous domains, as might occur if samples are taken and
measured during the drying process. In the equilibrium system,
one assumes that the water potential is the same throughout the
cells and tissues. However, if samples are taken during the dry-
ing process, water molecules are in flux within the tissue, and
the water potential and water content may differ at a micro-
scopic or macroscopic scale. Measurements of water content made
on a mass basis reflect the average number of water molecules
throughout the tissue and fail to account for the existence of local-
ized pools of water that may occur in non-equilibrated samples
(11, 12). Even samples that may appear to be in equilibration with
the surrounding air have been shown to contain microdomains of
water molecules with greater mobility than those in the bulk of
the tissue (e.g., 14, 15). Thus, the apparent tolerance or sensi-
tivity to dehydration measured may not reflect all portions of the
sample, but may instead reflect the tolerance of a sufficient num-
ber of cells to sustain metabolism or permit growth. This consid-
eration is particularly important when viability is measured using
assays such as regrowth.

3. Dehydration Is
a Kinetic Process

The rate of water loss is a critical consideration when perform-
ing a dehydration tolerance experiment. Unfortunately, control
or measurement of the rate of water loss is often neglected in
experimental design; yet without knowledge of this factor, results
may be difficult to interpret and the experiment impossible for
other researchers to replicate. The rate of dehydration profoundly
influences physiology and may, therefore, determine survival. In
some cases, slow drying can improve survival because it permits
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organisms to acclimate and adjust their metabolism accordingly
(reviewed by 12) or, in the case of maturing orthodox seed
embryos, to complete developmental programs that enable desic-
cation tolerance (reviewed by 16). Sufficiently slow water loss may
enable cells to accumulate protective compounds (e.g., proteins,
sugars, antioxidants) and to regulate the slowing of metabolism,
thereby diminishing the accumulation of reactive oxygen species
(ROS). In contrast, some cells and organisms that are not intrin-
sically tolerant of desiccation may show improved survival after
rapid drying. This is thought to occur because the rapid drying
rate forces cells through intermediate water contents too quickly
for damaging products of uncoupled metabolism to accumulate
to toxic levels (e.g., 12, 17 18). The importance of drying kinet-
ics has been discussed by a number of authors (e.g., 12, 13, 18,
19, 23) and the interested reader is referred to them for more
detailed discussions.

4. Metabolic and
Mechanical
Consequences of
Dehydration At relatively high water contents, cellular metabolism is altered

by dehydration, and tolerant cells must be able either to regulate
metabolic processes as the cell dehydrates or to repair damage
from unregulated metabolism (20–25). Products of uncontrolled
metabolism, in particular reactive oxygen species (ROS), have
been implicated as causal agents of damage to sensitive tissues
(21, 22, 25–28). Other metabolites produced by uncontrolled
metabolism, such as acetaldehyde produced by fermentation,
might also be damaging to desiccation sensitive cells (22). Dam-
age due to unregulated metabolism is greatly dependent upon
both the rate and the extent of drying. Prolonged time at inter-
mediate water contents where sufficient water is available for some
metabolic reactions, but not enough to maintain proper regu-
lation of those reactions, can exacerbate this type of damage,
as more time is available for damaging products to accumulate
(17, 21, 23, 24). For example, desiccation sensitive (recalcitrant)
embryos are typically killed by slow drying, but many can sur-
vive rapid drying, although the embryos generally do not remain
viable for long periods when dried (12, 17).

Desiccation-tolerant cells, in addition to having the ability
to evade and/or repair damage to metabolic systems, must also
have the ability to survive the physical consequences of dehydra-
tion, including deformations of cell structure caused by tremen-
dous changes in cell volume that occur as water is withdrawn
(29, 30). Cellular membranes are particularly vulnerable to
mechanical stress and can be lethally damaged by large changes
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in cell volume (13, 30–32). Plasma membrane surface area must
be conserved reversibly as the cells shrink so that lysis during
expansion does not occur (33, 34). More extensive dehydration
can bring cell membranes into close approach with one another,
which leads to the development of strong hydration forces near
the surfaces. Hydration forces are strongly repulsive forces that
tend to resist the close approach of the hydrophilic surfaces, such
as membranes and other cellular structures (35). If hydrophilic
surfaces are brought close together, as occurs when cells experi-
ence moderate to severe water loss and if the extracellular water
potential is low enough to overcome the resistance of the hydra-
tion force, water is sucked out from the intermembrane space.
As a result of this a compressive lateral stress develops within the
bilayers (36–39) causing a variety of lesions, including transitions
of lipids to the gel phase, demixing of membrane components,
and fusion of the membrane bilayers. Many of these lesions, such
as the formation of the non-bilayer hexagonal II phase, result in
the loss of membrane semipermeability, leakage of cell contents
into the external environment, and death of the cell (31, 32,
36, 39, 40). The ability of cells to minimize the physical stress
brought about by mechanical deformations during the process
of dehydration is an important component of dehydration and
desiccation tolerance.

5. Gene
Expression and
Dehydration

From studies using model plants that are relatively sensitive to
water deficit, in particular Arabidopsis, we are able to enumer-
ate the genes that are induced by water-deficit stress (41–43).
We have also gained a great deal of insight into how the genetic
response to water deficit is controlled by abscisic acid (ABA)
and non-ABA signaling pathways (44, 45), and more recently
by micro-RNAs (miRNAs) and short interfering RNAs (siRNAs)
(46–49). However, even with the addition of in-depth exami-
nation of gene expression patterns using Arabidopsis microarrays
(43, 50) we have only limited functional knowledge of the genes
that respond to water deficits (51, 52) or their possible adaptive
value in the establishment of dehydration tolerance mechanisms.
This is not to say that such studies have not yielded useful strate-
gies that can impact a biotechnological approach for the improve-
ment of drought tolerance (for reviews see 53–56). Bartels and
Sunkar (52) list 49 genes that have been engineered for use in
altering abiotic stress tolerance in plants, 28 of which improve
the drought tolerance of the target species. It is unclear from
most of these studies as to how the tolerance is achieved and if the
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transgene exerts its effect via a dehydration tolerance or avoidance
mechanism. Expression of a homeodomain-START transcription
factor from Arabidopsis in transgenic tobacco improved drought
tolerance by altering root architecture and reducing the number
of stomata, clearly improving the dehydration avoidance capabili-
ties of the transgenic plant (57).

Castiglioni et al. (58) achieved improved drought tolerance
in maize by overexpressing RNA chaperones under the control of
the rice actin 1 promoter. However, the improved drought tol-
erance in these transgenic maize lines appeared to be the result
of a common protection mechanism that improves transcript sta-
bility in general and under drought conditions, a mechanism that
would classify as dehydration tolerance. In some cases the mech-
anism can be inferred from the proposed function of the trans-
gene, as is the case for transgenics expressing late embryogenesis
abundant (LEA) proteins such as HVAI (see below and 59) sug-
gesting a cellular protection mechanism for tolerance of dehydra-
tion, but in general the exact nature of such mechanisms remains
enigmatic. In the majority of cases the target plants are either
Arabidopsis and/or tobacco and most have only exhibited an
improved drought tolerance in growth chamber or greenhouse
studies. In some cases more rigorous characterizations and dry-
ing regimes are required before improved drought tolerance can
be established. Only a few transgenes have been field-tested for
performance under drought conditions that would clearly enter
into the range associated with cellular dehydration. These include
the RNA chaperones described earlier (58), an HVA1 protein in
wheat (60), and a transcription factor of the NF-Y family (61).
Although the approaches so far have had some success they have
tended to rely upon educated guesses as to which genes to tar-
get or have derived from large-scale screenings and serendipitous
observations as to the phenotype of genes that are of interest for
a reason only somewhat related to drought stress. Much progress
would be made in this area if we had a full understanding of dehy-
dration tolerance mechanisms in plants and the genes or gene
networks involved.

Many of the genes induced by water deficit are unique to
plants and have unknown function. Clues that these genes have
adaptive function come from knowledge that these genes are also
expressed in developmental processes in which desiccation toler-
ance is acquired, such as during the late stages of seed develop-
ment, and in leaves of desiccation-tolerant plants during drying
(51, 52, 62). Yet, the induction of specific genes by water-deficit
stress can be misleading. It is also possible that changes in gene
expression result from cellular injury. Plants subjected to water-
deficit stress suffer a disruption in physiological and metabolic
processes that may be interpreted as an injury response. As injury
is incurred, this may trigger the up-regulation of specific genes
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that indicate injury and thus are not involved in promoting adap-
tation to the stress. In addition, because the majority of plant
species studied to date tolerate only mild water deficits, it is pos-
sible that pathways and genes important in water-deficit tolerance
have yet to be revealed.

Studies on changes in gene expression in response to dehy-
dration have led to the identification of several classes of genes
whose products are suggested to play a role in adaptation to
dehydration stress. In Arabidopsis, for example, 277 genes were
shown to be up-regulated more than fivefold and 79 were
downregulated by dehydration (63). In the general category of
signaling, the largest number of induced genes encodes transcrip-
tion factors. There are also genes induced whose products are
involved in phosphoinositide signaling and MAP kinase signaling
pathways. Categories of gene products that may have an adap-
tive function include enzymes that detoxify products of oxidative
stress, degrade proteins, and alter the structure of the cell wall.
Transport proteins, such as aquaporins, are also induced and may
have a role in distribution of water in the cell and plant (64).
There remain a large number of genes whose products do not
have a known function. These include the lea genes, which are
expressed as seeds acquire desiccation tolerance during develop-
ment and during water-deficit stress in vegetative tissues (65–67).
Rizhsky et al. (43) has provided a realistic look at the effects
of abiotic stress on gene expression in Arabidopsis by attempt-
ing to administer a natural drought treatment by combining a
water deficit with an increase in ambient temperature. This study
revealed 454 transcripts by microarray expression profiling that
were specifically expressed in response to the combination of heat
and water deficit. As seen in response to dehydration in other
plant systems, Arabidopsis accumulates sucrose and other sugars
in response to the combination of heat and water stress. Proline,
which accumulates in Arabidopsis as an osmoprotectant during
water stress, did not accumulate in response to the combination of
water stress and heat. Rizhsky et al. (43) also established that heat
shock factors (HSFs) function as a network of transcription factors
that control the expression of HSPs during different stresses and
identified a group of HSFs that are water deficit specific. More
recently, approximately 70 proteins associated with dehydration
in the moss, Physcomitrella patens were described in which LEA
proteins and reactive oxygen species-scavenging enzymes were
expressed prominently (68).

ABA plays an important role in the physiological and molec-
ular responses to dehydration and it is of interest to us how the
role of ABA in dehydration tolerance has evolved. ABA con-
tent increases in response to water-deficit stress, arising from an
increase in ABA biosynthesis and/or a decrease in ABA break-
down (69, 70). The genes encoding the major enzymes in the



12 Oliver, Cushman, and Koster

ABA biosynthetic pathway have now been cloned in Arabidopsis
and a few other species (71). Once ABA content increases, sig-
naling pathways are initiated that lead to ABA responses, includ-
ing changes in gene expression. Many components have been
identified but a full understanding of these complex networks
has yet to be achieved (44, 45, 72). Alterations in responses
to ABA may occur through changes in signaling pathways or
through manipulations that lead to changes in ABA accumula-
tion. Experiments in which NCED levels are elevated result in
plants with a higher ABA content and a reduced rate of water loss
(73, 74).

Although relatively large gene expression databases that
describe the response to water deficits in dehydration- and
desiccation-sensitive species, such as Arabidopsis (42–44, 50, 67,
75), have been established, very few resources are available for
desiccation-tolerant species. To date, gene expression studies of
desiccation-tolerant plants have been limited to a few species:
T. ruralis (76, 77), Polypodium virginianum (78), Craterostigma
plantagineum (62, 79–81), Sporobolus stapfianus (82, 83), and
Xerophyta humilis (84, 85). The latter study presents evidence
that in Xerophyta humilis, and perhaps all desiccation-tolerant
angiosperms, the mechanism for vegetative desiccation toler-
ance carries “footprints” of a seed-derived origin. Although the
resources for desiccation-tolerant plants are at present limited,
significant progress is being made in our understanding of the
genetic aspects of dehydration tolerance. Gene expression appears
to be programmed to respond to relatively precise levels of dehy-
dration, almost in stages seemingly to render an ordered process
that only initiates if water loss has the potential to result in desic-
cation. This has been reported for T. ruralis where a certain level
of dehydration is required to induce the translational control of
gene expression related to rehydration (86). In Sporobolus stapfi-
anus both the accumulation of ABA and the alteration in gene
expression related to dehydration happens in two distinct phases
(87), one early before reaching 60% RWC and one late at 40%
RWC and below. Recently, Jiang et al. (88) report a programmed
regulation of protein expression triggered by changes of water
status in drying Boea hygrometrica leaves.

The regulation of gene expression in desiccation-tolerant
plants is complex but does appear in some respects similar to
that seen in desiccation sensitive species. ABA plays a major
role both in the genetic response but also in the acquisition of
desiccation tolerance. Callus tissue derived from the leaves of
C. plantagineum is not inherently desiccation tolerant but will
become so when exposed to exogenous ABA (79). ABA accumu-
lates in the drying leaves of Craterostigma and as it does there
is a coordinated increase in both transcripts and proteins that are
specific to drying tissues (62, 79, 89). Several bryophytes have
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been shown to accumulate ABA in response to mild dehydration
although this endogenous increase in ABA does not allow for tol-
erance to severe dehydration or desiccation (2, 90). However,
application of exogenous ABA can induce desiccation tolerance in
bryophytes that are normally sensitive to severe dehydration, such
as Physcomitrella patens and Funaria hygrometrica (91, 92). The
assumption is that ABA-induced gene expression is sufficient to
acquire desiccation tolerance in these plants; however, the means
by which this is achieved remains to be elucidated. In contrast,
ABA appears to be not involved in the dehydration response of
the desiccation-tolerant moss T. ruralis (93, Oliver unpublished
observations).

Although ABA is clearly important in the gene expres-
sion response to dehydration there are clear indications that it
is not the sole signal transduction component. In Sporobolus
stapfianus, a desiccation-tolerant grass, changes in gene expres-
sion induced by dehydration occur before the accumulation of
ABA in the leaf tissues and exogenous ABA cannot induce desic-
cation tolerance in detached leaves which are sensitive to drying
(87). A desiccation-induced homeodomain-leucine zipper pro-
tein CPHB-1, which is expressed very early in the drying pro-
cess for Craterostigma, is not induced by ABA (80). Recently,
Hilbricht et al. (94) reported that a previously described desicca-
tion and ABA-induced gene from Craterostigma, CDT-1, belongs
to a family of retroelements and directs the synthesis of a 21
base pair siRNA that, in turn, can induce the expression of both
desiccation- and ABA-inducible genes. Overexpression of CDT-1
in normally desiccation sensitive callus tissue resulted in the acqui-
sition of desiccation tolerance in the absence of ABA. The dis-
covery of this mechanism for gene expression control during the
acquisition of desiccation tolerance is an exciting one and will
undoubtedly lead to a major advance in our understanding of how
plant cells tolerate dehydration.

6. Biochemical
Aspects of
Dehydration
Tolerance

6.1. Carbohydrates

The accumulation of soluble sugars has long been correlated with
the acquisition of desiccation tolerance in plants and other organ-
isms (18, 23, 25). Orthodox seeds, pollen, and most plants that
accumulate soluble sugars in response to desiccation utilize the
disaccharide, sucrose, sometimes in combination with oligosac-
charides. Correlations between high sucrose contents and desic-
cation tolerance were noted in resurrection plants (95, 96), seed
embryos (97), and pollen (98). In C. plantagineum, 2-octulose
stored in the hydrated leaves is converted to sucrose during
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drying to such an extent that in the dried state it comprises about
40% of the dry weight (99). Sucrose also accumulates in Sporobo-
lus stapfianus and Xerophyta viscosa during desiccation (100).
Sucrose makes up approximately 10% of the dry mass of T. ruralis
gametophytes and does not change in amount during desicca-
tion or rehydration in the dark or light (101). The disaccharide
trehalose has been correlated with desiccation tolerance in fungi
(e.g., yeast) (102) and invertebrates (e.g., Artemia cysts) (103),
but is not often found associated with desiccation tolerance in
plants. Notable exceptions are the club mosses Selaginella lepido-
phylla and Selaginella tamariscina, where trehalose accumulates
to relatively high levels during drying (104–106), and a North
American Sporobolus species (106). Sugars contribute to a sig-
nificant proportion of S. lepidophylla weight and their concentra-
tion varies with hydration states (104, 107). Trehalose, however,
is either absent or only present in small amounts in other resurrec-
tion plants such as Myrothamnus flabellifolius and Sporobolus stap-
fianus (108–110). Transgenic plants that have been engineered to
accumulate trehalose exhibit increased drought tolerance in the
laboratory which further supports the role of sugars as cellular
protectants during drying (111, 112).

Sugars are proposed to protect cellular structures from both
mechanical and metabolic stresses during dehydration. Sugars
and more complex polysaccharides can scavenge ROS (113, 114)
and so may diminish the metabolic consequences of dehydration.
Extensive studies in vitro show that sugars can also minimize the
mechanical stresses that occur during drying and so can stabilize
cellular structures such as membranes and proteins. The ability of
sugars to stabilize these structures lies primarily in the osmotic
and volumetric properties of the sugars – they act as osmotic
spacers that prevent the close approach of membranes and other
hydrophilic surfaces and, thereby, diminish the compressive stress
that otherwise causes damage (36, 37, 39, 40, 115). The effect
of sugars on phase behavior in model membranes has been quali-
tatively and quantitatively modeled in terms of the solutes’ influ-
ence on the damaging hydration forces that arise during dehydra-
tion, and this simple physicochemical model suffices to explain
the observed data (37, 39, 40, 115, 116). In many studies, the
protective effects of sugars are attributed primarily to their abil-
ity to form hydrogen bonds with hydrophilic cellular structures
in the near absence of water (e.g., 103, 117, 118). The ability of
concentrated sugar solutions to vitrify, i.e., to enter an amorphous
solid state that confers mechanical stability to the dried cell, is also
cited as protective (115, 118–122). While both of these proper-
ties exist and may occur in cells at very low hydrations, we point
out that the stabilizing effects of sugars on membranes can be
measured at water contents far in excess of those that would pro-
mote either hydrogen bonding between sugars and membranes
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or glass formation (115, 116). In addition, glass forming sugars
and LEA proteins are often abundant in tissues that fail to sur-
vive dehydration (12), suggesting that vitrification, on its own,
is not sufficient for dehydration tolerance. We suggest that nei-
ther hydrogen bond formation by sugars nor vitrification is nec-
essary for dehydration tolerance, although both may occur at very
low water contents. Vitrification can, however, confer additional
mechanical stability to dehydrated membranes (37, 115, 120),
and to cells, and has been linked to longevity of dried seeds and
pollen (13, 122, 123).

6.2. Late
Embryogenesis
Abundant (LEA)
Proteins

LEA proteins, of which there are at least five major groups,
have functions that remain largely unknown, but are assumed
to be important in the establishment of desiccation tolerance in
seeds, and by inference, vegetative tissues (66, 67). ABA treat-
ment of immature barley embryos results in both the accumu-
lation of LEA proteins and the acquisition of tolerance (124).
Water deficits and ABA treatments of vegetative tissues result
in the accumulation of many LEA proteins to relatively high
concentrations, suggesting that LEA proteins serve as protective
molecules enabling cells to survive a certain level of dehydration
(41, 48, 65). Although the mechanistic basis for such protection
is unclear, several studies have suggested that LEA proteins may
protect cells during desiccation and freezing by acting as hydra-
tion buffers (125), sequestering ions, stabilizing proteins, mem-
branes and chromatin structure, or renaturing unfolded proteins
(126, 127). A Di21 family LEA protein from Arabidopsis was
shown to afford oxidative stress tolerance in yeast and possibly in
Arabidopsis (128). A group 3 LEA protein expressed in pea seed
mitochondria appears to act to stabilize mitochondrial matrix pro-
teins (129) and the inner mitochondrial membranes during desic-
cation (130). A recent study demonstrated that the expression of
two group 4 LEA proteins from Boea hygrometrica (a desiccation-
tolerant angiosperm) appeared to improve the dehydration tol-
erance of transgenic tobacco by an overall improvement of
membrane and protein stability during dehydration (131).
Molecular models suggest some LEA proteins may form
cytoskeleton-like filaments that could stabilize cellular structure
during drying (126), whereas group 2 LEA proteins (dehy-
drins) may form amphiphilic helices that could intercalate into
membrane surfaces (65, 132). Such an interaction with neg-
atively charged liposomes has been demonstrated in vitro for
dehydrins from maize (132) and T. ruralis (Oliver, unpub-
lished). While some LEA proteins may confer protection via spe-
cific interactions with cellular components, Tunnacliffe and Wise
(125) suggest that nonspecific effects due to their molecular vol-
ume and hydrophilic nature may allow these proteins to act as
molecular shields to prevent the aggregation of labile proteins
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(127, 133, 134) and liposomes (133) during desiccation in vitro.
We point out that these volumetric effects would enable LEAs to
serve as molecular spacers and, thus, minimize the development
of damaging hydration forces in cellular structures during dry-
ing, as previously shown for sugars. Strong evidence suggests that
LEA proteins also contribute to vitrification of the dehydrated
cellular milieu (122, 135) and, thus, can help confer long-term
mechanical stability to desiccated cells.

Wood and Oliver (136) demonstrated that LEA protein tran-
scripts in T. ruralis are sequestered in mRNPs as the cells dry or
accumulate in the initial phases of recovery following rehydration
(77, 137). The inference is that LEA proteins in this plant are
required either for protecting cellular components during recov-
ery or are an integral part of the reconstitution process. In a recent
analysis of ESTs and expression profiles for Selaginella exposed
to 2.5 h of dehydration stress Iturriaga et al. (138) discovered
an abundant transcript that encodes a hypothetical protein with
weak homology to group 3 LEA proteins from Dictyostelium dis-
coideum, Chlorella vulgaris, Caenorhabditis elegans, and Deinococ-
cus geothermalis but is not present in angiosperms. Velten and
Oliver (139) also reported a LEA-like protein from T. ruralis
that appears to be an ancient LEA found only in present-day
bryophytes. These findings demonstrate that resurrection species
carry novel stress adaptive determinants.

6.3. Heat Shock
Proteins (HSPs)

As described above, cellular dehydration has long been thought
to impact cellular function and viability by compromising macro-
molecular structures, in particular membranes and proteins.
Although accumulation of sugars, LEA proteins, and the pro-
cess of cytoplasmic vitrification may stabilize membranes and
some protein structures, protein stabilization per se may require
the additional aid of chaperones to escape denaturation during
drying. Heat shock proteins, many of which are chaperones,
have been implicated in dehydration tolerance (52). In Arabidop-
sis desiccation intolerant seeds of the abi3-6, fus3-3, and lec1-2
mutants accumulated < 2% of wild-type levels of Hsp17.4 protein
where tolerant seeds have normal levels (140). HSPs have been
associated with water stress in several species (141) and transgenic
plants overexpressing Hsp17.7 show increased drought and salt
tolerance (142).

6.4. Reactive Oxygen
Scavenging
Pathways

During dehydration, reactive oxygen species (ROS) (e.g., singlet
oxygen, hydroxyl radicals, hydrogen peroxide, and superoxide
anions) increase in plant cells and tissues (21, 22, 25–28, 113).
ROS generation occurs mostly in the chloroplast and its main
effect is to inhibit the repair of damage to Photosystem II and
synthesis of D1 protein (143). The generation of antioxidants
and the establishment of a reactive oxygen scavenging system,
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involving such enzymes as superoxide dismutase, the ascorbate–
glutathione cycle and catalase, counter ROS activity in plants. The
efficiency of these systems is closely related to an increased resis-
tance to abiotic stresses, in particular dehydration (27, 144). This
was demonstrated elegantly for the desiccation-tolerant shrub
Myrothamnus flabellifolia, whose ability to resurrect from dryness
can be directly correlated to the state of its antioxidant defense
system. The plant resurrects normally if kept in the dried state
for 4 months. At 8 months, when antioxidants (i.e., ascorbate,
tocopherol, glutathione) have been depleted, the plants die when
watered (144). The ability of plants to resist cellular damage can
be enhanced by overexpressing enzymes of antioxidant pathways
in transgenic plants (143); the most notable is overexpression of
MnSOD in alfalfa (145), which generated stress tolerance in the
field.

6.5. Other
Components

Cell wall composition undergoes significant changes during dry-
ing. In desiccation-tolerant species, specific mechanisms must
limit irreversible damage to the cell wall structure and poly-
mer organization (146). Dried leaves of Craterostigma wilmsii
have lower glucose content and a higher xyloglucan substitu-
tion rate than hydrated leaves (147). Cell walls increase in exten-
sibility during drying and recovery correlating with expression
of three alpha-expansin genes in C. plantagineum (148). Res-
urrection plants are also a source of novel transcription factors
associated with dehydration tolerance (149). These include a
set of five homeodomain-leucine zipper transcription factors in
C. plantagineum (150), and an ABA- and dehydration inducible
gene family of DNA-binding proteins associated with early stages
of dehydration-induced chloroplast remodeling (80, 81). This
species expresses a novel Myb factor that confers dehydration and
salinity tolerance when ectopically expressed in Arabidopsis (151).

7. Conclusions

As can be seen from the preceding narrative dehydration toler-
ance is a complex trait and in crops it is only one aspect of the even
more complex phenotype of drought tolerance. We are starting to
make significant inroads into our understanding of dehydration
tolerance, much of which comes from the study of desiccation
tolerance. We are also in an exciting era where the tools we have
developed in the “omics” revolution offer us the chance to unlock
some of the deeper aspects of dehydration tolerance and to dis-
cover those genes and gene networks that are truly adaptive and
central to this trait. As we start to generate full genome sequences
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of desiccation-tolerant plants and develop the tools we need to
manipulate the phenotype the pace of discovery will increase. Of
particular interest is the addition of a new and Agrobacterium
transformable desiccation-tolerant angiosperm, Lindernia brevi-
dens (152), to our list of models for dehydration tolerance. This
addition promises to be more flexible than Craterostigma for the
insertion of expression constructs and will add to the promise that
the successful transformation of Ramonda myconi (153) brought
to the field. These models, along with others that are in develop-
ment, will hopefully allow for a more detailed and directed func-
tional dissection of dehydration tolerance mechanisms.
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Chapter 2

Approaches to Identifying Genes for Salinity Tolerance
and the Importance of Timescale

Rana Munns

Abstract

Soil salinity reduces the ability of plants to take up water, and this quickly causes reductions in the rate of
cell expansion in growing tissues. The slower formation of photosynthetic leaf area in turn reduces the
flow of assimilates to the meristematic and growing tissues of the plant. Later, salt may exert an additional
effect on growth. If excessive amounts of Na+ or Cl− enter the plant it may rise to toxic levels in the
older transpiring leaves. This injury, added to an already reduced leaf area, will then further limit the
flow of carbon compounds to meristems and growing zones in leaves. This chapter analyses the various
plant responses over time, to provide a conceptual framework on which the different approaches to gene
discovery can be based. Knowledge of the physiological processes that are important in the tolerance
response, and the time frame in which they act, will enable further progress in understanding of the
molecular regulation of salt tolerance.

Key words: Gene expression, salinity, salt tolerance, Na+ accumulation.

1. Introduction

Salinity affects about 6% of the world’s land area, much of which
is important to agriculture. Over 800 million ha of land through-
out the world are salt affected either by salinity or by the associ-
ated condition of sodicity (1). Most of this salinity, and all of the
sodicity, is natural. However, a significant proportion of recently
cultivated agricultural land has become saline due to clearing of
natural vegetation or irrigation. Of the current 230 million ha of
irrigated land, 45 million ha are salt affected (1). Irrigated land is
only 15% of total cultivated land, but as irrigated land has at least
twice the productivity of rain-fed land, it produces one-third of
the world’s food.
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Yield of essential food and forage crops is limited by soil
salinity in many of these regions, so genetic improvements in
salt tolerance are essential to sustain global food production. The
ability to grow and reproduce in saline soil differs widely between
species, due to differences in the ability to control salt uptake from
the soil and to compartmentalise it effectively at the cellular level
(2). Yet, even in the most salt-tolerant species, growth rates are
greatly reduced by salinity, due to the osmotic stress of the salt in
the soil. Maintaining turgor through osmotic adjustment is essen-
tial to counter the osmotic stress. Turgor maintenance through
osmotic adjustment is a mechanism that contributes to the salt
tolerance of halophytes (3).

The genetic control of the tolerance response is complex.
There are a number of transporters involved in the regulation of
Na+ uptake and transport (2), and a number of signalling path-
ways involved in the growth response to the perturbation of the
osmotic stress outside the roots (4). However, it is difficult to
distinguish critical genes that determine the tolerance or suscepti-
bility of the plant, from those ‘downstream’ of the perturbation,
the so-called housekeeping genes. Genes controlling the level of
reactive oxygen species are an example of these housekeeping
genes (2).

This chapter aims to distinguish the osmotic and salt-specific
parts of the response, so that candidate genes can be more
clearly discerned. Growth reductions are predominantly due to
the osmotic stress, but in species that have a high rate of salt
uptake, or cannot compartmentalise salt effectively in vacuoles,
salt-specific effects develop with time, impose an additional stress
on the plant through failing capacity to produce photoassimilate,
and give rise to the category of ‘salt-sensitive’. This chapter does
not focus on individual genes, but on the general process in which
they are operating. These are basically the maintenance of cell tur-
gor and volume, the control of ion transport, and the control of
cell growth by hormone action or by carbon supply. Individual
genes that are important in the tolerance mechanism have been
covered in several recent reviews (2, 5, 6). This chapter attempts
to construct a whole plant framework and to suggest the time and
place in which gene expression should be investigated. An under-
standing of the tissue- or cell-specific nature of the response, and
the whole plant phenotype associated with individual gene action,
is essential in the identification of important genes.

2. Growth
Processes at
Different
Timescales Table 2.1 summarises the sequence of events in a plant when

exposed to salinity. In the first few seconds or minutes, cells lose
water and shrink. Over hours, cells regain their original turgor and
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Table 2.1
The effect of salinity on plant growth at different timescales and the cellular and
metabolic events involved. The species indicated as ‘sensitive’ have poor exclusion
by roots or inadequate compartmentation within leaves, although this would occur
in all species if the salinity was high enough

Observed effect on
growth Cellular events Metabolic events

Seconds to
minutes

Instant reduction in
leaf and root elonga-
tion rate then rapid
partial recovery

Shrinkage of cell
volume then restora-
tion due to regaining
turgor

Osmotic adjustment

Hours Steady reduced rate
of leaf and root
elongation

Changed rheology of
cell wall

Signalling pathways

Days Reduced rate of leaf
emergence; increase
in root:shoot ratio

Cell production rate
and primordia deve-
lopment inhibited

Signalling pathways
and carbohydrate
supply

Weeks Reduced branch or
tiller formation

Apical development
program altered

Signalling pathways
and carbohydrate
supply

Weeks –
sensitive
species

Old leaves die Na+and/or
Cl–accumulates
excessively in cells

Ion toxicity in
mature leaves

Months Altered flowering time,
reduced seed
production

Reproductive deve-
lopment program
altered

Signalling pathways
and carbohydrate
supply

Months –
sensitive
species

Plant dies before maturity Inadequate capacity for
assimilate production
to support further
growth

Carbohydrate deficit

volume but cell elongation rates in growing tissues are reduced,
leading to lower rates of leaf and root growth. Over days, lower
rates of leaf and root growth can be seen. Over weeks, gross
changes in vegetative development are apparent, such as reduced
formation of lateral shoots, and over months changes in reproduc-
tive development. In salt-sensitive species, which are often those
less able to control the uptake and internal transport of salt, leaves
die prematurely and the plant may be unable to produce sufficient
photosynthate to complete its life cycle.

The different responses occur over different timescales, from
changes in water relations that occur as soon as the roots
encounter a saline soil solution to complex controls at the whole
plant level involving long-distance signalling and the supply of
assimilates. Salt toxicity affects growth in the longer term. Salt
toxicity occurs in plants growing in salinities too high for them
to adequately control the uptake of salt by roots, its transport
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to leaves, and compartmentalisation of the salt within cells. Salts
accumulate in the older transpiring leaves over time, and if reach-
ing toxic concentrations will inhibit growth of the younger leaves
by reducing the supply of carbohydrates to the growing cells.

2.1. Timescale of
Seconds to Minutes –
The Transient Phase

Cell expansion rates change suddenly in both leaves and roots.
With a sudden change in salinity there are rapid, virtually instan-
taneous, shrinking of cells in both roots and leaves and cessation
of cell expansion. Several minutes after the initial decline of leaf
and root growth, a gradual recovery is observed that may take 30
minutes or more before reaching a new steady rate. This response
has been recorded for both roots and leaves in many different
species (7–9) and shown for barley in Fig. 2.1.

Fig. 2.1. Effect of changes in soil salinity (75 mM NaCl) on leaf elongation rate of a
barley leaf. Vertical broken lines mark the times at which the soil solution was changed.
Adapted from (7) [http://www.publish.csiro.au/journals/fpb; DOI: 10.1071/PP99193].

These rapid and transient changes in growth are due to
changes in cell–water relations alone. Evidence for this comes
from experiments in which leaf water status was maintained as
the soil was made saline by a pressurisation technique, which pre-
vented a drop in leaf water status and completely prevented the
transient changes shown in Fig. 2.1 (9). A water relations expla-
nation is supported by the findings that different osmotica pro-
duce the same rapid and transient decline (10). In roots also, there
are rapid and transient reductions in growth rates, which are due
to changed water relations, as indicated by the similar effect of
non-ionic osmotica (10).

2.2. Timescale of
Hours – The
Recovery Phase

Leaf growth recovers to a large extent within one or more hours
after a sudden change in salinity, settling down to a new steady
rate that is considerably less than the original one (Fig. 2.1). The
time taken to recover and the new steady rate depend on the
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concentration of the salt solution (7). Other osmotica have the
same effect (10).

Root growth, in contrast to leaf growth, recovers remarkably
well. With moderate levels of osmotic stress the recovery is essen-
tially complete within 1 h, but with a larger osmotic shock this
may take 24 h (10). In a study with maize roots comparing the
effects of a salt shock versus a gradual increase, Rodriguez et al.
(11) found that salt had no effect on root growth at concen-
trations up to 100 mM NaCl (about 0.5 MPa) as long as the
concentration was increased gradually. The deleterious effects of
a salt shock are presumably associated with the plasmolysis of root
cells that would ensue if there was a single-step increase in osmotic
pressure of more than 0.4 MPa (as the turgor of root cells is about
0.4 MPa), and the plasma membranes would take some time to
repair (10).

The new steady rate of growth is unlikely to be determined
by salt toxicity, as other osmotica such as KCl and mannitol have
the same effect. It is also unlikely to be due to water relations or
a hydraulic message from the roots, as turgor is regained in roots
(7) and probably also in leaves. Complex signalling pathways are
regulating root and leaf growth.

2.3. Timescale
of Days – The
Adjustment Phase

Over the timescale of days, in addition to a reduced rate of
leaf expansion, there is a reduced meristematic activity, with
delayed emergence of new leaves and lateral buds. Leaf growth
is often more affected than root growth, resulting in an increased
shoot:root ratio. This is an adaptive response as reduced leaf area
would lessen the depletion of soil water and therefore the rate
at which the salt concentration in the soil rises. Plants exclude at
least 90% of the salt from the solution they take up (12), which
results in a concentration of the salt around the roots, so a reduc-
tion in water use is beneficial in the long term.

The slower growth rate is not due to water relations, as shown
by the fact that the leaves have regained turgor (13), and that leaf
expansion of plants in saline soil does not respond to an increase
in leaf water status (14). Photosynthesis of expanded leaves is
reduced due to stomatal closure (15, 16); however, growth does
not seem to be limited simply by carbon supply as carbohydrate
status of the plant is still high (14). This means that the slower
growth is regulated by signalling pathways, which includes the
transmission of a message from the roots to the shoots.

Salt-specific effects are unlikely at this stage, as it is unlikely
that salt ever builds up to toxic concentrations in the growing cells
themselves. For instance, in the rapidly elongating tissue of leaves
of wheat grown in 120 mM NaCl, Na+ averaged only 15 mM
and Cl– averaged 50 mM (17). Fricke (18) found no correlation
between the rate of barley leaf elongation and Na+ concentra-
tions in the growing zone. The rapid expansion of the growing
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cells would keep the salt from building up to high concentrations.
As long as it can be sequestered in rapidly expanding vacuoles,
salt uptake at this stage of cell development is advantageous for
osmotic adjustment.

Antioxidant activity is increased in order to maintain reactive
oxygen species (ROS) at the levels required for their role in vari-
ous signal transduction cascades. Leaves have surplus capacity to
produce antioxidants to prevent ROS reaching toxic levels, the
latter occurring only in a controlled oxidative burst that signals
programmed cell death (19).

2.4. Timescale of
Weeks – The Phase
of Rapid Vegetative
Development

After a week, developmental changes appear in the shoot. A
marked reduction in the number of lateral shoots can occur. For
example, the number of tillers of wheat growing in 150 mM NaCl
was reduced by two-thirds (20), which accounted for the two-
thirds reduction in leaf area. Leaf anatomy changes, so that leaves
are smaller in area but thicker, resulting in a higher concentration
of chlorophyll per unit area. Leaves are often visibly greener. For
this reason, photosynthetic rate per unit area may be little affected
(15), although photosynthetic rate per leaf and certainly per plant
is reduced.

The mechanism by which salinity affects these developmen-
tal processes is unknown. It is unlikely to be by an effect of
Na+ or Cl− in the meristematic tissues themselves, as concen-
trations there are probably quite low (20). Lateral bud devel-
opment is influenced by the supply of carbohydrate, as elevated
CO2 increased the number of tillers of wheat plants in saline soil
and reversed the effect of salinity (20). However, the carbohy-
drate status of the growing tissues was not reduced by salinity
(20) indicating that signalling pathways are regulating the growth
rate to keep a positive carbon balance between source and sink,
i.e. between supply and demand.

Extra changes are seen in sensitive species. In this timescale
of weeks, the sensitive genotypes show marked injury in older
leaves. It is due to salts accumulating in transpiring leaves to
excessive levels, exceeding the ability of the cells to compartmen-
talise salts in the vacuole. Salts then rapidly build up in the cyto-
plasm and inhibit enzyme activity. Salts eventually build up to
high concentrations in the transpiring leaves and cause premature
senescence.

In very sensitive species, leaves die at a fast rate. The rate at
which they die becomes the crucial issue determining the sur-
vival of the plant. If new leaves are continually produced at a rate
greater than that at which old leaves die, then there is enough
photosynthetic surface for the plant to produce flowers and seeds.
However, if the rate of leaf death exceeds the rate at which new
leaves are produced, then the proportion of leaves that are injured
starts to increase. There is then a race against time to initiate
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flowers and form seeds while there are still an adequate number
of green leaves left to supply the necessary photosynthate.

This is illustrated in an experiment with two wheat genotypes
with contrasting rate of Na+ transport to leaves, and resultant
contrast in salt tolerance in the long term (21). A period of a
month elapsed during which growth rates of both genotypes were
equally reduced by salinity, even though leaf injury appeared on
one more than the other. After a month, the growth rate of the
injured genotype started to slow down, and within 2 weeks many
individual plants had died (Fig. 2.2). This experiment indicated
that the major effect on growth was osmotic, but after time, salt
toxicity exerted an additional effect.
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Fig. 2.2. Two accessions of the diploid wheat progenitor Triticum tauschii in con-
trol solution (closed symbols) and in 150 mM NaCl with supplemental Ca2+ (open
symbols). Circles denote the tolerant accession and triangles the sensitive one. The
arrow marks denote the time at which symptoms of salt injury could be seen on
the sensitive accession; at that time the proportion of dead leaves was 10% for the
sensitive and 1% for the tolerant accession. Adapted from (21) [http://www.publish.
csiro.au/nid/102/paper/PP9950561.htm].

2.5. Timescale of
Months – The
Reproductive Phase

After a month there can be obvious effects of salinity on the devel-
opment of reproductive organs. Salinity reduced the number of
florets per ear in barley and wheat and altered the time of flower-
ing (22).

The mechanisms by which salinity might affect the formation
of reproductive organs are not clear. Similar phenomena occur
under drought. It is probable that it is controlled by signalling
pathways that affect the expression of genes switching on devel-
opmental programs, again influenced by the supply of carbohy-
drate but not wholly determined by it. A salt-specific effect is
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an unlikely cause of altered reproductive development in the rel-
atively salt-tolerant species like wheat and barley; Na+ and Cl−
are present in the reproductive primordia (22), but at concentra-
tions too low to affect metabolism. In tomato, another relatively
salt-tolerant species, microanalysis of Na+ concentrations and car-
bohydrate concentrations in various floral tissues at critical times
indicated that the floral abortion was more likely due to the sup-
ply of carbohydrates to the inflorescence than to accumulation of
ions to toxic levels (23).

In salt-sensitive plants like rice, in which salt has built up to
excessive levels in leaves and the vacuoles can no longer contain
the incoming salt, significant amounts of salt can be transported
in the phloem to the reproductive organs. High levels of Na+

were found in pollen and stigmas of rice grown at 50 mM NaCl,
and stigmatic receptivity was reduced as well as pollen viability
(24). These authors concluded that the high degree of sterility
was probably due to Na+ toxicity in the reproductive tissues. This
may be peculiar to rice and explain why the yield of rice is particu-
larly sensitive to salinity: the grain yield was only 10% of controls,
whereas the straw weight was 80% of controls (24).

In summary, there is a two-phase growth response to salinity.
The first phase of growth reduction is quickly apparent and is
due to the salt outside the roots. It can be called a water stress
or osmotic phase. The second phase of growth reduction, which
takes time to develop, results from internal injury. It is due to salts
accumulating in transpiring leaves to excessive levels, exceeding
the ability of the cells to compartmentalise salts in the vacuole.
The osmotic stress affects growing leaves and salt toxicity affects
old leaves.

3. Measurement
of Salt Tolerance

Salt tolerance is usually assessed as the percent biomass produc-
tion in saline versus control conditions over a prolonged period of
time. Screening methods that avoid the need to grow controls are
desirable, as a large amount of space is needed to grow controls
under optimum light levels and to obtain sufficient replication
as the environmental influences on growth rate are large (25).
When comparing landraces versus cultivars, or wild types versus
mutants, there is likely to be large genotypic differences in height
or leaf area, and space is needed to prevent shading of smaller
genotypes by larger ones.

Specific screening methods that avoid the need for com-
parison with plants in control conditions are summarised in
Table 2.2. These methods have been used to screen natural vari-
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ation, but can also be useful for screening mutant populations if
the numbers can be reduced to a feasible level. Destructive har-
vests can be replaced by non-destructive harvests if an automated
imaging system is available (26).

Survival is sometimes used as an index of salt tolerance, when
dealing with large numbers of genotypes. Survival can be mea-
sured as the percent of plants alive after a given period of time at
a given salinity. Alternatively, if there is a range of salinities, sur-
vival can be measured as the salinity at which 50% of the plants
have died. The drawback of this index is that it gives little idea of
how well a plant can actually grow in saline conditions.

Realistic experimental design should avoid large osmotic
shocks, avoid salt-induced Ca deficiency, optimise ambient con-
ditions especially if controls are grown, and ensure roots are not
constrained by small pots that are waterlogged at the base.

It is not possible to be prescriptive about the length of time
that plants should be grown before genotypic differences in salt
tolerance can be seen. The second phase will start earlier in plants
that are poor excluders of Na+, such as lupins or beans, and when
salinities are higher. It will also start earlier when root temper-
atures are higher. For plants such as rice that are grown at high
temperatures, 10–15 days in salinity is sufficient to generate geno-
typic differences in biomass that correlate well with differences in
yield (27).

4. Identifying
Important Genes

Genes so far identified as being important in salt tolerance fall
under the categories of ion transporters, compatible solutes or
osmolytes, and transcription factors involved in growth regula-
tion. Genes that regulate ion transport in salt-affected plants are
listed in Table 3 of Munns (12) and summarised in Munns and
Tester (2). Genes that synthesize osmoprotectants are listed in
Table 2 of Chinnusamy et al. (6) and Table 4 of Munns (12).
Signalling pathways involved in hormonal transduction and likely
to be regulating cell growth under abiotic stress are reviewed by
Xiong et al. (4).

Various approaches have been used successfully to identify
candidate genes for salinity tolerance (Table 2.3):

1. A trait-based approach is built upon knowledge about func-
tion and forward genetics using a specific phenotype and
Mendelian genetics. This approach has been successful in the
discovery of sodium transporters of the HKT family from
QTLs (Quantitative Trait Loci) for Na+ exclusion, namely,
SKC1, Nax1, Nax2, and Kna1. The phenotype is the Na+
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Table 2.3
Different approaches for identifying genes for salinity tolerance. The first approach
is based on physiological and mechanistic understanding, the next two assume no
prior physiological knowledge. Candidate genes used in the last approach are based
on prior knowledge of the gene function in other organisms or the outputs from
approaches 1, 2, and 3

Starting point Material Method Result Next step

1. Knowledge of
important trait

Natural variation Phenotype QTL Fine mapping
and cloning

2. Molecular
genetics

Mutant
population

High-
throughput
screen

Candidate gene Go to 4

3. Technical
advances
in ‘Omics’

Contrasting
genotypes or
treatments

Transcriptomics
(microarray),
proteomics,
metabolomics

Candidate gene
or metabolic
pathway

Go to 4

4. Candidate gene Overexpression
and null
transformants

Phenotype Proof of function Cross with high
yielding
cultivar

concentration in a given leaf after a given time in salin-
ity. In rice, fine mapping of the SKC1 locus yielded the
sodium transporter OsHKT1;5 (28). In wheat the Nax1
locus yielded the sodium transporter TmHKT1;4 (29), the
Nax2 locus revealed TmHKT1;5 (30), and the Kna1 locus
revealed TaHKT1;5 (30).

2. High-throughput mutant screens based on clever assays have
discovered new and important genes, the most significant
being the plasma membrane Na+/H+ antiporter SOS1 (31)
and the Na+ transporter AtHKT1 (32).

3. ‘Omics’ approaches require no prior knowledge about traits
or phenotypes. Salinity-related changes in gene expression
(transcriptomics), protein levels (proteomics), or metabolite
concentrations (metabolomics) can be detected (33) using
genotype or treatment comparisons. Comparisons can be
made between closely related genotypes with known differ-
ences in salinity tolerance, e.g. Arabidopsis thaliana versus
Thellungiella halophila (34), transgenics with overexpression
of a candidate gene (35), or different treatments with the
same genotype (36). Comparison of different abiotic stresses
(salt, cold, dehydration) can reveal salt-specific effects. Stu-
dies done at short periods of time after a sudden exposure
to NaCl concentrations of over 50 mM, such as 1 or 3 h,
are unlikely to reveal useful information as the cells are still
recovering from the shrinkage (see Fig. 2.1).
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4. Functional or candidate gene-based approach uses knowl-
edge of the function of a metabolite or transporter in
halophytic species, particularly microorganisms or model
systems. Notable examples are the K+ transporter HKT1
(37), the vacuolar Na+/H+ antiporter NHX1 (38), the
Na+-ATPase PpENA (39), and the osmoprotectant glycine
betaine (40).

Tissue selection is a critical part of experimental design,
particularly for the ‘omics’ approaches (12). Genes involved in
growth regulation can be best detected by comparing growing
versus non-growing tissues. The growing zones in roots and
in leaves of monocotyledonous species have a very well-defined
growing zone, and the different tissues that are affected by salin-
ity in cereal leaves are well known (17, 41).

5. Conclusions

Salinity can affect growth in a number of ways. First, the pres-
ence of salt in the soil reduces the ability of the plant to take up
water, and this quickly causes reductions in the rate of leaf and
root elongation. This is the first phase of the growth response,
due to the osmotic effect of the salt in the soil solution, and pro-
duces a suite of effects identical to those of water stress caused
by drought. Later, there may be an additional effect on growth;
if excessive amounts of salt enter the plant they will eventually
rise to toxic levels in the older transpiring leaves. The reduced
photosynthetic capacity of the plant will reduce the amount of
assimilate transported to the growing tissues, which may further
limit growth. This is the second phase of the growth response and
is the phase that clearly separates species and genotypes that differ
in the ability to tolerate saline soil.

Many genes are important in adapting plants to grow and
yield well in saline soil. The concern about future food shortages
makes it imperative to better understand the genetic control of
salt tolerance and to use this knowledge to increase the salt toler-
ance of important crops and pasture species. Various approaches
can be taken to discover genes for salinity tolerance. An under-
standing of the physiological mechanisms in which the genes
operate will accelerate their application for improving salt toler-
ance of crops.
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Chapter 3

Gene Regulation During Cold Stress Acclimation in Plants

Viswanathan Chinnusamy, Jian-Kang Zhu, and Ramanjulu Sunkar

Abstract

Cold stress adversely affects plant growth and development and thus limits crop productivity. Diverse
plant species tolerate cold stress to a varying degree, which depends on reprogramming gene expres-
sion to modify their physiology, metabolism, and growth. Cold signal in plants is transmitted
to activate CBF-dependent (C-repeat/drought-responsive element binding factor-dependent) and
CBF-independent transcriptional pathway, of which CBF-dependent pathway activates CBF regulon.
CBF transcription factor genes are induced by the constitutively expressed ICE1 (inducer of CBF
expression 1) by binding to the CBF promoter. ICE1–CBF cold response pathway is conserved in diverse
plant species. Transgenic analysis in different plant species revealed that cold tolerance can be significantly
enhanced by genetic engineering CBF pathway. Posttranscriptional regulation at pre-mRNA processing
and export from nucleus plays a role in cold acclimation. Small noncoding RNAs, namely micro-RNAs
(miRNAs) and small interfering RNAs (siRNAs), are emerging as key players of posttranscriptional gene
silencing. Cold stress-regulated miRNAs have been identified in Arabidopsis and rice. In this chapter,
recent advances on cold stress signaling and tolerance are highlighted.

Key words: Cold stress, second messengers, CBF regulon, CBF-independent regulation, ICE1,
posttranscriptional gene regulation.

1. Introduction

Temperature profoundly influences the metabolism of organisms
and thus is a key factor determining the growing season and
geographical distribution of plants. Cold stress can be classi-
fied as chilling (<20◦C) and freezing (<0◦C) stress. Temperate
plants have evolved a repertoire of adaptive mechanisms such as
seed and bud dormancy, photoperiod sensitivity, vernalization,
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supercooling (prevention of ice formation in xylem parenchyma
cells up to homogenous ice nucleation temperature, −40◦C), and
cold acclimation. In cold acclimation, plants acquire freezing tol-
erance on prior exposure to suboptimal, low, nonfreezing tem-
peratures. The molecular basis of cold acclimation and acquired
freezing tolerance in Arabidopsis and winter cereals has been stud-
ied extensively. Plants modify their metabolism and growth to
adapt to cold stress by reprogramming gene expression during
cold acclimation (1, 2). This chapter briefly covers cold stress sig-
naling, transcriptional and posttranscriptional regulation of gene
expression in cold acclimation process, and the genetic engineer-
ing of crops with enhanced cold tolerance.

2. Cold Stress
Sensing

Thus far, the identity of stress sensor in plants is unknown. The
fluid mosaic physical state of the plasma membrane is vital for
the structure and function of cells, as well as to sense tempera-
ture stress. The plasma membrane undergoes phase transitions,
from a liquid crystalline to a rigid gel phase at low temperature
and to a fluid state at high temperature. Thus, a decrease in tem-
perature can rapidly induce membrane rigidity at microdomains.
Further, protein folding is influenced by temperature changes.
Temperature-induced changes in the physical state of mem-
branes and proteins are expected to change the metabolic reac-
tions and thus the metabolite concentrations. Therefore, plant
cells can sense cold stress through membrane rigidification, pro-
tein/nucleic acid conformation, and/or metabolite concentration
(a specific metabolite or redox status).

In alfalfa and Brassica napus, cold stress-induced plasma
membrane rigidification leads to actin cytoskeletal rearrangement,
induction of Ca2+ channels, and increased cytosolic Ca2+ level.
These events induce the expression of cold-responsive (COR)
genes and cold acclimation. Further, a membrane rigidifier
(DMSO) can induce COR genes even at 25◦C, whereas a mem-
brane fluidizer (benzyl alcohol) prevents COR gene expression
even at 0◦C (3, 4). Genetic evidence for plants sensing cold stress
through membrane rigidification is from the study of the fad2
mutant impaired in the oleic acid desaturase gene of Arabidop-
sis. In wild-type Arabidopsis plants, diacylglycerol (DAG) kinase
is induced at 14◦C. The fad2 mutant (more saturated mem-
brane) and transgenic Arabidopsis overexpressing linoleate desat-
urase gene showed the expression of DAG kinase at 18 and 12◦C,
respectively (5).
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3. Second
Messengers
and Signaling

Cytosolic Ca2+levels act as second messenger of the cold stress
signal (6). Calcium may be imported into the cell or released from
intracellular calcium stores. Patch-clamp studies of cold-induced
potential changes of the plasma membrane in Arabidopsis mes-
ophyll protoplasts showed the cold-activated calcium-permeable
channel involved in the regulation of cytosolic Ca2+signatures
(7). Membrane rigidification induced cytosolic Ca2+signatures;
and COR gene expression was impaired by gadolinium, a
mechanosensitive Ca2+ channel blocker, which suggests the
involvement of mechanosensitive Ca2+ channels in cold acclima-
tion (4). Pharmocological studies implicated cyclic ADP-ribose-
and inositol-1,4,5-triphosphate (IP3)-activated intracellular
calcium channels in COR gene expression (4). Calcium influx
into the cell appears to activate phospholipase C (PLC) and D
(PLD), which produce IP3 and phosphatidic acid, respectively.
IP3 can further amplify Ca2+signatures by activation of IP3-gated
calcium channels (8). Genetic analysis revealed that loss-of-
function mutants of FIERY1 (FRY1) inositol polyphosphate
1-phosphatase show significantly higher and sustained levels
of IP3 instead of the transient increase observed in wild-type
plants. This situation leads to higher induction of COR genes
and CBFs, the upstream transcription factors (9). In addition,
the calcium exchanger 1 (cax1) mutant of Arabidopsis, which is
defective in a vacuolar Ca2+/H+ antiporter, exhibited enhanced
expression of C-repeat binding factor/dehydration responsive
element binding (CBF/DREB) proteins and their target COR
genes (10). Therefore, cytosolic Ca2+ signatures are upstream of
the expression of CBFs and COR genes in cold stress signaling.

Cold acclimation induces accumulation of ROS such as
H2O2, both in chilling-tolerant Arabidopsis and chilling-sensitive
maize plants. ROS can act as a signaling molecule to reprogram
transcriptome probably through induction of Ca2+ signatures and
activation of mitogen-activated protein kinases (MAPKs) (11)
and redox-responsive transcription factors. Arabidopsis frostbite1
(fro1) mutant, which is defective in the mitochondrial Fe-S sub-
unit of complex I (NADH dehydrogenase) of the electron trans-
fer chain, shows a constitutively high accumulation of ROS.
This high accumulation of ROS in fro1 results in reduced COR
gene expression and hypersensitivity to freezing stress, probably
because of desensitization of cells by the constitutively high ROS
expression (12).

Cold stress-induced second messenger signatures can be
decoded by different pathways. Calcium signatures are sensed
by calcium sensor family proteins, namely calcium-dependent
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protein kinases (CDPKs), calmodulins (CaMs), and salt overly
sensitive 3-like (SOS3-like) or calcineurin B-like (CBL) pro-
teins. In a transient expression system in maize leaf protoplast, a
constitutively active form of an Arabidopsis CDPK (AtCDPK1)
activated the expression of barley HVA1 ABA-responsive pro-
moter::LUC reporter gene suggesting that AtCDPK is a posi-
tive regulator in stress-induced gene transcription (13). Genetic
and transgenic analyses implicated CDPKs as positive regulators,
but a calmodulin, a SOS3-like or a CBL calcium binding protein,
and a protein phosphatase 2C (AtPP2CA) are negative regulators
of gene expression and cold tolerance in plants. Components of
MAPK cascades are induced or activated by cold and other abi-
otic stresses. Genetic and transgenic analyses showed that MAPKs
act as a converging point in abiotic stress signaling. ROS accu-
mulation under these stresses might be sensed through a MAPK
cascade (14). ROS activates the AtMEKK1/ANP1 (MAPKKK)–
AtMKK2 (MAPKK)–AtMPK4/6 (MAPK) MAPK cascade, which
positively regulates cold acclimation in plants (11). Many of these
phosphorylated proteins show activation or induction of gene
expression under multiple stress conditions, and genetic modi-
fication results in alteration of multiple stress responses. These
results suggest that the proteins act as connecting nodes of stress
signal networks. Identification of the target proteins or transcrip-
tion factors of protein kinase or phosphatase cascades will shed
further light on stress signaling.

4. Transcriptional
Regulation

Chilling-tolerant plants reprogram their transcriptome in
response to acclimation temperature. Cold-regulated genes con-
stitute about 4–20% of the genome in Arabidopsis (15). The
promoter region of many COR genes of Arabidopsis con-
tains C-repeat (CRT)/DREs, initially identified in the promoter
of responsive to dehydration 29A (RD29A/COR78/LTI78).
As well, ABA-responsive elements are present in many cold-
induced genes. Genetic screens using dehydration and cold stress-
responsive promoter-driven LUCIFERASE (RD29A::LUC and
CBF3::LUC) led to the isolation of mutants, which unraveled
cold-responsive transcriptional networks.

4.1. CBF Regulons
and Cold Tolerance

Yeast one-hybrid screens to identify CRT/DRE binding pro-
teins led to the identification of CRT/DREBs (CBFs/DREBs)
in Arabidopsis. CBFs belong to the ethylene-responsive element
binding factor/APETALA2 (ERF/AP2)-type transcription factor
family. Arabidopsis encodes three CBF genes (CBF1/DREB1B,
CBF2/DREB1C, and CBF3/DREB1A), which are induced
within a short period of exposure to cold stress. CBFs bind to
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CRT/DRE cis-elements in the promoters of COR genes and
induce their expression (16, 17). Ectopic expression of CBFs
in transgenic Arabidopsis induced the expression of COR genes
at warm temperatures and induced constitutive freezing toler-
ance. These transgenic Arabidopsis plants were also tolerant to
salt and drought stresses (17–19). Microarray analysis of CBF-
overexpressing transgenic plants identified several CBF target
genes involved in signaling, transcription, osmolyte biosynthesis,
ROS detoxification, membrane transport, hormone metabolism,
and stress response (20, 21). Transgenic overexpression of Ara-
bidopsis CBFs is sufficient to induce cold tolerance in diverse plant
species (Table 3.1). Further, CBF homologs have been identified

Table 3. 1
Abiotic stress tolerance of transgenic plants overexpressing CBFs

Gene
Transgenic
plant Stress tolerance of transgenic plants References

AtCBF1/2/3 Brassica
napus

Constitutive overexpression enhanced both basal
and acquired freezing tolerance

(22)

AtCBF1 Tomato Constitutive overexpression enhanced oxidative
stress tolerance under chilling stress; enhanced
tolerance to water-deficit stress

(23, 24)

AtDREB1A/
CBF3

Tobacco Transgenic plants expressing RD29A::DREB1A
exhibited enhanced chilling and drought
tolerance

(25)

AtDREB1A/
CBF3

Wheat Transgenic plants expressing RD29A pro-
moter::AtDREB1A gene showed delayed
water stress symptoms

(26)

AtCBF3 Rice Constitutive overexpression resulted in enhanced
tolerance to drought and high salinity and a
marginal increase in chilling tolerance

(27)

AtDREB1A/
CBF3

Maize RD29A::CBF3 transgenic plants are more toler-
ant to cold, drought, and salinity

(28)

AtCBF1 Potato Constitutive or stress-inducible expression of
CBF1 or CBF3 but not CBF2 conferred
improved freezing tolerance to frost-sensitive
Solanum tuberosum

(29)

OsDREB1 Arabidopsis Overexpression in Arabidopsis induced target
COR genes and conferred enhanced tolerance
to freezing and drought stresses

(30)

OsDREB1A/B Rice Constitutive expression conferred improved tol-
erance to cold, drought, and salinity

(31)

ZmDREB1 Arabidopsis Overexpression in Arabidopsis induced COR
genes and conferred tolerance to freezing and
drought

(32)

BnCBF5 and
BnCBF 17

B. napus Overexpression led to increased constitutive
freezing tolerance, increased photochemical
efficiency and photosynthetic capacity

(33)
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from several chilling-tolerant and chilling-sensitive plant species
and transgenic analysis confirmed their pivotal role in cold accli-
mation (Table3.1).

These evidences suggest that a CBF transcription network
plays a pivotal role in cold acclimation of evolutionarily diverse
plant species. Transcriptome analysis of transgenic tomato and
Arabidopsis plants overexpressing LeCBF1 and AtCBF3 revealed
that CBF regulons from freezing-tolerant and freezing-sensitive
plant species differ significantly (35).

Constitutive overexpression of CBFs under the transcriptional
control of the 35S cauliflower mosaic virus promoter in transgenic
plants resulted in severe growth retardation under normal growth
conditions in diverse plant species such as Arabidopsis (18, 19,
34, 36), B. napus (22), tomato (23, 24), potato (29), and rice
(31). Inhibition of metabolism and change in growth-regulating
hormones appears to be important causes of the growth inhibi-
tion of CBF-overexpressing plants. Reduction in the expression
of photosynthetic genes appears to reduce photosynthesis and
growth under cold stress. Transgenic plants constitutively overex-
pressing CBFs showed higher induction of the STZ/ZAT10 zinc
finger transcription factor gene, which appears to repress genes
involved in photosynthesis and carbohydrate metabolism and thus
reduce the growth of these transgenic plants (21). Microarray
analysis revealed that cold stress regulates several genes involved
in biosynthesis or signaling of hormones such as ABA, gib-
berellic acid (GA), and auxin, which suggests the importance of
these hormones in coordinated regulation of cold tolerance and
plant development (15). GA promotes important processes in
plant growth and development, such as seed germination, growth
through elongation, and floral transition. Growth retardation of
transgenic tomato plants constitutively overexpressing AtCBF1
was reversed by GA3 treatment (24). This finding suggested a link
between CBFs and GA in cold stress-induced growth retardation.
During cold stress, growth retardation appears to be regulated by
CBFs through nuclear-localized DELLA proteins, which repress
growth in Arabidopsis. GA stimulates the degradation of DELLA
proteins and promotes growth. CBFs enhance the expression of
GA-inactivating GA2-oxidases, and thus allow the accumulation
of the DELLA protein repressor of GA1-like 3 (RGL3), which
leads to dwarfism and late flowering. Further, mutant plants of
DELLA genes encoding GA-insensitive [GAI] repressor of GA1-
3 [RGA] were significantly less freezing tolerant than were wild-
type plants after cold acclimation. This finding suggests that DEL-
LAs might contribute significantly to cold acclimation and freez-
ing tolerance (37).

4.2. Regulators of
CBF Expression

Transcription of CBF genes is induced by cold stress. Hence,
constitutive transcription factors present in the cell at normal
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growth temperatures may induce the expression of CBFs on acti-
vation by cold stress. A systematic genetic analysis by CBF3::LUC
bioluminescent genetic screening led to the identification of a
constitutively expressed and nuclear-localized transcription fac-
tor, inducer of CBF expression 1 (ICE1) in Arabidopsis. ICE1
encodes a MYC-type basic helix-loop-helix (bHLH) transcription
factor, can bind to MYC recognition elements in the CBF3 pro-
moter, and induces the expression of CBF3 during cold acclima-
tion. The ice1 mutant is defective in both chilling and freezing
tolerance, whereas transgenic Arabidopsis overexpressing ICE1
showed enhanced freezing tolerance (38). Transcriptome anal-
ysis revealed the dominant ice1 mutant with impaired expres-
sion of about 40% of cold-regulated genes, in particular 46% of
cold-regulated transcription factor genes (15). Therefore, ICE1
is a master regulator that controls CBF and many other cold-
responsive regulons. Overexpression analysis showed that ICE2
(At1g12860, a homolog of ICE1) induces the expression of
CBF1 and confers enhanced freezing tolerance in Arabidop-
sis after cold acclimation (39). In wheat, the ICE1 homologs
TaICE141 and TaICE187 are constitutively expressed and acti-
vate the wheat CBF group IV, which are associated with freezing
tolerance. Overexpression of TaICE141 and TaICE187 in Ara-
bidopsis enhanced CBF and COR gene expression and enhanced
freezing tolerance only after cold acclimation. This finding sug-
gests that similar to Arabidopsis ICE1, wheat ICE1 also needs to
be activated by cold acclimation (40).

ICE1 appears to negatively regulate the expression of
MYB15 (an R2R3-MYB family protein) in Arabidopsis. MYB15
is an upstream transcription factor that negatively regulates
CBF expression. Transgenic Arabidopsis overexpressing MYB15
showed reduced expression of CBFs and freezingtolerance,
whereas myb15 T-DNA knockout mutants showed enhanced
cold induction of CBFs and enhanced freezing tolerance. In a
yeast two-hybrid system, ICE1 interacted with MYB15 (41).
Further, the expression of MYB15 is increased in ice1 mutants
(R236H and K393R) (41, 42). Thus, the ICE1–MYB15 inter-
action appears to play a role in regulating CBF expression levels
during cold acclimation (41).

Although ICE1 is expressed constitutively, only on expo-
sure to low temperature does it induce transcription of the CBF
and other cold stress-responsive genes (38, 40). Posttranslational
modifications play a key role in regulating the activity of ICE1
under cold stress. Cold stress activates ICE1 sumoylation (42)
and negatively regulates ICE1 levels by targeted proteolysis (43).
The Arabidopsis High expression of Osmotically responsive gene 1
(HOS1) encodes a RING finger ubiquitin E3 ligase. The nuclear
localization of HOS1 is enhanced by cold stress. HOS1 physically
interacts with ICE1 and targets ICE1 for polyubiquitination and
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proteolysis of ICE1 after 12 h of cold stress. Overexpression of
HOS1 in transgenic Arabidopsis results in a substantial reduction
in level of ICE1 protein and that of its target genes, as well as
hypersensitivity to freezing stress. Thus, HOS1 mediates ubiqui-
tination of ICE1 and plays a critical role in maintaining the level
of ICE1 target genes in the cell during cold acclimation (43).
Sumoylation of proteins prevents the proteasomal degradation of
target proteins. The null mutant of Arabidopsis SUMO E3 ligase,
SIZ1 (SAP and Miz1), exhibits reduced cold induction of CBFs and
the target COR genes, as well as hypersensitivity to chilling and
freezing stresses. SIZ1 catalyzes SUMO conjugation to K393 of
ICE1 during cold acclimation and thus reduces polyubiquitina-
tion of ICE1. Mutation in a K393 residue of ICE1 impairs its
activity (42). Hence, SIZ1-mediated sumoylation facilitates ICE1
stability and activity, whereas HOS1 mediation reduces ICE1 pro-
tein levels during cold acclimation.

Stomata play a crucial role in regulating photosynthesis and
transpiration. Recently, the scream-D dominant mutant and ice1
mutant were found to be the same as R236H, which results
in constitutive stomatal differentiation in the epidermis, and
the entire epidermis differentiates into stomata. Thus, ICE1 is
required for controlled stomatal development. ICE1protein inter-
acts and forms a dimer with other bHLH transcription fac-
tors, SPEECHLESS (SPCH), MUTE, and FAMA, which regu-
late stomatal development. ICE1 may act as a link between the
formation of stomata and the plant response to environmental
cues (44).

Recently, members of the calmodulin binding transcription
activator (CAMTA) family proteins have been identified as tran-
scriptional regulators of CBF2 expression. Cold-induced expres-
sion of CBF2 was considerably lower in camta3 mutant as com-
pared to WT plants. The CAMTA3 protein binds to conserved
DNA motifs present in CBF2 promoter and regulates CBF2
expression. The camta1/camta3 double mutant exhibited hyper-
sensitivity to freezing stress as compared to WT plants. Since
CAMTA proteins can interact with calmodulins, cold-induced
calcium signals may regulate CBFs expression through CAMTA
proteins (45).

4.3. CBF1, CBF2, and
CBF3 Play Different
Roles in Cold
Acclimation

Microarray analysis revealed that CBFs regulate about 12% of the
cold-responsive transcriptome. Overexpression of CBFs enhances
osmolyte accumulation, reduces growth, and enhances abiotic
stress tolerance (Table 3.1). Constitutive overexpression stud-
ies of transgenic Arabidopsis suggested that CBF1, CBF2, and
CBF3 have redundant functional activities (36). However, the
ice1 mutant, impaired mainly in CBF3 but not CBF1 and CBF2,
showed chilling and freezing hypersensitivity (38). Studies of the
cbf2 T-DNA insertion mutant of Arabidopsis revealed that CBFs
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have different functions in cold acclimation. cbf2 null mutants
showed increased expression of CBF1 and CBF3 and enhanced
tolerance to freezing (with or without cold acclimation), dehy-
dration, and salt stresses. Further, CBFs show a temporal differ-
ence in expression, with the cold-induced expression of CBF1 and
CBF3 preceding that of CBF2. These results suggest that CBF2
negatively regulates CBF1 and CBF3 to optimize the expression
of downstream target genes (45). In potato (Solanum tubero-
sum), overexpression of AtCBF2 failed to confer freezing toler-
ance (29). Transgenic analysis of CBF1 and CBF3 RNAi lines
revealed that both CBF1 and CBF3 are required for the full set
of CBF regulon expression and freezing tolerance (46).

Besides CBF2, the C2H2 zinc finger transcription factor
ZAT12 negatively regulates the expression of CBF1, CBF2, and
CBF3 during cold stress. Arabidopsis transgenic plants overex-
pressing ZAT12 showed decreased expression of CBFs under cold
stress (47). los2 mutant plants showed an enhanced and more sus-
tained induction of ZAT10/STZ during cold stress and enhanced
cold sensitivity. LOS2 encodes a bifunctional enolase that nega-
tively regulates the expression of ZAT10 (48).

Transgenic Arabidopsis plants overexpressing AtMKK2
showed constitutive expression of CBF2, which suggests that the
CBF2 expression is probably positively regulated by a MAPK sig-
naling cascade (11). Arabidopsis FIERY2 (FRY2), which encodes
an RNA polymerase II C-terminal domain (CTD) phosphatase,
appears to act as a negative regulator of CBFs and their target
COR genes because the fry2 mutant showed enhanced expres-
sion of CBFs and COR genes under cold stress and ABA. Since
the fry2 mutant is hypersensitive to freezing despite enhanced
expression of CBFs, FRY2 may positively regulate the expression
of certain genes critical for freezing tolerance (49). The main-
tenance of an optimal level of CBFs at an appropriate time is
necessary, because constitutive overexpression affects growth and
development significantly. Further, CBF expression is under the
control of a circadian clock. The maximal cold-induced increase
in transcription of CBFs occurs when cold stress is imposed 4 h
after dawn. Transgenic plants overexpressing arrhythmic CCA1
showed no temporal difference in the cold induction of CBF
expression (50).

4.4. CBF-Independent
Regulons

Genetic and transgenic analyses revealed that several classes of
transcription factors besides CBFs play an important role in cold
acclimation. The eskimo1 (esk1) mutant of Arabidopsis was iden-
tified through freezing tolerance genetic screening. The esk1
mutant accumulated constitutively high levels of proline and
exhibited constitutively freezing tolerance. ESK1 is constitutively
expressed and encodes the protein domain of unknown function
(23). Transcriptome comparison of CBF2-overexpressing plants
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and esk1 mutants showed that different sets of genes are regulated
by CBF2 and ESK1. However, the mechanism of action of ESK1
in freezing tolerance has yet to be revealed (51).

PRD29A::LUC reporter gene-based genetic screening led to
the identification of two constitutively expressed transcription fac-
tors, HOS9 (a homeodomain protein) and HOS10 (an R2R3-
type MYB), which are necessary for cold tolerance in Arabidop-
sis. hos9 and hos10 mutants are less freezing tolerant than wild-
type Arabidopsis (52, 53). Transcriptome analysis revealed distinct
CBF and HOS9 regulons (52). HOS10 probably regulates ABA-
dependent cold acclimation pathways, because HOS10 positively
regulates NCED3 (9-cis-epoxycarotenoid dioxygenase) and thus
ABA accumulation during cold stress (53).

Gene expression analysis revealed several transcription fac-
tors induced during cold acclimation. Transgenic analysis of cold-
inducible transcription factors helped in validation of functions of
some transcription factors in cold tolerance. Constitutive overex-
pression of the soybean C2H2-type zinc finger protein SCOF1
in Arabidopsis transgenic plants enhanced the expression of COR
genes and conferred constitutive freezing tolerance. SCOF1 inter-
acts with soybean G-box binding factor 1 (SGBF1) and may
enhance the DNA binding activity of the SGBF1. SGBF1 is
induced by both cold and ABA (54). Overexpression of the cold-
regulated rice transcription factors MYB4 (an R2R3-type MYB)
and OsMYB3R-2 (an R1R2R3 MYB) enhanced freezing tolerance
of Arabidopsis (55, 56).

Some members of the abiotic, plant hormone, and pathogen-
inducible ERF family play a crucial role in abiotic and biotic
stress tolerance. The pepper ERF/AP2-type transcription factor,
Capsicum annuum pathogen and freezing tolerance-related pro-
tein 1 (CaPF1) is induced by cold, osmotic stress, ethylene,
and jasmonic acid. Transgenic Arabidopsis overexpressing CaPF1
showed induction of pathogen-responsive as well as COR genes
and exhibited enhanced tolerance to stress by freezing and to
pathogens (Pseudomonas syringae pv tomato DC3000) (57). Sim-
ilarly, Triticum aestivum ERF1 (TaERF1) was induced by cold,
drought salinity, ABA, ethylene, salicylic acid, and infection by
Blumeria graminis f. sp. Tritici pathogen in wheat. Transgenic
Arabidopsis overexpressing TaERF1 exhibited enhanced tolerance
to cold, salt, and drought stresses, as well as pathogens (58).
Genes encoding the A-5 subgroup AP2 domain protein from
Physcomitrella patens (PpDBF1) (59) and soybean (GmDREB3)
(60) are cold induced, and overexpression of these genes con-
ferred enhanced cold tolerance.

In wheat, wheat low-temperature-induced protein 19
(WLIP19), encoding a basic-region leucine zipper protein,
is induced by cold, drought, and ABA. WLIP19 activates
the expression of COR genes in wheat. Transgenic tobacco
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overexpressing Wlip19 showed significant freezing tolerance.
WLIP19 was found to interact and form a heterodimer with
T. aestivum ocs-element binding factor 1 (TaOBF1), a bZIP
transcription factor (61). The plant-specific transcription factor
NAC (NAM, ATAF, and CUC) family plays a key role in stress
response. Overexpression of cold stress-inducible rice SNAC2 in
transgenic rice resulted in high cell membrane stability under cold
stress. Microarray analysis showed upregulation of several stress-
regulated genes in SNAC2-overexpressing plants (62). These
results suggest that several transcriptional networks operate dur-
ing cold acclimation and cold stress tolerance of plants.

5. Posttranscrip-
tional Gene
Regulation

Posttranscriptional regulation at pre-mRNA processing, mRNA
stability, and export from nucleus plays critical roles in cold accli-
mation and cold tolerance (2).

5.1. Messenger RNA
Processing

Pre-mRNA processing and exports constitute important mecha-
nisms of regulation of gene expression in eukaryotes. Pre-mRNA
undergoes various nuclear processes such as the addition of a 5′
methyl cap and poly(A) tail and intron splicing. Splicing is nec-
essary to remove introns and to synthesize translationally com-
petent mRNAs. Primary transcripts with more than one intron
can undergo alternative splicing to produce functionally differ-
ent proteins from a single gene. In plants, about 20% of genes
undergo alternative splicing. Although most alternative splicing
events are uncharacterized in plants, but it appears to play an
important role in the regulation of photosynthesis, flowering,
grain quality in cereals, and plant defense response. Recent stud-
ies have implicated intron splicing in abiotic stress response. In
wheat, cold stress induction of two early cold-regulated (e-cor)
genes coding for a ribokinase (7H8) and a C3H2C3 RING fin-
ger protein (6G2) undergo stress-dependent splicing. Both of
these genes are regulated by intron retention under cold stress,
whereas 6G2 intron retention is also regulated by drought stress.
However, homologs of these genes did not show stress-regulated
intron retention in Arabidopsis. Interestingly, barley homologs of
7H8 and 6G2 showed stress-dependent intron retention under
cold stress, whereas barley albino mutants defective in chloro-
plast development failed to retain introns in these genes under
cold stress (63). The Arabidopsis COR15A gene encoding a
chloroplast stromal protein with cryoprotective activity plays an
important role in conferring freezing tolerance to chloroplasts
(64). The Arabidopsis stabilized1 (sta1) mutant is defective in the
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splicing of the cold-induced COR15A pre-mRNA and is hyper-
sensitive to chilling, ABA, and salt stresses. STA1 encodes a
nuclear pre-mRNA splicing factor and is upregulated by cold
stress. STA1 catalyzes splicing of COR15A, which is necessary
for cold tolerance (65). Further, pre-mRNA of serine/arginine-
rich (SR) proteins, which are involved in the regulation or execu-
tion of mRNA splicing, undergo alternate splicing under cold and
heat stresses in Arabidopsis (66). Further, in addition to a change
in splicing pattern, expression levels of AtSR45a and AtSR30,
SF2/ASF-like SR proteins, are also increased by high light and
salinity stresses in Arabidopsis (67). Thus, the stress-regulated
alternate splicing machinery may in turn change the splicing pat-
tern of some of the stress-responsive genes.

5.2. Small RNAs Small noncoding RNAs, namely micro-RNAs (miRNAs) and
small interfering RNAs (siRNAs), act as ubiquitous repressors of
gene expression in animals and plants. Small RNAs are incor-
porated into the argonaute (AGO) family of proteins contain-
ing the RNA-induced silencing complex (RISC) or RNA-induced
transcriptional silencing (RITS) complex. The RISC-containing
miRNA/siRNA induces posttranscriptional gene silencing by
cleavage of mRNA and translational repression. Transcriptional
gene silencing is mainly mediated by siRNAs. Cold stress-
upregulated and -downregulated miRNAs have been identified in
Arabidopsis. Abiotic stress-induced or -upregulated small RNAs
can downregulate their target genes, which are likely negative
regulators and/or determinants of the stress response. In con-
trast, stress-downregulated small RNAs can upregulate their tar-
get mRNAs, which are likely positive regulators and/or determi-
nants of stress tolerance (68).

Accumulation of ROS is induced by abiotic stresses. Super-
oxide dismutases catalyze conversion of the superoxide radical
into H2O2, which is then detoxified by ascorbate peroxidase.
The miR398 expression is reduced and that of its target genes
CSD1 and CSD2 enhanced under oxidative stress in Arabidopsis.
Under normal conditions, miR398 targets the CSD mRNAs for
cleavage, and thus stress-induced reduction in miR398 expres-
sion results in accumulation of CSD transcripts. Because miR398
and its target sequence on the CSD mRNAs are conserved
across plant species, miR398 appears to play a ubiquitous role
in ROS detoxification under abiotic stresses (69). siRNAs derived
from double-stranded RNAs (dsRNAs) formed from the mRNAs
encoded by a natural cis–antisense gene pair are called natural
antisense transcript-derived siRNAs (nat-siRNAs). One of the
nat-siRNAs derived from a cis–nat pair of SRO5 and P5CDH
(�1-pyrroline-5-carboxylate dehydrogenase) regulates oxidative
stress and osmolyte accumulation under salt stress in Arabidopsis.
Salt stress-induced expression of SRO5 leads to SRO5-P5CDH
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dsRNA, which is then processed by DCL2, RDR6, SGS3, and
DNA-dependent RNA polymerase IV (NRPD1A) to generate a
24-nt nat-siRNA. The 24-nt nat-siRNA targets the cleavage of
P5CDH and thus accumulation of proline. Oxidative stress also
induces the expression of SRO5 and the 24-nt SRO5-P5CDH
nat-siRNA and decreases P5CDH transcript levels (70, 71). These
results suggest that small RNAs play a key role in gene regulation
in the cold and other abiotic stress response of Arabidopsis.

6. Conclusions
and Perspectives

Significant progress has been made to unravel the molecular basis
of cold acclimation in model plant Arabidopsis and winter cereals.
During cold acclimation, plants reprogram their gene expression
through transcriptional, posttranscriptional, and posttranslational
mechanisms. The ICE1–CBF transcriptional cascade plays crucial
role in cold acclimation in diverse plant species. Transgenic analy-
sis revealed that genetic engineering of CBF pathway can improve
cold tolerance across plant species. Recently, several components
of CBF-independent transcriptional pathway of cold acclimation
have been identified. Besides transcriptional regulation, plants
employ diverse posttranscriptional regulatory mechanisms to reg-
ulate their gene expression during cold acclimation. Several cold
stress-regulated miRNAs have been identified in Arabidopsis and
rice. Characterization of cold-regulated miRNAs will help under-
stand the role of posttranscriptional regulation of mRNA stabil-
ity in cold stress response of plants. Cold-induced transcriptome
differs significantly among leaf, root, and reproductive (pollen)
tissues. Most of the mechanisms of cold acclimation were studied
in vegetative stages of Arabidopsis. Further studies on transcrip-
tional networks in reproductive tissues will identify key regulators
of cold tolerance. Epigenetic processes play a key role in the regu-
lation of plant development and stress responses. Further studies
on the function of epigenetic processes, such as DNA methylation
and chromatin modifications, and epigenetic stress memory will
be necessary.
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Chapter 4

Redox-Dependent Regulation, Redox Control and Oxidative
Damage in Plant Cells Subjected to Abiotic Stress

Karl-Josef Dietz

Abstract

Stress development intricately involves uncontrolled redox reactions and oxidative damage to functional
macromolecules. Three phases characterize progressing abiotic stress and the stress strength; in the first
phase redox-dependent deregulation in metabolism, in the second phase detectable development of
oxidative damage and in the third phase cell death. Each phase is characterized by traceable biochemical
features and specific molecular responses that reflect on the one hand cell damage but on the other hand
indicate specific regulation and redox signalling aiming at compensation of stress impact.

Key words: Abiotic stress, redox regulation, cell death, reactive oxygen species, oxidative stress.

1. Introduction

Each plant is able to acclimate to changing environmental con-
ditions within its given genetic potential. In addition, the adap-
tation ability of plants has been widened during evolution by
genotypic variation and phylogenetic radiation. If the acclimation
potential is surpassed by environmental constraints (‘stressors’),
plants encounter metabolic imbalances, disturbance of develop-
ment, yield losses and eventually cell and plant death. According
to the general stress concept, an initial moderate stress impact
often is important to trigger hardening responses and only then
the full acclimation potential can be exploited by the plant (1).
Early events in most stress responses are alterations in the cel-
lular redox environment and late events the development of
progressive oxidative damage up to the extent of chlorosis and
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necrosis formation. The mutual relationship between redox
imbalance, oxidative stress and stress sensitivity and, in turn,
maintenance of redox homeostasis and stress tolerance has been
established for many abiotic stress types (2–4). The initiation of
hardening processes and the expression of appropriate acclima-
tion responses depend on mechanisms that (i) sense the dete-
riorating growth conditions, (ii) transmit the information to
regulators and (iii) allow the plant to establish the specific bio-
chemical mechanism needed to counter the adverse stress effects.
In a simplified view aiming at classifying components involved
in the first step of sensing, one can distinguish specific and
non-specific stress sensors. Specific sensors directly or indirectly,
e.g. mediated through specific metabolic reactions, monitor the
chemical or physical ‘environment’ and thus eventually the advent
of a stress stimulus.

Heat-induced conformational changes of heat shock fac-
tor proteins (5) and Cd-induced activation of phytochelatin
synthase (PCS) (6) are two examples of direct and stress-
specific activation of responses. In the first case temperature-
dependent decrease of the activation energy barrier facilitates
a conformational switch which according to a widely discussed
hypothesis enables the trimerization of heat shock factors,
translocation of the complex to the nucleus and transcription
of early heat stress-responsive genes (7, 8). In the second
case, thiol and glutamate groups within PCS are responsible
for metal-mediated activation of PCS which synthesizes phy-
tochelatins, a (γ-glutamylcysteine)n-glycine, from glutathione by
its γ-glutamylcysteinyl-transpeptidase activity (9, 10). Accumulat-
ing PCs bind certain metals such as Cd2+, Cu2+ and Zn2+ and
also enable their transport to the vacuole. On the other hand
not each stressor is sensed by specific sensory mechanisms. With
increased strength the stressor gradually alters the metabolic state
and progressively dis-regulates the otherwise finely tuned cellular
processes. This is immediately plausible for xenobiotics, rare toxic
metals or nutrient deprivation, stressors which are either little
abundant in nature or chemically highly variable, or where transi-
tion from adequate to limiting supply and to severe stress occurs
in a gradual fashion. Such structural and functional alterations
and deviations are countered by established regulatory mecha-
nisms to regain homeostasis and by activation of general defence
systems to minimize damage development. Redox regulation and
antioxidant defence usually are often assigned to the category of
secondary stress responses (5).

It appears quite clear that the assignment of redox dise-
quilibria as solely secondary stress effects inadequately describes
the principle relationship between redox regulation and acclima-
tion. Literature presents a vast set of publications on the effect
of various stressors on the cell redox state which in its totality
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suggests that redox sensing is intricately involved in primary stress
defence. A small part of the available information is summarized
in this contribution. In addition it is attempted to substantiate the
hypothesis that redox deregulation and its readjustment are prime
events in stress response.

1.1. Players in
Oxidative Stress

Cell metabolism comprises many redox reactions embedded in
metabolic pathways or electron transport processes. Reduction–
oxidation reactions often show very large changes in Gibbs free
energy and a very high reduction potential of involved metabo-
lites corresponding to a very negative redox midpoint potential,
e.g. the conversion of pyruvate to acetate with an Em of −0.7 V
(11). The substrates and products of these reactions are harm-
less as long as the reactions proceed in a controlled manner, and
the rate of reducing power release is adjusted to the needs of the
cell. However, if the tight control fails and specific intermediates
such as ferredoxin and other Fe−S centres, quinones and flavins
turn highly reduced, the propensity of electron transfer from these
donors to O2 increases. The single electron transfer to dioxy-
gen generates superoxide O2

.−, a reactive oxygen species (ROS).
The midpoint redox potential of the redox couple O2+e−→O2

.−
is −0.33 mV (12). O2

.− reacts with many cellular compounds

Yield

Increasing stress factor strength

no yield loss
high fitness

progressive yield loss
decreasing fitness

no yield
no reproduction

Metabolic 
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-forward 
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oxidative damage to macromolecules
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Fig. 4.1. Schematic depiction of the phases of redox deregulation and oxidative damage
development during progressive impact of an environmental factor that if present above
a certain threshold causes abiotic stress. During phase 1, regular metabolic regulation is
efficient and no yield loss occurs. Plant fitness in terms of reproductive units is maximal.
In phase 2, severe redox imbalances and oxidative stress coincide with increasing yield
loss. In phase 3, the stress level has reached a level that strongly inhibits growth up to
stagnation and suppresses the development of reproductive structures and may even
cause cell death.
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of the cell, e.g. ascorbate, glutathione, unsaturated lipids and
protein thiols, with reaction constants between 103 and 107 L
mol−1 s−1 (13). Reaction of O2

.− with double bonds in lipids
causes lipid peroxidation. For comparison, superoxide dismutase
(SOD) increases the rate constant of O2

.− dismutation to a dif-
fusion limited rate of 2×109 L mol−1.s−1. Spontaneously occur-
ring or SOD-catalyzed dismutation of O2

.− releases H2O2 which
is less reactive than O2

.− but may be converted by reduction
to highly toxic hydroxyl radical (OH·). OH· abstracts electrons
from organic compounds which may be present in close vicinity
and thereby modifies and damages target molecules such as pro-
teins and nucleic acids within diffusion distance of the generation
site. Reactive nitrogen species (RNS) including NO and perox-
ynitrite and other radicals such as thioyl and peroxyl also partic-
ipate in potentially uncontrolled redox metabolism in the cell. If
the redox imbalance is progressively manifested severe oxidative
damage and induction of cell death programmes may ultimately
cause cell death (Fig. 4.1).

2. Phases of
Redox
Deregulation and
Cell Death The short outline of potential hazards of uncontrolled redox

reactions and accumulation of reactive redox species (RRS) sub-
stantiates the view that the primary goal of cellular regulation is
the readjustment of metabolic homeostasis under conditions of
increasing redox imbalances. Deviations from redox equilibrium
of central redox intermediates must be sensed prior to oxida-
tive damage development. This information must be transduced
into appropriate compensatory responses. The necessity of redox
sensing and redox regulation may explain why redox sensitive
cysteinyl residues are widely present in proteins, and why thiol
modifications modulate many cellular activities (14). Analysis of
the redox proteome and its alteration upon stress are important
to understand the cellular regulatory state and the response to
stress. During the last years diverse proteomics methods have
been developed to address this topic. Thioredoxin (Trx) and
glutaredoxin (Grx) trapping by chromatography of Trx- and Grx-
targets (15, 16), differential fluorescence labelling of thiol pro-
teins and their separation in 2D gels (17) and diagonal redox gel
analysis (18, 19) have allowed to identify hundreds of potential
dithiol/disulfide transition proteins involved in virtually all func-
tional categories of the cell covering metabolism, transport, tran-
scription, translation and signalling (19). For part of the identified
proteins the significance of changing redox state has been proven
by functional tests under reducing and oxidizing conditions, for
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most others not. The thiol–disulfide proteins are woven into a
network consisting of redox input elements, redox transmitters,
redox targets and redox sensors (14). The state of this redox net-
work under normal growth conditions and during abiotic stress is
poorly understood. However, it is likely that stress-related redox
changes are sensed on this level of the thiol–disulfide redox pro-
teome and converted to early responses of compensatory read-
justment of metabolic fluxes. In context of retrograde signalling
from the chloroplast to the nucleus, the plastoquinone redox state
provides also information on the state of the photosynthetic elec-
tron transport chain via protein kinases such as Stn7 and Stn8
in Arabidopsis thaliana for short- and long-term light acclima-
tion (20–22). Chloroplasts also function in stress sensing since
photosynthesis amplifies environmentally caused metabolic imbal-
ances and retrograde signalling can transmit this information to
the other cell compartments (23). Retrograde signals from the
plastid to the nucleus as from the mitochondrion to the nucleus
also reflect photosynthetic redox states and involve redox as well
as ROS signals. The redox cues derive (i) either from the photo-
synthetic electron transport (PET) chain itself such as the redox
state of the plastoquinone pool, (ii) the acceptor site of photo-
system I such as the NADPH or thioredoxin system, or are (iii)
signals linked to singlet oxygen, O2

.−, H2O2 and lipid peroxides
(24). Abiotic stresses affect the retrograde signalling by modifying
the balance between energy provision through the light reaction
and the energy-consuming activities of the anabolic metabolism
and growth.

In a more progressed stress state of redox imbalance, ROS
and RNS accumulate above the normally very low levels due to
stress-stimulated high rates of ROS and RNS generation with
insufficient detoxification activity. This second phase is charac-
terized by a large set of cell responses and metabolic alterations
(Fig. 4.2) which are intensely studied in different plants and
with diverse stresses. Phase 2-associated stress effects are ROS
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Fig. 4.2. Tentative assignment of regulatory features, metabolic events and damage symptoms to the different phases
of redox deregulation.
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generation, e.g. determined by diaminobenzidine (DAB) and
nitroblue tetrazolium (NBT) staining for histochemical detec-
tion of H2O2 and O2

.−, respectively, e.g. in Cd2+-exposed pea
plants (25). Both methods do not quantify the accumulated lev-
els of ROS but rather determine a mixed signal of concentra-
tion and ongoing rate of production. Other imaging methods
for measuring accumulating ROS in cells involve dichlorofluo-
rescein diacetate. Using this single cell method ROS generation
was shown to increase in tobacco with decreased levels of alter-
native oxidase in mitochondria (26). New imaging methods such
as counting of biophotons emitted during ROS reactions in vivo
which depend on the availability of sophisticated machinery (27)
and novel molecular probes are only used at a small scale until
now. Another typical indicator of phase 2 is the accumulation of
malondialdehyde as a consequence of non-enzymatic or enzy-
matic lipid peroxidation (28). Oxidation of unsaturated fatty acids
at a low level is a normal reaction in living cells. Enzymatic oxida-
tion is catalyzed by lipoxygenases whose transcript levels are high
in young leaves, while stereo-random lipid peroxidation products
accumulate in senescent leaves indicating the predominance of
non-enzymatic lipid peroxidation reactions (28).

The third phase of damage development corresponds to
growth stagnation, failure to reproduce and tissue and plant
death (Fig. 4.2). Some stressors such as microbial pathogens that
induce not only the hypersensitive response but also ozone expo-
sure, heat and excessive salt stress cause lesions in tissues and cause
cell death by necrosis or programmed cell death.

2.1. Phase 1:
Redox-Dependent
Deregulation in
Abiotic Stress

The cause for any deviation from cell redox equilibrium is an
imbalance between energy supply and consumption. Such imbal-
ances in metabolism occur if substrate provision, activity of com-
mitted steps and other exergonic reactions of the energy pro-
viding metabolic pathways either remain more active or run
with lower efficiency than demanded by downstream pathways
that consume energy in growth and development. Under nor-
mal conditions, feedback regulation adjusts the upstream and
downstream activities. However, under stress, such regulatory
mechanisms frequently fail. As a consequence, the redox states
of NADH/NAD+ and NADPH/NADP+ may shift to a more
reduced or a more oxidized state. Plant cells maintain highly
active pathways to oxidize excessively formed NADPH and
NADH. The mitochondrial external NAD(P)H dehydrogenase
(eNDH) in conjunction with alternative oxidase and uncoupling
protein allow for dissipation of reducing power without the con-
comitant generation of proton motive force and ATP (29).

The alternative oxidases (AOXs) belong to two groups,
AOX1 and AOX2, of which the AOX1 group strongly responds
to various stress treatments such as oxidative stress. Interest-
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ingly one particular NAD(P)H dehydrogenase (ndb1) is highly
coregulated with aox1a (30) suggesting a coordinated func-
tion in over reduction control. Recently it was shown that the
NADPH redox poise feeds back to the photosynthetic electron
transport chain as well (31). Two transgenic tobacco lines with
either reduced levels of ferredoxin-dependent NADP+ reduc-
tase (FNR), linking electron transport to NADP+ reduction,
or reduced levels of glyceraldehyde 3-phosphate dehydrogenase
(GAPDH), catalyzing the NADPH consuming reaction in the
Calvin cycle, showed a similar degree of inhibition of carbon fixa-
tion and lowered electron transport. Interestingly the GAPDH
knock down plants revealed no visible signs of stress, while
the FNR plants were chlorotic and oxidatively stressed. The
authors propose that increased NADPH reduction activates a
regulatory mechanism that protects the photosynthetic appara-
tus (31). This mechanism is not activated in the FNR plants
causing stress symptoms to develop. These examples show high
redundancy in regulation aiming at adjusting an adequate cel-
lular NAD(P)H redox poise. Via NADPH-dependent thiore-
doxin reductase and NADPH-dependent glutathione reductase,
the NADPH redox poise feeds into the thiol protein redox net-
work (14). More than 300 thiol proteins have been identified
by diverse proteomics approaches that either interact with thiore-
doxin (15), with glutaredoxin (16) or undergo major conforma-
tional changes upon shifting from a reduced to an oxidized state
(19). The energization level of illuminated leaves and the NADP-
reduction state often increase under stress. For example under
nutrient deprivation caused by S- or P-deficiency the assimilatory
force FA which is the product of phosphorylation potential and
state of the NADP system FA = [ATP]

[ADP][Pi]
[NADPH][H+]

[NADP+] = k [DHAP]
[PGA]

(where Pi is inorganic phosphate, DHAP dihydroxyacetone phos-
phate and PGA 3-phosphoglyerate) increased in spinach leaves
(32). Since the [ATP]/[ADP]-ratio decreased, this increased FA
likely indicates increased reduction potential. Changes in the
NADPH redox state via coupling to the thioredoxin and glu-
tathione/glutaredoxin systems will modify the redox state of tar-
get proteins. New cell imaging methods using roGFP allow mon-
itoring the redox state of the glutathione system (33).

The almost full reduction of roGFP2 in vivo corresponds to
only 1% oxidized glutathione under normal conditions, i.e. at
a total cytosolic glutathione concentration of 2.5 mmol/L only
25 nmol/L would be present in the oxidized glutathione disul-
fide form (GSSG) (33). The rapid equilibration of the roGFP
redox state with the glutathione pool is realized by coupling to
glutaredoxin activity (34). Thus the first phase of stress-mediated
redox imbalances will be reflected by altered thiol redox states
and activities of thiol-regulated target proteins (35), which will
affect diverse levels of cell activities reaching from metabolism to
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translation and transcription. Comprehensive studies to describe
this state under stress are unavailable. However, the experiment
performed by Kolbe et al. (36) by administering dithiothreitol
(DTT) to intact leaves might be a first approximation of the
altered cell state under conditions of increasing reduction without
concomitant generation of reactive oxygen species. Synthesis of
starch, organic acid, amino acid, protein and cell wall increased in
the presence of 5 mmol/L DTT, while carbohydrate metabolism
including sucrose synthesis decreased (36). This study shows the
power and significance of redox-dependent readjustment of cell
activities after redox deregulation during abiotic stress (37).

2.2. Phase 2:
Development of
Oxidative Damage
During Abiotic Stress

If the readjustment of cell redox norm by compensatory reac-
tions in phase 1 fails excessively available electrons are trans-
ferred to oxygen as described above, primarily generating reactive
oxygen species and secondarily other radicals and reactive
metabolites by subsequent reactions of ROS. This second phase
is subsumed as oxidative stress which is considered to be a major
cause of stress-associated decline in biomass production and yield
(38). Cells maintain an antioxidant defence system to eliminate
toxic reactive intermediates. The detoxification is mostly achieved
by dismutation, reduction or conjugation of the reactive interme-
diates. The reduction reaction is linked to NAD(P)H, glutathione
and glutathione/glutaredoxins or thioredoxins as exemplified in
the following: (i) Aldehyde dehydrogenases (ALDH) reduce reac-
tive aldehydes by using NAD(P)H as cofactor. If not detoxi-
fied these aldehydes may initiate lipid peroxidation during stress.
Many ALDH transcripts respond to stress. Overexpression of At-
ALDH3-gene in A. thaliana resulted in a significant increase in
tolerance to NaCl−, Cd−, Cu−, H2O2− and methyl viologen-
linked stress with concomitant decrease in malondialdehyde
formation as compared to wild-type plants (39). (ii) In the
Halliwell–Asada cycle ascorbate peroxidase reduces H2O2 to
water and oxidizes ascorbate. Regeneration of ascorbate by dehy-
droascorbate reductase is coupled to glutathione and glutathione
reductase (40). (iii) Peroxide reduction by peroxiredoxins is either
linked to the glutathione/GRX system (41) or the thioredoxin
system (42, 43).

Proteins are prone to oxidative and nitrosative modification.
Amino acid side chains that are targeted by this type of reaction
in particular are cysteine, methionine, tyrosine and tryptophan.
Such oxidative reactions are used to generate functional cofac-
tors in some enzymes (44). In other cases oxidative modifica-
tions play a regulatory role of protein activity, e.g. the sulfinic
acid form of typical 2-Cys peroxiredoxins that is rereduced by
sulfiredoxins (45). Or they are irreversible and mark proteins for
degradation (46).
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In addition to their potentially damaging effect, ROS serve
as important signalling messengers in cells and between cells.
Altered accumulation of singlet oxygen in chloroplasts (47),
decreased hydrogen peroxide detoxification in peroxisomes by
catalase suppression (48) or in mitochondria by knockout of the
mitochondrial PrxII F (49) trigger specific changes in nuclear
gene expression as derived from transcriptomics analyses. The sig-
nalling effect depends on sensoric systems that reversibly detect
changes in ROS levels. That is where phase 1 and phase 2
mechanisms of the redox regulatory network converge: Oxidative
modification of thiol target proteins which alter their activity in
dependence on the redox state is controlled by electron drainage
from the redox network by ROS and reduction by the electron
input elements (14). H2O2 is assumed to play a crucial role in
electron drainage from the redox regulatory network.

Extracellular generation of reactive oxygen species is impli-
cated in processes such as crosslinking and loosening of cell wall
constituents, respectively, by production of H2O2 or OH· (50),
initiation of hypersensitive response as incompatible pathogen–
host interaction (51) and in systemic signalling, e.g. after
illuminating leaves with excess excitation energy (52). Systemic
signalling is the spreading of a signal to communicate the occur-
rence of stress in a particular plant tissue to distant non-stressed
tissue and involves a plasma membrane NADPH dehydrogenase
that generates O2

.− (53). The lesion simulating disease 1 (lsd1)
mutant of A. thaliana is deregulated in its excess excitation energy
acclimation response. Data from a detailed analysis of hormone-,
plastoquinone- and ROS-dependent signalling suggest that pro-
grammed cell death, light acclimation and many other defence
responses are linked and initiated, at least in part, by redox
changes of the PQ pool (54).

In addition to oxygen-dependent modifications, protein
nitrosylation and nitration also strongly affect cell functions. In
a screening approach to identify defence mechanisms involved in
heat stress tolerance, two A. thaliana mutants with missense alle-
les of nitrosoglutathione reductase were identified (55). Seedlings
with the missense alleles do not acclimate to heat stress in the
dark, while the null alleles can acclimate to heat in the light.
Since nitrosoglutathione is a substrate of S-nitrosylation of pro-
teins its decomposition is essential to reduce nitrosative stress.
The data of this study signify the important role of nitrosoglu-
tathione reductase-dependent NO homeostasis in abiotic stress
and plant development (55).

2.3. Phase 3: Cell
death, Reactive
Oxygen Species and
Abiotic Stress

Developmental cues, biotic interactions and abiotic environmen-
tal factors affect cell fate and also may initiate cell death. Necro-
sis describes a rapid cell death with cell swelling due to collapse
of cell membrane integrity and loss of osmoregulation. It occurs
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when a sudden overwhelming stress impacts on the plant cells.
Alternatively, apoptotic cell death involves the activation of a bio-
chemical programme that causes the cell to die and consists of
specific steps. Often mitochondria are involved as ROS source,
cytosolic caspase-like proteases are activated, DNA is cleaved and,
in a terminal phase, the cell shrinks by cytoplasmic condensation
(56). The oxidative state and the overproduction of ROS are intri-
cately involved in cell death. Severe heat stress is a well-studied
abiotic stress leading to programmed cell death. After treatment
at 55◦C for about 10 min tobacco Bright Yellow-2 (BY-2) sus-
pension cultured cells accumulate increasing amounts of H2O2 in
a biphasic kinetics and also malondialdehyde over a period of 48 h
after the transient stress treatment, while the control cells treated
with a mild heat stress of 35◦C for 10 min generated H2O2 only
transiently. DNA fragmentation and cytoplasmic condensation in
dying 55◦C-treated cells indicate the involvement of an apoptosis-
like programmed cell death (PCD) (2). The severely stressed cells
also accumulated NO. A balanced accumulation of H2O2 and
NO is required for inducing PCD in plant cells (57, 58). Ascor-
bate and glutathione levels increased in the 55◦C-treated cell,
while their reduction state decreased. Total ascorbate peroxidase
activity fell to about one-third of the pre-stress value within 1 h.

Locato et al. (2) hypothesize that the collapse in APX activ-
ity coincides with PCD. Interestingly the induction of PCD in
cadmium-treated BY-2 cell cultures depends on the cell cycle
phase (59). Cd application induced apoptosis-like PCD in the
S and G2 cells as indicated by pronounced DNA fragmenta-
tion, while Cd administration to cells in the G1 and M phase
underwent slow non-lytic cell death. The authors hypothesize
that the biological significance of the PCD in the S and G2
phases might reflect the necessity of removing defective and mas-
sively stressed meristematic cells, while the slow autophagic type
mechanism in the G1 phase might be a mechanism to delay
cell death in adult cells and tissues where no rapid cell death is
required and maintenance of cell functions as long as possible is
advantageous (59). Plant-specific PCD regulators and signalling
pathways have been identified in mutant screens, e.g. for lesion-
mimic mutants with more than 37 independent loci (51).
Examples are the vtc-mutants (vitamin c-deficient), where an
ascorbate deficiency fosters ozone-induced lesion formation (60),
and the rcd-mutants (rcd: radical induced cell death) (61). In the
Arabidopsis mutant sos1 that is hypersensitive to salt, moderate
salinity induces biochemical and cytological changes typical for
lysigenous PCD (62). Salinity stress and abscisic acid whose syn-
thesis is enhanced under salt stress cause accumulation of reactive
oxygen species. By a screen for increased salt tolerance, a first
candidate gene product that links these cell responses has been
identified and encodes ITN1, a transmembrane protein with an
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ankyrin repeat motif apparently involved in the control of ROS
generation by NADPH oxidase (3). These examples show the
intricate relationship between oxidative stress, hormonal control
of cell responses and induction of cell death programme (63).

3. Conclusions

An abstract text mining search in scientific databases for the com-
binations of abiotic stresses, e.g. salt stress or cadmium stress, and
oxidative stress, retrieves thousands of references across all phy-
logenetic kingdoms. Apparently redox imbalances, generation of
reactive species, oxidative modifications to cell structures and in
the most severe case cell death are part of the cell response to
adverse environmental conditions. In the light of this strict inter-
relation, the distinction between primary stress effects as defined
by immediate impact of the stressor on cell functions and sec-
ondary stress effects, namely osmotic and oxidative stress, appears
not to be well substantiated (64). As pointed out above the
stressor-induced damage to cell structures is possibly always or
at least in most cases the consequence of unfavourable oxidation
reactions involving ROS and RNS. Thus the analysis of redox pro-
teins, redox linked regulation, quantification of oxidative stress at
the level of specific individual and sensitive macromolecules, and
the stress-tailored activation of antioxidant mechanisms counter-
acting the development of oxidative stress will remain a major
topic of abiotic stress research. Species that are tolerant, e.g. to
heavy metal regularly have an enhanced antioxidant capacity (for
review see [4]). On the other hand, the tolerance mechanisms at
first hand must involve biochemical reactions such as transport
that specifically reduce the stress strength in plasmatic compart-
ments of the plants or strengthen the stability of sensitive sides.
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Chapter 5

Array Platforms and Bioinformatics Tools for the Analysis
of Plant Transcriptome in Response to Abiotic Stress

Nese Sreenivasulu, Ramanjulu Sunkar, Ulrich Wobus,
and Marc Strickert

Abstract

Current microarray technologies allow high-density in situ synthesis of oligonucleotides or ex situ spot-
ting of target molecules (cDNA) for conducting genome-wide comparative gene expression profiling
studies. The avalanche of available microarray gene expression data from model plant species covering
cell-related, tissue-specific, and developmental events, as well as perturbations to a variety of environ-
mental stimuli has triggered many activities regarding the development of adequate bioinformatics tools
for the analysis of these complex data sets. In this chapter we summarize the technical issues of different
microarray technologies, discuss the availability of bioinformatics tools, and present approaches to extract
biologically meaningful knowledge. For case studies of abiotic stress transcriptome analysis we highlight
the unprecedented opportunities provided by these high-throughput technologies to understand net-
works of regulatory and metabolic pathway responses of plant cells to the application of abiotic stress
stimuli.

Key words: Array technology, microarrays, macroarrays, transcriptome analysis, bioinformatics
tools, abiotic stress.

1. Introduction

The recent technology-driven and fast evolving development of
genome analysis instruments has revolutionized animal and plant
genomics. Presently a variety of platforms are available to per-
form gene expression profiling for the quantification of transcript
abundance in cells, tissues, or organs and their responses to envi-
ronmental stimuli such as biotic and abiotic stress. For address-
ing transcriptome-related biological questions the researcher can
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choose between different platforms: (a) techniques mostly con-
fined to binary comparisons: differential displays (1) and repre-
sentational difference AFLP analysis (2); (b) latest revolutionary
cost-effective sequencing approaches to identify transcripts from
specific libraries including transcript-enriched tag identification
through sequencing (SAGE–serial analysis of gene expression)
(3); and (c) hybridization-based approaches, especially microarray
technologies, which allow comprehensive transcriptome analyses
of any given cell type and its response to external perturbations
like abiotic stress. In this chapter we focus on the wide potential
of array-based hybridization platforms.

Lately a number of reviews were published, which address
genomic aspects of plant responses to abiotic stress (4–7). Here,
we focus on technical aspects. We first provide an overview of
array platforms and discuss their advantages and disadvantages.
Furthermore, a summary of existing databases for these platforms
is given. Second, bioinformatics approaches are discussed that
help turning raw experimental data into biologically meaning-
ful data, thereby addressing questions about necessary steps of
normalization for faithful comparisons with reference data and
about the use of dimension reduction techniques and cluster-
ing algorithms for extracting differentially expressed genes under
abiotic stress treatments. Software tools for the identification of
metabolic pathways linked to differentially expressed gene sets are
discussed as well as possibilities for reaching insights into stress-
related transcriptional dependencies by interpreting these com-
plex data in the context of networks. Third, a case study of tran-
scriptome profiling is given describing the influence of terminal
drought on barley seed metabolism. In addition to that, future
directions of plant genomics are outlined by extrapolating tools
and data available for the model plant Arabidopsis thaliana to
more important crop plants. Finally, the relevance of integrative
and systems approaches as applied to stress biology will be dis-
cussed.

2. Array-Based
Technology
Platforms for
Transcriptome
Studies

In order to produce arrays for whole-transcript gene expression
analyses, available EST or cDNA sequences from libraries are used
to first amplify cDNA fragments by the polymerase chain reaction
(PCR) using vector- or gene-specific primers. The amplified and
purified fragment collections can then be spotted on the surface of
nylon membranes with a density of 12,600 fragments with dupli-
cated spots on an 11 × 22 cm filter (macroarray) using a spotting
robot or the EST collection can be printed onto a microscopic
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glass slide (microarray), which can accommodate 30,000 ampli-
fied cDNA fragments (8). Details of design and fabrication as
well as probe synthesis and hybridization of macroarrays using
33P-labeled nucleotides (9) and of microarrays using Cy3 and
Cy5 fluorescent probes (10) have been described. Hybridizations
have to be performed under stringent, high-temperature condi-
tions in order to avoid cross-hybridizations among closely related
sequences as much as possible. Macro- and microarray technolo-
gies allow a great deal of flexibility in terms of design under
moderate costs. Therefore, such a technology has often been the
method of choice for academic research on gene discovery and
transcriptome studies. The use of Cy3 and Cy5 fluorescent dyes
in microarray hybridizations allows to differentially label mRNA
populations from control and abiotic stress-treated tissues and
eventually to hybridize them under competitive binding condi-
tions to the array probes. The hybridized array is then read at
wavelengths specific to Cy3 (∼550/570 nm) and Cy5 fluores-
cent (∼650/670 nm) dyes, and the measured ratio of transcript
levels is determined and used to identify down- or up-regulated
gene sets in a given abiotic stress treatment. Conducting label-
ing experiments by combining both dyes on arrays and counting
Cy3/Cy5 ratios might be problematic in summer months due to
a rise in ozone levels beyond/up to 25 parts per billion (ppb),
since the exposition of Cy5 dye to 5–10 ppb ozone levels for 10–
30 s leads to its degradation. Use of the Cy3 dye alone is more
stable which could sustain ozone levels up to 100 ppb. Although
such experimental designs are cost-effective, the obtained results
can often not be integrated in the analyses of larger experimental
series due to technical limitations.

Furthermore, in these kinds of ex situ spotted (cDNA) arrays
the possibility of undesired cross-hybridization between closely
related gene family members always exists. This issue is particu-
larly important given the fact that most organisms contain multi-
gene families whose members possess a high degree of sequence
similarity but are often expressed in a cell-specific manner. To
tackle this problem, oligonucleotides (60–100 mers) may be
amplified from unique parts of transcripts often found in the 3′-
untranslated region of messengers. Such sequences can potentially
differentiate between gene family members as well as splice vari-
ants thus allowing designation of a specific transcript level to an
individual gene family member. This option is especially recom-
mendable when whole genome sequence information is available
as for rice (http://rice.plantbiology.msu.edu/index.shtml), Ara-
bidopsis (http://www.tigr.org/tdb/e2k1/ath1/) and a few other
plant species (11).

The recently advanced combination of powerful robotics
approaches and in situ oligonucleotide synthesis technologies
enables an effective production of oligo arrays as important
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genomics tools. Commercially fabricated arrays of the Agilent,
NimbleGen, and Affymetrix platforms allow relatively straight-
forward data generation due to well-described experimental
procedures covering RNA sample preparation, probe labeling,
hybridization, and signal detection procedures (see the available
review by 12). These procedures can also be outsourced to com-
panies. Hence, we focus on aspects relevant to deciding which
technology should be used in a given experimental set-up.

The Agilent platform (http://www.chem.agilent.com/en-
US/products/instruments/dnamicroarrays/pages/default.aspx)
and NimbleGen arrays allow spotting of longer oligonucleotides
(60–100 mers) at a higher density through ink-jet and maskless
array synthesizer technologies, respectively. The Agilent and
NimbleGen platforms are also flexible, efficient, and relatively
cost-effective. Agilent allows researchers to test their DNA
sequences to find the best oligos using the eArray platform
provided by Agilent free of charge and to design arrays which
could accommodate 244,000 oligos (1 × 244 K) on a standard
1 × 3 in. glass slide. Alternatively, the design allows freedom to
choose different formats as, for instance, 2 × 105 K, 4 × 44 K,
and 8 × 15 K, depending on the number of available target
sequences from a given crop plant. Likewise, NimbleGen allows
multiplex arrays 12 × 135 K to run several replicates on the same
array (http://www.nimblegen.com/products/lit/expression_
brochure_2008_10_31.pdf). For labeling it is recommended to
use one color Cy3 fluorescent probes (see above). Detailed pro-
tocols for cRNA synthesis, purification, hybridization, washing,
scanning, and feature selection are provided by the Agilent Com-
pany (http://www.chem.agilent.com/Library/usermanuals/
Public/G4140-90041_One-Color_Tecan.pdf). Printing of mul-
tiplex microarrays (4-plex or 8-plex arrays) with a feature of
60-mer oligos helps to achieve high specificity and sensitivity
with a need of only small probe volumes. These technological
features are beneficial for obtaining reliable quantitative infor-
mation on transcript abundances even from small amounts of
RNA used for amplification by in vitro transcription with T7
polymerase. Such small amounts are typically obtained from
micro-dissected tissue samples of control and stress-treated plant
material.

The other major platform based on oligonucleotides is
provided by Affymetrix (http://www.affymetrix.com/). It has
been well accepted to study genome-wide gene expression
patterns also in different crop plant species subjected to diverse
stress (http://www.ncbi.nlm.nih.gov/geo/; https://www.
genevestigator.com/gv/index.jsp) treatments. For this platform
Fodor et al. (13) implemented a photolithographic technology
which allows to spatially addressing approximately 300,000
spots/cm2resulting in an extremely high oligo density. The
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procedure allows a realization of at least 11 short (20–25mer)
oligos as perfectly matching and mismatching probes from
a chosen mRNA reference sequence typically derived from
the most unique part of the 5′-untranslated region of the
transcript. The feature of perfect match and mismatch probes
enables a statistically powerful comparison of signals obtained
from different arrays (14). The described salient features of
the Affymetrix chip design compensate for the limitations of
shorter oligos known to yield less specific hybridization data and
reduced sensitivity in comparison to longer oligos (60 mers and
longer). For the production of custom arrays additional design
costs will be included. Hence, the technology is usually inac-
cessible to academic laboratories for performing large series of
experiments.

In order to get a comprehensive overview of stress regulation
mechanisms, researchers usually need to utilize a combination of
expression platforms: (i) custom-made arrays to perform detailed
experiments covering stress responses from diverse time points
during development. These experiments also allow selecting sam-
ples of special interest which are then (ii) subjected to genome-
wide expression analyses using Affymetrix or Agilent chips. Such
analyses are necessary, since a single developmental time point is
insufficient for the identification of differential gene expression
processes between control and stress-treated samples due to the
fact that developmental cues and stress perception can be different
at different developmental stages.

To compare data obtained from different platforms, a
number of critical issues related to hybridization specificity
and signal sensitivity discussed above have to be considered
with care before interpreting the results in a biologically rele-
vant manner. The Microarray Quality Control study (MAQC)
incorporating data from seven microarray platforms and three
alternative technologies highlighted that oligo-based microar-
ray technology data are comparable and well reproduced
(14). Among them, the Affymetrix technology turned out to
yield expression data of superior quality with better repro-
ducibility between the arrays, in particular for low-expre-
ssed genes (http://www.affymetrix.com/support/technical/
technotes/expression_comparison_technote.pdf), whereas the
Agilent platform shows improved sensitivity with a signi-
ficant detection of higher numbers of genes above background
level due to high-fidelity DNA synthesis (http://www.chem.
agilent.com/Library/technicaloverviews/Public/5989-5805EN
_LO.pdf). There are several data repositories available. Among
them the Gene Expression Omnibus (GEO) database allows
storage of unprocessed and processed gene expression data in dif-
ferent formats of arrays according to the standards of Minimum
Information About a Microarray Experiment (MIAME) (15).
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3. Bioinformatics
Approaches for
Data Processing
and for the
Inference of
Metabolic and
Regulatory Gene
Networks from
Transcriptome
Studies

The full potential of high-throughput array technologies can only
be exploited in tight combination with suitable computational
data analysis tools. Complementary to sequence search jobs that
can be highly parallelized into separate tasks on a cluster com-
puter, array data analysis puts higher demands on fast accessible
memory capacity. Data matrix operations necessary for cluster-
ing and statistical analysis do strongly profit from symmetric mul-
tiprocessing (SMP) computer architectures with several proces-
sors/cores connected to the same, possibly large, main memory.
On such machines, programming languages like Java provide easy
support for multithreaded program execution, and mathematic
libraries for parallel evaluation of shared data can be effectively
used by bioinformatics tools.

The array data have to be evaluated at two levels, first by
pre-processing the data to control for quality checks and even-
tually post-processing the data to infer the biological significance
of the transcriptome study results. The detailed steps involved in
pre-processing of microarray data obtained from different plat-
forms have lately been reviewed by Durinck (16). Also the R
packaging system (http://www.r-project.org) has been utilized
effectively to develop open source software for assessing quality
checks of microarray data in Bioconductor (http://www.
bioconductor.org). For Affymetrix data analysis the Robin
platform has been developed (http://bioinformatics.mpimp-
golm.mpg.de/projects/own/robin).

In this chapter, we concentrate on the array data post-
processing pipeline (Fig. 5.1B–E), which is summarized as fol-
lows. After quality checks, the array data are normalized to reach
best comparability of the experiments. At first dimension reduc-
tion techniques help to visualize the obtained multi- and high-
dimensional data sets and to identify general data groupings
and outliers. More accurate groupings and better characteriza-
tion of gene expression patterns are achieved by clustering meth-
ods. Thereby, the choice of data similarity measure usually has
a strong impact. For identification of stress-regulated gene sets,
potentially interesting candidate genes triggered by the applica-
tion of stress conditions are discovered by statistical analysis. To
widen the scope from individual genes to families of function-
ally related genes, a combination of functional annotations and
statistical tools is an essential approach for creating an in-depth
understanding of biochemical metabolic pathways and regulatory
networks responsive to stress treatments as part of systems reg-
ulation processes and their interaction structures. The individual
steps of the data processing pipeline are discussed in the follow-
ing sections.
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3.1. Normalization
Makes Array Data
Comparable

Normalization is an important data transformation step to turn a
collection of data records by an information-maintaining opera-
tion into well-comparable data sets (17). Only after strong efforts
have been undertaken to make measurements as similar as possi-
ble between the arrays, the remaining differences indicate a set
of candidate markers explaining biologically meaningful differ-
ences corresponding to the experimental design, including stress
treatments, time points, and so forth. Thereby, the normalization
method must be chosen according to subsequent analysis targets
(18). For example, a logarithmic transform or a z-score transfor-
mation might be needed to prepare data sets for the application of
Student’s t-test which requires normal distributed data. It should
be noted that normalization of arrays (columns represented by
different samples/experiments) will be distorted if an additional
normalization of genes (rows represented by genes) is conducted
and vice versa (see also below).

Two elementary modes of normalization exist, within-sample
normalization and between-sample normalization. Median cen-
tering, i.e., subtracting the median value, from an array is a typ-
ical within-sample operation which does not require information
from other data samples. On one hand, this makes within nor-
malization usually quite fast, whereas between arrays (samples)
normalization needs to be redone for the whole data sets even
after adding only a single new array. On the other hand, higher
computational efforts of between-sample normalization usually
are rewarded by better comparability of the data sets and more
reliable identification of, in our case, stress-related genes. In this
respect, quantile normalization is a fast and robust approach to
normalize gene expression data tables (17). The arrays are nor-
malized in such a way that all genes belonging to the same sorting
rank are set to their overall average value. This is a generalization
of median centering which yields identical values only for the mid-
most value of sorted arrays. Each quantile value, including mini-
mum, median, and maximum, is replaced by its average across the
respective quantile of all arrays, this way, making the data distri-
butions of all arrays identical. Quantile normalization is the cen-
tral step of the robust multiarray average analysis (rma) which
was shown to provide more reliable sets of candidate genes for
microarray data than the MAS5 method provided by the genechip
manufacturer (19).

In transcript data a naturally higher variation is found in
high-intensity levels than in low-intensity levels assuming inten-
sities being reliably above the noise level. In practice, a specific
fold change of a repeated measurement is thus more likely to
occur in high-intensity signals than in low-intensity signals, which
might lead to undesired effects in fold-change-based analyses.
Variance stabilizing normalization is a method for creating a sim-
ilar variability across the whole range of values (20). Since the
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computational demands of the data transformation are quite high,
an application to massive data sets must be considered with care.
The main target of application of this normalization procedure is
data preparation for differential analysis of small data sets involv-
ing fold-change criteria. As a consequence, fold changes between
stress and control experiments get comparable for whole data sets,
regardless of differences between average expressions levels of the
genes.

3.2. Dimension
Reduction Provides
Access to Complex
Data Tables

The complexity of large data tables can be substantially reduced
by mapping data points of high dimensionality to points located in
a two-dimensional plane or even on a one-dimensional real-value
interval (21). This way scatter plots can be created where mapped
data proximities reflect proximities in the high-dimensional data
space. Mappings to intervals can be used to impose a well-defined
ordering of the associated data vectors, i.e., high-dimensional data
tables can be sorted according to the mapping values, thereby
providing smooth transitions between subsequent expression vec-
tors. Ideally, experiments of the same stress treatment or a given
developmental time point are projected to nearby locations, help-
ing to identify outliers and to confirm the consistency of the avail-
able experiments (22). Principal component analysis (PCA) is one
of the most often used methods for a dimension reduction map-
ping, targeting directions in the data space along maximum vari-
ance (23). Although PCA can be calculated quickly, it is limited by
the linear mapping approach which, in strict sense, is only applica-
ble to data vectors compared by Euclidean distance. Alternatively,
self-organizing maps (SOM) are commonly utilized for mapping
gene expression vectors in a non-linear way onto a one- or two-
dimensional grid of data cluster centers (24). Thereby, a SOM
realizes neighborhood preservation such that neighbored proto-
types in the grid tend to be similar to each other, which allows
an easy navigation along major shapes of expression vectors. On
the pro-side, a flexible choice of data similarity measures is pos-
sible; on the con-side, the grid size and some parameters of the
algorithm need to be well specified by the researcher. Also in case
of few available data points or if proper data densities should be
displayed, SOM is not the best choice, because of its built-in clus-
tering procedure.

Faithful non-linear one-to-one mappings of possibly non-
Euclidean input data are realized by multidimensional scal-
ing (MDS) techniques which only require few parameters,
if any. High-throughput multidimensional scaling (HiT-MDS)
is a recent high-performance formulation of this dimension-
reduction principle that helps to generate scatter plots from
general similarity matrices describing relationships between
expression vectors (25). MDS outperforms PCA for visual data
representation, but unlike PCA, MDS cannot be used for factor
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analysis, because covariance between data attributes, necessary for
PCA, is not applicable to non-Euclidean similarity measures.

3.3. Clustering
Untangles Prominent
Expression Patterns

Complementary to visual data inspection discussed in the previ-
ous paragraph, a more rigorous grouping and identification of
characteristic gene expression patterns is obtained by computing
methods for the clustering of high-dimensional data. The most
frequently used clustering approaches applied to gene expres-
sion data, in the order of computational demands, are k-means
clustering, self-organizing maps (SOM), and hierarchical cluster-
ing (HC) (26, 27) (Table 5.1). The k-means method iteratively
assigns a number of k data centroids to the centers of gravity of
the data vectors to which they are closest (28). This competition
for optimum representation of local data centers finally leads to
the detection of the k most prominent gene expression patterns.
While no natural ordering of these k patterns is induced, this is
different for the SOM method that creates a navigable grid of
locally similar patterns. As a consequence, empty SOM clusters
(idle nodes) may occur and complicate the analysis. This can be
solved by switching to an appropriate visualization of the relation-
ships by means of the U-matrix (24). The benefit of SOM is its
ability to create a one-dimensional chain of cluster centers, allow-
ing a tabular ordering of clusters and their associated gene expres-
sion vectors. A similar, but computationally much more expensive
clustering alternative is brought about by hierarchical clustering
(29). First of all, groups of pair wise similar expression patterns
can be obtained. Depending on the chosen type of data cluster
linkage different connectivity’s can be emphasized, ranging from
single linkage via average linkage to complete linkage, for better
representing strongly connected data clouds, partially connected
clouds and disconnected clouds, respectively. Although single-
link clustering is fastest, average linkage and complete linkage are
preferred for robustly dealing with natural noise in gene expres-
sion data.

Tree plots resulting from any type of hierarchical cluster-
ing are often misleading, because the calculated subtrees usu-
ally appear in arbitrary rotation. Subtree rotation does not affect
the grouping of the data that they represent is thus not opti-
mized during clustering. As a consequence, nearby objects at the
leaves of a cluster tree plot might belong to very distant subtrees.
However, if an ordering procedure is applied to the leaves of the
hierarchical tree, i.e., to individual gene expression vectors, non-
specific rotations of cluster-subtrees are turned into an equivalent
arrangement such that maximum similarity between all adjacent
leaves is reached in the reordered tree (30). The time complexity
of the reordering operation is slightly higher than the clustering
itself. If time permits, it is generally recommended to apply leaf
ordering for creating unique and convincing hierarchical cluster
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trees. In transcriptome studies, depending on the noise level and
the number of differentially regulated genes, stress and control
plants should occur systematically arranged in the ordered cluster
trees, such as stress-related samples on one side, controls on the
other side.

3.4. Distance
Measures Determine
Clustering Structures

Clustering procedures are mainly determined by the underlying
data similarity measure (31). Expression vectors of similar expres-
sion levels are best represented by Euclidean distance. If general
trends of co-expressions are of interest, it is better to switch to a
one-minus-correlation measure. Strict Euclidean data representa-
tion, such as by k-means clustering, requires many more clusters
than for representing the subset of most prominent shapes of co-
expression with the same method and accuracy. Many available
tools offer a choice between linear Pearson correlation and Spear-
man rank correlation. While Pearson correlation is more sensi-
tive to outliers, the Spearman correlation is less sensitive to real
pattern changes, and no general recommendation on a proper
choice can be given. Interestingly, for efficient computation one-
minus-Pearson correlation can be expressed by squared Euclidean
distance applied to z-score transformed and rescaled data vec-
tors, and Spearman rank correlation can be expressed by con-
verting the expression data vectors first into sorting ranks and
then applying Pearson correlation. Euclidean distance itself is just
one instance of general Minkowski metrics, corresponding to a
Minkowski parameter of two. If this parameter is set to one, these
results in the Manhattan distance which is more robust against
outliers and which is also offered in many tools for gene expres-
sion analysis.

3.5. Statistical
Analysis Highlights
Stress-Related
Candidate Genes

The identification of differentially expressed genes from transcrip-
tome studies is one major goal in research on plant reactions to
stress. Intensity-based color table views of clustered gene expres-
sion data reveal specific gene expression patterns and provide first
hints on differentially expressed genes from arrays representing
different experimental conditions. A possibly improved identifi-
cation of gene expression patterns associated with certain stress
conditions can be obtained by using a simultaneous clustering
of experiments and genes, the so-called biclustering (32). Even
more rigorous results are provided by multifactor statistical anal-
ysis aiming at detecting significant differences between factor-
specific average gene expression levels. For two experimental fac-
tors, such as stress and control conditions, Student’s t-test is most
frequently used in the literature. In order to get reliable results,
a good number of repetitions should be carried out for a proper
estimation of average gene expression levels. These gene expres-
sion values are assumed to be normally distributed. Furthermore,
to justify the use of a common significance level for all genes, the
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variance is assumed to be independent of expression intensity, and
all genes are considered as being regulated independently of each
other. By using a significance level correction like the Bonferroni
method these strong constrains can be slightly relaxed (33). The
analysis of variance (ANOVA) is a generalization of the t-test to
more than two factors. A more specific situation occurs for paired
observations of two conditions; then a paired t-test can be applied
to test for a significant deviation of the average differences from
zero. Despite of the strong prerequisites of ANOVA approaches,
they are still useful for generating lists of candidate genes ordered
according to their p value.

For two-factor analysis a commonly used more robust, yet
less sensitive, test is the Mann–Whitney U test, based on ranks
of ordered observations. The multifactor counterpart of this non-
parametric test is the Kruskal–Wallis H test (34). More recently,
a sensitive optimal discovery procedure was developed and inte-
grated into the easy-to-use EDGE software for the extraction
of differential gene expression for various types of experimental
designs (35).

Proper statistics should also be applied to find stress-regulated
gene sets from individual developmental stages, and eventually
the differentially expressed gene sets identified across all devel-
opmental points are subjected to the above-described clustering
procedures. Such a combinatory procedure easily excludes non-
regulated gene set including noise data and subsequently helps
to effectively improve the clustering procedures in order to find
tightly co-expressed gene sets regulated under abiotic stress treat-
ments. A list of publicly available software used in different levels
of gene expression data processing is provided in Table 5.1.

3.6. Functional
Annotation Reveals
Novel Regulatory
Mechanisms

Although statistical identification of differentially expressed genes
is one important aspect of stress-related studies, more compre-
hensive insights at the level of relevant regulatory processes can
only be reached by the incorporation of careful gene annota-
tions. The sequences spotted on the array need to be annotated
through computational-assisted approaches based on homology
search analysis programs, domain scans, signal retention predic-
tions for predicting protein localizations, and structural element
predictions for putative enzymes, transcription factors, kinases,
etc. The challenge here is to collect the biologically relevant data
from different databases, to manually curate the annotations and
to assign functional pathways in a defined vocabulary according
to MapMan (36), Gene Ontology (37), MIPS (38) or KEGG
(39) databases. To automate the annotation pipeline it is required
to develop specific software tools to alleviate the presently labor-
intensive procedure. The assignment of functional categories to
each of the probed genes allows binning of whole sets of homol-
ogous and inter-related genes for testing differential enrichment
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of functional categories. This way, systemic reactions to stress
applications can be unraveled. For control versus stress condi-
tions between two experiments the MapMan software enables
a mapping of functional annotation of significantly differentially
expressed gene set onto known pathways (36, 40). By means of
the pathway visualization module an overview of relevant bio-
logical processes is provided, allowing the researcher to create
new hypotheses about regulation cascades. Also significant over-
representation of functional categories under abiotic stimuli can
be profiled in time course studies by using the PageMan tool
(41). Likewise, there are a number of tools available for model
species. Some representative examples include Cytoscape (42)
and Osprey (43) for creating gene networks and Genevestiga-
tor, a web-based online tool to search for biomarkers in stress-
or hormone-regulated gene sets of Arabidopsis, rice and barley
(44). All these tools support the visualization of ontology-based
gene networks helping to gain first-hand information of global
alterations at the transcriptome level. For a comprehensive list of
publicly available software used for mapping gene expression data
onto metabolic pathways and for finding interesting gene net-
works see Table 5.2.

4. A Case Study:
Drought Stress
Tolerance in
Spring Barley A macroarray design combining 12,590 seed-specific and

development-related ESTs was used for assessing differential gene
expression in the spring barley variety “Brenda” exposed to
drought stress. Homogenized seed material collected from con-
trol and drought treatments covering three time points at 12, 16,
and 20 days after flowering was used for total RNA isolation and
radioactive probes labeled as described previously (45). Subse-
quently the probes were hybridized onto the cDNA membranes
(Fig. 5.1). An independent repetition was carried out.

An exposition time of 12 hours was used to create 12 high-
contrast images. In macroarray experiments, the exposed imaging
plates are scanned with a phosphorimager at a resolution chosen
to reveal spots at a fixed radius between 10 and 20 pixels, typically
at a depth of 16 bits, i.e., 65,536 intensity levels. A compromise
between the level of detail and file size is usually found at a reso-
lution between 10 μm2 and 100 μm2. A scanning resolution of
50 μm2 produced bitmaps of 5000 × 4000 pixels, a size for which
the spot detection was carried out by a customized algorithm tak-
ing into account spatial correlations for a faithful estimation of
background signals. One critical task is the proper alignment of a
pre-defined grid structure to the signal-carrying spots of scanned
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Normalization

Control

Stress Raw Data Table

Correlation
Networks

MapMan
Statistical
Analysis

Hierarchical
Clustering

A

B

C

D
E

Fig. 5.1. Conceptual data analysis pipeline in transcriptome studies. Raw data acquisition is obtained from extracted
plant mRNA probes of control and stress plants, exemplified by cDNA membrane technology (a). After data normalization,
visual experiment validation may be obtained by principal component analysis (PCA) or by multidimensional scaling
(MDS) (b), and global patterns of gene expression are extracted by hierarchical clustering (c). Correlation analysis of
genes highlights common networks of regulations (d), and statistical identification of significantly enriched subsets
of genetically altered functional categories sheds light on general regulatory processes taking place in stress-treated
plants (e).
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images (46). Tools like ArrayVision R© allow a semi-automatic grid
alignment after providing an initial grid positioning for resolv-
ing rotational components. Once a grid is successfully brought
in good accordance with the underlying spots, intensity informa-
tion is gathered separately for each spot and the signal values are
mapped onto the list of spotted ESTs for which the locations are
fixed by design. Double spotted ESTs provide an internal control
of the quality of the extracted intensities. Spare spots help to esti-
mate local hybridization background signals which should be sub-
tracted from the nearby EST spots. After all, intensities of probed
ESTs together with their corresponding background are written
to file, one per experiment. Each image of an array provides a
record of several thousand gene expression values, and the data
matrix of all hybridized arrays is the target of subsequent analy-
sis. Therein the matrix rows correspond to gene expressions and
the columns to the experiments. A development-specific quantile
normalization method is used for data processing which involves
only those stress and control experiments from both repetitions
belonging to the same time point. If all three time points were
mixed by a single overall normalization, the dynamic range of
the transformed expression data would have been substantially
reduced to temporally averaged values, and this would compli-
cate later ratio-based differential comparisons. After a log2 trans-
formation, the median of the whole data table is subtracted from
each value for centering purposes.

For illustration, a pair wise t-test between stress and control at
a significance level of 0.01 leads to a reduction to 716 potentially
interesting genes. Figure. 5.1B shows an MDS scatter plot of the
experiments, projecting down from these 716 significant genes to
two dimensions in the plane. The plot reveals several data proper-
ties. The repetitions C1/C2 (C: control, experiment repetitions
1 and 2), S1/S2 (S: stress, experiment repetitions 1 and 2) indi-
cate a good reproducibility of the experiments, including slightly
increased variability at the time point of 20 days (20 D). A sys-
tematic separation of time (along the solid line) and of conditions
(dashed lines) can be stated. This plot supports the hypothesis of
consistently differentially expressed genes within the set of 716
genes.

A detailed view on the individual genes can be obtained by
tools like the multiexperiment viewer (MeV). After the built-
in hierarchical clustering, using complete link and optimum leaf
ordering, the gene representation in Fig. 5.1C is obtained.
Rows are organized according to similar gene expression pat-
terns related to the subtree structure on the left, and clear differ-
ences between control plants and stress plants become obvious.
Corresponding genes can be looked up on the right. The
list of differentially expressed genes between control plants
and drought-treated plants is re-organized by similarity-based
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hierarchical clustering adding optimum leaf ordering as post-
processing step. The six columns on the left represent three time
points of control plants, including repeats, and the six columns
on the right represent corresponding stress plants. Dark to light
shades indicate low to high gene expression levels, respectively.
This list of differentially expressed genes depicting major gene
expression patterns is further processed by MapMan to infer
the altered metabolic and regulatory networks. As an exam-
ple we highlight here the altered transcriptome of functional
bins connected to abiotic and biotic stress response and from
development-related bins covering storage protein transcripts and
desiccation-related LEA gene sets (Fig. 5.1E). Furthermore, we
compared macroarray gene expression data with Affymetrix gene
expression data from 20 DAF. Nearly 73% of sequences present
on 12 K macroarray had overlapping sequences on the 22 K
Affymetrix array. When we compared transcriptome of control
versus drought stress seed samples we found that more than 94%
of the identified differentially expressed gene sets were identi-
cal between the two array formats. In the remaining cases the
Affymetrix data showed improved sensitivity for the above laid
technical arguments.

5. Genome-Wide
Expression
Profiling to Study
Abiotic Stress
Response in
Model Species –
Arabidopsis
thaliana

Using 7,000 full-length clone inserts (47) (multistress interac-
tions of abiotic stress treatments were studied to find overlap-
ping responses as well as to identify genes of potential interest
to salt, drought, and cold responses). Multistress interactions
of abiotic stress treatments were also studied by Kreps et al.
(48) using an oligonucleotide array containing 8,100 genes. The
availability of AtGenExpress for Arabidopsis genome-wide gene
expression data obtained by the Affymetrix platform and cov-
ering comprehensive plant responses to drought, salinity, cold,
oxidative stress from different tissues, organs, and developmen-
tal stages in a defined genetic background offers the unique
opportunity to identify regulatory networks operative under abi-
otic stress stimuli (49). Lately, altered transcriptional responses
to abiotic stress stimuli in defined cell layers of Arabidopsis roots
have been studied and cell-type-specific transcription profiles were
generated using a fluorescence-activated cell-sorting technique
(50). Genes specifically induced by salt in longitudinal and radial
zones were enriched in known drought-responsive (DRE) and
abscisic acid-responsive elements (ABRE). In another Arabidop-
sis study genes up-regulated in response to saline, drought and
cold stress conditions were also enriched with DRE-related and
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ABRE core motifs (47, 51). The available Arabidopsis expres-
sion data is deposited in several online repositories such as GEO
(15), NASCArrays (52), PLEXdb (53), ArrayExpress (54). With
the availability of large-scale gene expression data sets cover-
ing a variety of stress responses of various plant systems, a
number of clustering algorithms and bioinformatics tools such
as Genevestigator (44), Arabidopsis Co-expression Data Min-
ing Tools (55) and Plant Gene Expression Database (56) have
been developed for the identification of stress regulons (see
Tables 5.1 and 5.2). Using these publicly available Affymetrix
expression data more systematic studies have been initiated
to identify the characteristic transcriptome responses to abiotic
stress stimuli (57), and co-expression gene networks have been
derived using a graphical Gaussian model (58). By combining
the analysis of stress-dependent expression profiles and tissue-/
cell-specific expressions nearly 197 genes belong to GO ontology
responses to wounding, osmotic stress, ABA stimulus, salt stress,
ethylene stimulus, JA stimulus, salicylic acid stimulus, MAPK sig-
naling, calcium, reactive oxygen species, phospholipids, apoptosis,
and protein degradation are found to be universally induced in
common tissue-/cell-specific stress responses of Arabidopsis (57).
Interestingly among the down-regulated gene sets responding to
osmotic and salinity stresses in roots the MYCATERD1 motif
(CATGTG) and the SORLRP3AT motif (TGTATATAT) were
identified. Lately, a more comprehensive study has been launched
to define GO terms overrepresentation for regulons identified
using a Markov chain graph clustering method from 963 microar-
ray chips covering a wide variety of environmental stimuli and
developmental and genetic perturbations (59). With these sys-
tematic efforts “stress regulons,” i.e., sets of genes regulated in
a similar fashion in response to abiotic stress stimuli, have been
identified. Along with these defined stress regulons transcription
factors induced or repressed by a range of abiotic stresses were
found. However, mere expression patterns do not allow verifying
the roles of these co-expressed transcription factors acting in cer-
tain networks (regulons) in stress tolerance. In order to obtain a
comprehensive picture of complex regulatory networks, Weston
et al. (60) used a combination of weighted gene co-expression
networks along with the genomic signature concept to define an
abiotic stress transcriptome with common and specific pathways
associated to the underlying phenotypic response. As a result an
ankyrin, calcium, and calmodulin signaling hub has been iden-
tified as a common abiotic stress module (60). Recently, using
TILING arrays, the effects of osmotic, salt, cold, heat stress,
and ABA-induced changes in the Arabidopsis transcriptome have
been studied and revealed approximately 900 new probe features
which have not been seen earlier in the Affymetrix array (61). In
particular pseudogenes and retrotransposons are found to be
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transcriptionally activated by abiotic stress stimuli, providing evi-
dence for additional regulatory roles of these elements. Such inte-
grative studies are expected to yield more increasing valuable
insights into the regulatory mechanisms of abiotic stress toler-
ance.

6. Outlook

The systematic analysis of large-scale gene expression data pro-
vides a rational way to increase the knowledge of stress percep-
tion and stress tolerance by identifying key target genes (62, 4,
57). The identification of transcription factors and their target
genes corresponding to abiotic stress responses using expression
profiling platforms is the crucial step toward the development
of transgenic plants that are capable of coping with harsh envi-
ronmental conditions. At the same time identifying other levels
of gene expression regulation, including the role of micro-RNA
and epigenetic-based chromatin remodeling and modification in
abiotic stress responses, would provide a more holistic view of reg-
ulation. Microarrays can be used for multidisciplinary approaches,
such as chromatin immunoprecipitation on chip and chromatin
remodeling, to identify binding sites of transcription factors and
histones, respectively, using TILING arrays (Fig. 5.2). Also
for conducting genome-wide epigenome studies array platforms
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Plant Transcriptome Platforms 91

can be used to scan for CpG islands (63) and to look for an
altered DNA methylation status of interesting loci correspond-
ing to changes of steady-state mRNA levels associated with stress
responses. In addition, microarray platforms can be used for the
identification of stress-regulated micro-RNAs (64). All in all, a
combinatory use of these powerful technologies will eventually
yield a global understanding of the complex regulatory networks
operative in abiotic stress responses.
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Chapter 6

Metabolic Engineering of Glyoxalase Pathway for Enhancing
Stress Tolerance in Plants

Ananda Mustafiz, Khirod K. Sahoo, Sneh L. Singla-Pareek,
and Sudhir K. Sopory

Abstract

Glyoxalase system consists of two enzymes glyoxalase I (Gly I) and glyoxalase II (Gly II). Gly I detoxifies
methylglyoxal (MG), a cytotoxic byproduct of glycolysis, to S-lactoylglutathione (SLG) where it uses one
molecule of reduced glutathione. Subsequently, SLG is converted to lactate by Gly II and one molecule
of reduced glutathione is recycled back into the system. The level of MG, which is produced ubiquitously
in all living organisms, is enhanced upon exposure to different abiotic stresses in plants. Overexpression
of glyoxalase pathway genes in transgenic plants has been found to keep a check on the MG level under
stress conditions, regulate glutathione homeostasis, and the transgenic plants are able to survive and grow
under various abiotic stresses.

Key words: Glutathione, glyoxalase I, glyoxalase II, S-lactoylglutathione, methylglyoxal.

1. Introduction

Plants are exposed to several abiotic and biotic stress factors
which individually and in totality decide on their overall growth
and yield performance. Plants have developed unique strate-
gies for responding to ever-changing environmental conditions,
exhaustively monitoring their surroundings, and adjusting their
metabolic systems to maintain homeostasis. The severity of stress
and the genetic background of the plant are the basic determin-
ing factors for the ultimate survival or death of plants. In fact
these factors dictate the destiny of any individual. The genome–
environment interaction is, therefore, an essential focus for the
elucidation of the nature of phenotypic variation leading to
the successful response of plants to environmental stress. Plants
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acclimate to abiotic stresses by triggering a cascade or net-
work of events that starts with stress perception and ends with
the expression of a battery of target genes. The function of
these gene products are classified into those that are involved in
stress tolerance, such as chaperones, late embryogenesis abundant
(LEA) proteins, enzymes for osmolyte biosynthesis, and detoxi-
fication enzymes and those that are involved in signal transduc-
tion in abiotic stress response, such as protein kinases, transcrip-
tion factors, and enzymes of phospholipid metabolism (1). The
genes encoding glyoxalase pathway would fall in the former cat-
egory. Glyoxalase pathway consists of two enzymes, glyoxalase
I (Gly I) and glyoxalase II (Gly II). Gly I uses one molecule
of reduced glutathione to convert methylglyoxal (MG) to S-D-
lactoylglutathione (SLG). Gly II then converts SLG to D-lactate
and one molecule of reduced glutathione is recycled back into
the system. The D-lactate is then translocated to mitochondria
through a D-lactate/H+ symporter and then metabolized to pyru-
vate by a flavoprotein D-lactate dehydrogenase (D-LDH) (2)
(Fig. 6.1).

Both Gly I and Gly II enzymes have been extensively stud-
ied in the microbial and animal system (3, 4) but in plants these
enzymes have only recently been studied in some detail (5).
In our own studies we have shown that by manipulating the
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expression of two enzymes of glyoxalase pathway, Gly I and Gly
II we could engineer salinity-tolerant and heavy metal-tolerant
plants (6, 7).

1.1. Glyoxalase I The Gly I activity was documented for the first time in Douglas
fir needles (8), but later it was detected from various monocots as
well as from dicot plant species (9–13). Though the presence of
Gly I in all types of cells, tissues, and organs has been shown, in
some systems it is preferentially accumulated in phloem and sieve
cells (14–16). Recently, Gly I was also found to be conserved in
tubers among different potato variants (17).

The Gly I enzyme encoding gene has been cloned from
tomato (14), Brassica juncea (18), and soybean (19). The Gly I
transcript levels were found to increase upto two- to threefold in
roots, stems, and leaves of plants in response to NaCl, mannitol,
and abscisic acid (14). Similarly Gly I expression analysis in Bras-
sica showed it to be upregulated in response to salt, water, and
heavy metal stresses (18). Upregulation of Gly I transcript under
abiotic stress conditions has indicated its role in stress tolerance.

1.2. Glyoxalase II In comparison to Gly I, very little information is available for Gly
II of plants. In recent years, Gly II has been cloned from few
organisms including humans (20), yeast (21), and African Try-
panosomes (22). In plants, partial purification of Gly II has been
reported from Aloe vera and spinach (10, 23) and detailed char-
acterization has been done only in Arabidopsis thaliana (24, 25),
Brassica (26), and rice (5). The purified Gly II from Zea mays
is an acidic protein (pI 4.5) of about 26 kDa relative molecular
mass (27). The Gly II from Aloe vera, purified as three pro-
teins, is also an acidic protein (pI 4.7, 4.8, and 5.0) (10).
Electrophoretic and isoelectric focusing studies on spinach leaf
proteins have revealed the existence of Gly II in multiple forms,
viz. cytosolic (pI 5.3, 5.8, and 6.2) and mitochondrial (pI 4.8),
and exist as a monomer showing a relative molecular mass of
about 26 kDa (23). In plants, the presence of specific forms of Gly
II in mitochondria has been observed as shown earlier in mam-
malian systems. The structural and functional similarities between
Gly II from A. thaliana and humans further suggest a common
evolutionary origin for this enzyme (25). Recently recombinant
Gly II of rice was expressed and purified from Escherichia coli and
biochemically characterized (5).

The transcript of Gly II has been shown to be inducible by
various abiotic stresses like heat, cold, salinity, desiccation, and air
drying at different time points. Also in response to abscisic acid
and salicylic acid, Gly II transcript gets upregulated at different
time points (5).

1.3. Methylglyoxal MG is produced during normal metabolism of glucose. This alde-
hyde is extremely cytotoxic and inhibits growth of cells in all types
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of organisms, be it lower microorganisms or higher eukaryotes.
All organisms have an inbuilt capacity to detoxify MG though
the efficiency may vary from system to system. One of the most
important pathways for MG detoxification is mediated by the gly-
oxalase system. In response to abiotic stresses in plants especially
drought, salinity, and cold stress, MG levels have been found
to increase by two- to sixfolds (28). Overexpression of glyox-
alase system in the transgenic plants might help to detoxify the
increased amount of MG.

1.4. GSH GSH, reduced glutathione, is a tripeptide ( γ-Glu-Cys-Gly). It is
the most abundant reducing equivalent of a cell and is found in
two forms: reduced (GSH) and oxidized (GSSG) state. Synthesis
of GSH is catalyzed by two enzymes, which are ATP-dependent,
gamma-glutamylcysteine synthetase (γ-ECS, EC; 6.3.2.2) and
glutathione synthetase (EC; 6.3.2.3) (29, 30).

Various studies on total foliar glutathione levels in higher
plants have now indicated that it is in the range of 0.1–1.5 mM
and principally found as GSH (31, 32). GSH is utilized in various
cellular processes like in ascorbate–glutathione cycle for quench-
ing of ROS and during this it undergoes oxidation generating
GSSG. In MG detoxification also, GSH plays a vital role. For
each molecule of MG, one reduced glutathione molecule is uti-
lized which is recycled back into the system upon completion of
glyoxalase pathway.

1.5. Generating
Transgenic Tobacco
and Rice
Overexpressing Gly I
and Gly II

The Gly I gene from Brassica was overexpressed in tobacco plants
and the transgenic plants showed significant tolerance against
high concentrations of salt and MG as compared to the wild-type
plants. This study suggested that Gly I may have an important role
during stress conditions (18). Furthermore, the overexpression of
both Gly I and Gly II genes together in tobacco transgenic plants
provided improved salinity tolerance as compared to either Gly I
or Gly II overexpressing plants (6). Further, ionic measurements
in the transgenic lines revealed higher accumulation of Na+ in old
leaves and negligible accumulation in seeds as compared to the
WT plants. Comparison of various growth parameters and seed
production demonstrated that there is hardly any yield penalty in
the double transgenics under non-stress conditions and that these
plants suffered only 5% loss in total productivity when grown in
200 mM NaCl. Recently, it has been shown that overexpression
of Brassica Gly I under Cestrum yellow leaf curling viral pro-
moter provided salinity tolerance to blackgram (Vigna mungo
L. Hepper) (33). The enhancement of salinity tolerance in trans-
genic rice overexpressing Gly II has also been demonstrated (7).
These findings have established the potential of manipulation of
glyoxalase pathway for enhanced salinity tolerance without affect-
ing yield in crop plants.
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2. Materials

2.1. Glyoxalase I

2.1.1. Glyoxalase I Assay

1. Extraction buffer: 0.1 M sodium phosphate buffer, pH 7.0;
50% glycerol; 16 mM MgSO4, 0.2 mM PMSF, and 0.2%
PVPP.

2. Bradford reagent (available commercially from BioRad or
Sigma).

3. Enzyme assay mixture: 0.1 M sodium phosphate buffer, pH
7.5; 3.5 mM MG; 1.7 mM GSH; 16 mM MgSO4. Depend-
ing on the type of Gly I, metal ions like Zn+2, Ni+2, Mg+2

are added in the assay buffer. Prepare freshly before the assay.
4. UV spectrophotometer.

2.1.2. Cloning and
Purification of
Recombinant
Glyoxalase I

1. Restriction enzymes; EcoRI (20 unit/μL), XhoI
(20 unit/μL) (New England Biolabs).

2. pET28a expression vector (Novagen).
3. Chemically competent BL21 (DE3) pLysE E. coli cells.
4. LB broth, Miller (Luria-Bertani) media.
5. 1 M IPTG (isopropyl-1-thio-β-D-galactopyranoside) stock

solution.
6. 1 mL Ni-NTA agarose (Qiagen).

2.1.3. Transcript
Analysis of Gly I

1. Healthy seeds.
2. Yoshida solution (34).

2.1.3.1. Preparation of
Material

2.1.3.2. Isolation of Total
RNA

1. Trizol (Invitrogen).
2. Chloroform.
3. Isopropanol.
4. RNAse-free distilled water: Add 0.1% DEPC (Diethyl pyro-

carbonate) to distilled water. Stir and autoclave.
5. 80% ethanol prepared in RNAse-free distilled water.

2.1.3.3. Northern Blot
Analysis

1. 10X MOPS: Dissolve 41.2 g 3-(N-morpholino)propane-
sulfonic acid (MOPS), 10.9 g sodium acetate 3-hydrate,
3.7 g EDTA sodium salt in 800 mL nuclease free water; pH
adjusted to 7.0 with NaOH; filter sterilized.

2. 20x SSC (88.23 g trisodium citrate, 175.32 g NaCl in 1 L
distilled water).

3. Formaldehyde.
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4. Agarose.
5. Whatman sheet no.3.
6. Filter paper.
7. 2x RNA loading dye (Fermentas).
8. Hexa label DNA labeling Kit (Fermentas).
9. Hybridization buffer 1 L contains: 20x SSC 250 mL; 50%

dextran sulfate 100 mL; 1.0 M sodium phosphate pH 7.2
50 mL; 50x Denhardt’s solution 100 mL; 0.5 M EDTA
5 mL; 20% SDS 20 mL.

2.2. Glyoxalase II

2.2.1. Cloning and
Purification of
Recombinant
Glyoxalase II

1. Restriction enzyme; EcoRI (20 unit/μL), XhoI
(20 unit/μL) (New England Biolabs).

2. pET28a expression vector (Novagen).
3. Chemically competent BL21 (DE3) pLysE E. coli cells.
4. LB broth, Miller (Luria-Bertani) media.
5. 1 M IPTG (isopropyl-1-thio-β-D-galactopyranoside) stock

solution.
6. 1 mL Ni-NTA agarose (Qiagen).

2.2.2. Assay of
Glyoxalase II

1. Enzyme assay mixture: 50 mM Tris–HCl (pH 7.2),
300 μM SLG.

2. UV-visible spectrophotometer.

2.2.3. Transcript
Analysis of Gly II

Similar to transcript analysis of GLY1 (see Section 2.1.3)

2.3. Methylglyoxyl

2.3.1.
Spectrophotometric
Assay of MG

1. Perchloric acid.
2. Charcoal.
3. Saturated solution of potassium carbonate: Dissolve potas-

sium carbonate in water in excess amount so that some
amount of the solute remains undissolved in the solution.

4. 1, 2-diaminobenzene.
5. Methylglyoxal (Sigma).

2.3.2. Methylglyoxal
Estimation Using HPLC

1. Methylglyoxal (Sigma).
2. 1,2-diaminobenzene.
3. 2,3-dimethylquinoxaline (DMQ).
4. Ammonium formate.
5. Methanol.
6. HPLC column (μBondapak 3.9X 300 mm, RP-18C,

Waters, Division of Millipore).
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2.4. Glutathione

2.4.1. Estimation of
Total, Oxidized, and
Reduced Glutathione

1. NADPH.
2. DTNB (5,5′-dithiobis (2-nitrobenzoic acid)), known as Ell-

man’s Reagent.
3. Phosphate buffer, pH 7.4, containing 7 mM EDTA.
4. Glutathione reductase (50 units/mL).
5. 2-vinylpyridine.

2.5. Generating
Transgenic Tobacco
and Rice
Overexpressing Gly I
and Gly II

2.5.1. Cloning of Gly I
and Gly II in Plant
Transformation Vector

1. Typical reagents required for plasmid isolation using alkaline
lysis method.

2. Reagents for PCR: Taq polymerase (with proof reading
activity), buffer supplied with the Taq polymerase, dNTP,
primers specific for the amplicon.

3. Restriction enzymes: XbaI (20 unit/μL) and SacI
(20 unit/μL) (New England Biolabs).

4. Agarose.
5. Gel extraction columns (Qiagen).
6. T4 DNA ligase and buffer for ligation.
7. DH5-α chemical competent cells.
8. Kanamycin (50 μg/mL) containing LB agar plate.

2.5.2. Transformation of
Agrobacterium with Gly I
and Gly II Gene
Construct

1. Agrobacterium (LBA4404) competent cells.
2. YEM media (yeast extract 0.4 g/L, mannitol 10 g/L, NaCl

0.1 g/L, MgSO4·7H2O 0.2 g/L, K2HPO4 0.5 g/L).
3. LB agar media containing streptomycin (25 mg/L),

rifampicin (10 mg/L), kanamycin (50 mg/L).

2.5.3. Agrobacterium
tumefaciens-Mediated
Transformation of
Tobacco Leaf Discs

2.5.3.1. Germination of
Wild-Type Tobacco
Seeds

1. 50% bleach made in autoclaved distilled water.
2. 70% ethanol.
3. MS media solid: MS salts, 3% sucrose, 0.8% agar, pH 5.7.
4. MS media liquid: MS salts, 3% sucrose, pH 5.7.

2.5.3.2. Preparation of
Agrobacterium Culture

1. YEM medium.
2. Antibiotics (streptomycin, 25 mg/mL, rifampicin

10 mg/mL, kanamycin 50 mg/mL stock solution).
3. MS media liquid: MS salts, 3% sucrose, pH 5.7.

2.5.3.3. Infection and
Co-cultivation

1. Whatman paper.
2. Co-cultivation media (MS salts, 3% sucrose, 1 mL/L B5

vitamin, 1 mg/L BAP, 0.1 mg/L NAA, 0.8% agar, pH 5.7).
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3. Sterile tissue paper.
4. Selection media (MS salts, 3% sucrose, 1 mL/L B5 vita-

min, 1 mg/L BAP, 0.1 mg/L NAA, 0.8% agar pH 5.7 with
antibiotics for plant selection and 250 mg/L cefotaxime).

5. Antibiotics: kanamycin (50 mg/mL stock), hygromycin
(50 mg/mL).

6. Rooting media (MS salts, 3% sucrose, 0.8% agar, pH 5.7,
with 25 mg/L hygromycin and 250 mg/L cefotaxime).

7. Red extract and amp kit (Sigma).

2.5.4. Agrobacterium
tumefaciens-Mediated
Transformation of Rice
(cv. PB1) Calli

2.5.4.1. Sterilization of
Seeds and Callus
Formation

1. Healthy seeds of PB1 rice.
2. Acetosyringone (100–150 μM).
3. Autoclaved Whatman paper.
4. Callus induction media: MS salts, 3% maltose, 0.03% casein

hydrolysate, 2.5 mg/L 2,4-D, 0.2 mg/L BAP, 0.3% phy-
tagel.

2.5.4.2. Preparation of
Agrobacterium Culture

1. YEP (10 g/L bactopeptone, 10 g/L yeast extract, 5 g/L
sodium chloride, pH 7.0).

2. Streptomycin (25 mg/L), rifampicin (10 mg/L), kanamycin
(50 mg/L).

2.5.4.3. Infection and
Co-cultivation

1. Sterile conical flask.
2. MS salts, 3% maltose, 1.0% glucose, 2.5 mg/L 2,4-

D, 0.2 mg/L BAP, 0.3% phytagel, pH 5.2, 100 μM
acetosyringone).

2.5.4.4. Selection and
Regeneration of
Transformed Microcalli

1. Selection medium: MS salts, 3% maltose, 0.03% casein
hydrolysate, 2.5 mg/L 2,4-D, 0.2 mg/L BAP, 0.3% phy-
tagel, pH 5.8, 250 mg/L cefotaxime and 50 mg/L
hygromycin.

2. Regeneration medium: MS salts, 3.0% maltose, 2.5 mg/L
BAP, 1.0 mg/L kinetin, 0.5 mg/L NAA, 0.3% phytagel,
pH 5.8, 250 mg/L cefotaxime and 30 mg/L hygromycin.

3. Rooting medium: half strength MS salts, 3.0% sucrose, 0.3%
phytagel, 250 mg/L cefotaxime and 40 mg/L hygromycin.

4. Vermiculite.
5. Polythene bag.

2.6. Stress Tolerance
Test

2.6.1. Leaf Senescence
Test and Chlorophyll
Estimation

1. 80% acetone.
2. NaCl.
3. MG.



Glyoxalase Pathway in Stress Tolerance 103

2.6.2. Seed Germination 1. Healthy seeds.
2. Germination paper or MS media.

2.6.3. Salt Stress in Pot
Cultures

1. Solution to mimic natural saline stress (50 mM NaCl,
3.75 mM MgCl2, 15 mM MgSO4, 6.25 mM CaCl2) (EC
15–20 dS m−1).

3. Methods

3.1. Glyoxalase I

3.1.1. Glyoxalase I Assay
(See Notes 1 and 2)

1. Fresh plant tissues are weighed (∼200 mg) and powdered
with a mortar and pestle in the presence of liquid nitrogen.

2. The powdered tissues are transferred into centrifuge tubes
and mixed by vortexing with 1:2 (w/v) of extraction
buffer.

3. The extract is centrifuged at 12,000×g for 30 min at 4oC.
4. The supernatant is kept on ice and the protein is quantified

using Bradford method.
5. After quantification, the supernatant is immediately used

for Gly I activity assay.
6. A standard enzyme assay mixture is prepared with 0.1 M

sodium phosphate buffer, pH 7.5; 3.5 mM MG; 1.7 mM
GSH; 16 mM MgSO4. Depending on the type of Gly I,
metal ions like Zn+2, Ni+2, Mg+2 are added in the assay
buffer.

7. The mixture is incubated in the dark for at least 7 min, so
that the substrate hemithioacetal can be formed.

8. The crude or purified protein is added to the mixture in a
final volume of 1 mL and a time scan is performed spec-
trophotometrically, taking the OD240 at every 10 s within
a timescale that shows a linear increase in absorbance.

9. The molar absorption coefficient of SLG at 240 nm is
3,370 m−1cm−1.

10. The specific activity of the enzyme is expressed in units/mg
of protein (35).

3.1.2. Cloning and
Purification of
Recombinant
Glyoxalase I (See
Notes 3–5)

1. The full-length Gly I cDNA is amplified and cloned in the
vector pET28a (Novagen) at EcoRI and XhoI site.

2. The construct is then transformed into BL21 (DE3) pLysE
E. coli cells.

3. The transformed cells are grown in LB medium till the
OD600 reaches about 0.5 and induced with 0.05 mM IPTG
for 4 h.
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4. The recombinant protein is then purified using Ni-
NTA affinity chromatography as per manufacturer’s
instructions.

3.1.3. Transcript
Analysis of Gly I

3.1.3.1. Preparation of
Material

1. About 7–10 days old seedlings growing in hydroponics are
given appropriate abiotic stress treatments like heat, cold,
salinity, oxidative stress, etc.

2. Salt stress, oxidative stress (with methylviologen or hydro-
gen peroxide) is given by making the particular solution in
the nutrient media where the plants are already growing. For
example, for salt stress 200 mM NaCl is added in Yoshida
solution.

3. At specific time point following stress treatment, plant tis-
sues are cut, weighed, and packed in aluminum foil; labeled
properly; and then frozen in liquid nitrogen.

4. These tissues can be stored up to 6 months in −80oC freezer
or in liquid nitrogen.

3.1.3.2. Isolation of Total
RNA

Total RNA is isolated by using Trizol (Invitrogen) as per the
manufacturer’s protocol (see Notes 6–10).

3.1.3.3. Northern Blot
Analysis

1. RNA gel blot is prepared where 20 μg of total RNA is
loaded for each sample (see Note 11)

2. The blot is taken in a hybridization bottle (depending
on the size of the blot) in such a way so that the RNA
side is inside and in touch with the pre-hybridization
buffer.

3. The pre-hybridization buffer is pre-warmed at 65oC and
added in the hybridization bottle. The buffer should cover
about 30% of the total volume of the bottle.

4. 200 μL (5 mg/mL) of heat denatured salmon sperm DNA
is added in the hybridization bottle.

5. Pre-hybridization is done for 4–8 h.
6. The specific probe for Gly I is prepared using Hexa

Label DNA Labeling Kit (Fermentas) using manufacturer’s
protocol.

7. The specific radiolabeled probe is boiled for 10 min, snap
cooled in ice, and added.

8. The blot is hybridized at 62oC for 18–24 h.
9. After hybridization the blot is washed in the following way:

a) Rinsed briefly in 2x SSC, 0.1% (w/v) SDS.
b) Washed twice, 5 min each, 2x SSC, 0.1% SDS.
c) Washed twice, 10 min each, 1x SSC, 0.1% SDS.
d) Washed four times, 5 min each, 2x SSC, 0.1% SDS.
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8. The blot is removed from the last stringency wash, drained,
and wrapped in saran wrap and exposed to X-ray film or
phosphorimager cassette.

9. The blot is kept moist if it is to be reprobed.
10. The blot is scanned in phosphorimager after 4–24 h,

depending on the signal obtained or the expression level
of the particular gene.

11. All the band intensity values are then normalized with the
value of the corresponding 28S or 18S rRNA band and the
expression level can be compared with the control.

12. The RNA blot is probed with particular Gly I-specific
cDNA probe which is labeled with dCTPα32P.

13. The hybridized blot is then exposed to X-ray film or phos-
phorimager cassette.

14. The obtained signal for each sample is then normalized
with 18S or 28S rRNA band of the corresponding gel and
the transcript level is quantified.

3.2. Glyoxalase II

3.2.1. Cloning and
Purification of
Recombinant
Glyoxalase II (See
Notes 3–5)

1. The full-length Gly II cDNA is cloned in the vector pET28a
(Novagen) at NdeI and BamHI sites.

2. The construct is then transformed into BL21 (DE3) pLysE
E. coli cells.

3. The transformed cells are grown in LB medium till the
OD600 reaches about 0.5 and induced with 0.5 mM IPTG
for 4 h.

4. The recombinant protein is then purified using Ni-NTA
affinity chromatography as per manufacturer’s instructions
(Invitrogen) (5).

3.2.2. Assay of
Glyoxalase II (See Notes
1 and 2)

1. The assay mixture contains 50 mM Tris–HCl (pH 7.2),
300 μM SLG.

2. Crude protein extract or purified protein is added and a total
1 mL volume is made.

3. The rate of hydrolysis of SLG at 240 nm is monitored using
a UV-visible spectrophotometer.

4. The molar absorption coefficient of SLG at 240 nm is
3,370 m−1cm−1.

5. The specific activity of the enzyme is expressed in units/mg
of protein.

3.2.3. Transcript
Analysis of Gly II (See
Notes 6–11)

Similar to Section 3.1.3, except use Gly II cDNA probe labeled
with dCTPα32P.
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3.3. MG

3.3.1.
Spectrophotometric
Assay of MG

1. Fresh plant tissue is weighed (250 mg) and crushed in the
mortar pestle in the presence of liquid nitrogen.

2. 2.5 mL 0.5 M perchloric acid is added and mixed well.
The mixture is transferred in a microcentrifuge tube and
incubated for 15 min on ice.

3. The extract is centrifuged for 10 min at 11,000×g at
4◦C.

4. The supernatant is transferred to a fresh tube. Charcoal
(10 mg/mL) is added to decolorize the supernatant if
colored; the solution is mixed well with charcoal and
kept at room temperature for 15 min. The mixture is
centrifuged for 10 min at 11,000×g. The clear super-
natant is taken in fresh microcentrifuge tube. An additional
spin can be given to remove residual charcoal from the
solution.

5. The solution is neutralized using saturated potassium car-
bonate which should be added gradually (initially 20–
30 μL should be added, and then one should add 2 μL of
saturated K2CO3 at a time) and the pH of the supernatant
should be checked using a pH paper time to time. With
each addition of K2CO3, the solution should be mixed
properly and the bubbles of CO2 gas should be allowed
to come out.

6. The extract is kept at room temperature for 15 min and
centrifuge at 11,000×g for 10 min.

7. The supernatant is taken in fresh microcentrifuge tube and
is used for MG estimation.

8. For MG estimation, 250 μL of 7.2 mM 1,2-
diaminobenzene, 100 μL of 5 M perchloric acid,
and 650 μL of neutralized supernatant is taken in a total
volume of 1 mL.

9. The mixture is incubated at room temperature for 30 min
and absorbance is taken at 336 nm.

10. A standard curve of different concentrations of MG (10,
25, 50, and 100 μM) is made using pure commercial MG
(Sigma) (see Note 12).

11. Using the standard curve the amount of MG is estimated
and expressed as μmol/g fresh weight (36).

3.3.2. Methylglyoxal
Estimation Using HPLC

1. A standard curve is made using pure MG (1–10 μM) (see
Note 12).

2. For this, a total 2 mL of reaction volume contains 1 mL
MG (of desired concentration), 200 μL of 7.2 mM 1,2-
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diaminobenzene, 200 μL of 5 M perchloric acid, and
100 μL of 10 μM 2,3-dimethylquinoxaline (DMQ) (as
internal standard).

3. The samples are then incubated at room temperature
(∼25◦C) for 30 min. In this reaction, MG is deriva-
tized with 1,2-diaminobenzene to form methylquinoxaline
(MQ).

4. The solid phase extraction of the quinoxaline is performed
(37).

5. The mobile phase contain 80% (v/v) 25 mM ammonium
formate buffer (pH 3.4) and 20% (v/v) methanol.

6. A volume of 100 μL is injected in a HPLC column
(μBondapak 3.9X 300 mm, RP-18C, Waters, Division of
Millipore). Flux is set at 1 mL/min.

7. The quinoxalines are detected at 320 nm. Under these con-
ditions the retention time for MQ and DMQ is 9.9 and
13.2 min, respectively.

8. Note that with increment of MG, the height of the MQ
peak will increase, whereas the height of the internal stan-
dard DMQ will remain the same.

9. For estimation of MG in vivo, plant extracts are used in the
above protocol instead of pure MG (36).

3.4. Glutathione

3.4.1. Estimation of
Total, Oxidized, and
Reduced Glutathione

1. For the assay of total GSH equivalent, 1.4 mL of 0.3 mM
NADPH is taken in a cuvette.

2. 0.2 mL of 6 mM DTNB is added.
3. 0.1 mL of the sample (suitably diluted) is added to it fol-

lowed by addition of 0.28 mL of 50 mM phosphate buffer,
pH 7.4, containing 7 mM EDTA.

4. Finally 20 μL of glutathione reductase (50 units/mL) is
added to the cuvette and the change in absorbance is noted
at 2 min interval till 6 min.

5. A reagent blank (without sample) is taken in a similar
manner.

6. For GSSG assay, the GSH present in the solution is readily
derivatized by adding 2 μL of neat 2-vinylpyridine for
100 μL solution, mixing it vigorously for about
1 min.

7. GSH is fully derivatized after 30 min at 25◦C. The assay is
performed in a similar manner as that of total GSH equiva-
lent.

8. Total glutathione is calculated using the following formula:
Total Glutathione equivalent = GSSG + GSH.
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9. Reduced glutathione is taken as the standard, which gives
a linear curve in the concentration range of 2.32 μmol
(0.2–3.2 nmol/0.1 mL). The results are expressed as
nmol/g fresh weight of tissue (38, 39).

3.5. Generating
Transgenic Tobacco
and Rice
Overexpressing Gly I
and Gly II

3.5.1. Cloning of Gly I
and Gly II in Plant
Transformation Vector

For cloning of Gly I from B. juncea (GenBank accession
no.Y13239) in pBI121 binary vector go through the following
steps.

1. Plasmid of pBI121 is isolated using alkaline lysis method.
2. The particular Gly I gene can be amplified using for-

ward and reverse primer containing XbaI and SacI site,
respectively.

3. The vector (pBI121 plasmid) and the insert (Gly I ampli-
con containing appropriate restriction site) are digested with
XbaI and SacI restriction enzymes.

4. The digested vector and insert is run on 0.8% agarose gel
and purified using agarose gel extraction columns (Qiagen)
according to the manufacturer’s protocol.

5. A ligation reaction is set with 1:5 vector and insert ratio
using T4 DNA ligase.

6. The ligation mixture is transformed in DH5-α chemical
competent cells using heat shock method and plated on
ampicillin containing agar plate.

7. The colonies are checked using colony PCR.
8. The plasmids isolated from the positive colonies are con-

firmed by restriction digestion.
Following the similar protocol as above, the Gly II gene

(GenBank accession no. AY054407) is cloned into plant trans-
formation vector pCAMBIA1304 at the NcoI site under CaMV
35S promoter. In pCAMBIA1304, the cloned Gly II gene would
make a fusion with reporter gene gfp:gusA at the transcript level.
However, due to a stop codon inserted at the end of Gly II
gene, there is no fusion protein made. The details of this can be
obtained in Singla-Pareek et al. (6).

3.5.2. Agrobacterium
tumefaciens-Mediated
Transformation of Plants

In this section, to elaborate the methodology of Agrobacterium
tumefaciens-mediated plant transformation, we have taken the
case study of transformation of tobacco (Nicotiana tabaccum L.)
leaf discs as model system and rice (Oryza sativa L. PB1) as a crop
plant.

3.5.3. Transformation of
Agrobacterium with Gly I
and Gly II Gene
Construct

Agrobacterium strain (LBA4404) is being used for high efficiency
transformation with the construct having Gly I and Gly II genes
by freeze and thaw method that results in production of number
of positive colonies and the protocol used is as follows:
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1. The Agrobacterium (LBA4404) competent cells are taken
out from −80ºC and kept on ice for 10–15 min and 2 μg
of plasmid is added into it and allowed to mix properly by
incubating on ice for 30 min.

2. Cold shock is given by keeping the microcentrifuge tube in
liquid nitrogen for 1 min quickly followed by heat shock at
37◦C for 5 min.

3. Transfer the tube to ice and incubate for 5 min. Add 800 μL
YEM and grow the culture by incubating the tube at 28◦C
at 200 rpm in an incubator shaker for 3 h.

4. The culture is spun down by centrifuging at 5,000×g 4 min.
Discard 800 μL of supernatant and resuspend the bacte-
rial pellet in remaining supernatant and spread on the LB
agar media containing streptomycin (25 mg/L), rifampicin
(10 mg/L), kanamycin (50 mg/L).

5. Plates are incubated at 28◦C for 2 days to allow bacterial
colonies to form. The colonies are checked by colony PCR
with respective primers (Vir gene, Gly I, and Gly II gene-
specific forward and reverse primer) and isolated the plas-
mid from PCR positive colony and digested with respective
restriction enzymes (XhoI for Gly I and NcoI for Gly II) to
get the desired fall out.

6. Positive colony is inoculated in YEM with appropriate selec-
tion and grown overnight at 28◦C with shaking at 200 rpm.
Glycerol stock is made by adding 500 μL culture and 500
μL 50% glycerol in Eppendorf tube and kept at −80◦C for
future use.

3.5.4. Agrobacterium
tumefaciens-Mediated
Transformation of
Tobacco Leaf Discs

3.5.4.1. Germination of
Wild-Type Tobacco
Seeds

1. Treat the seeds with 50% bleach with constant shaking
for 8–10 min followed by five washes with sterile distilled
water.

2. Thereafter, seeds are treated with 70% ethanol for 30 s fol-
lowed by five washes with sterile distilled water. Seeds are
spread on plates containing (MS salts, 3% sucrose, 0.8% agar,
pH 5.7).

3. Plates are incubated in dark at 26–28◦C for 5–6 days until
sprouting. After germination seedlings are kept in light till
the plants reached the cover of the plate.

4. Individual seedlings are transferred in the jam bottle having
same media for further growth.

5. Sterile tobacco leaves are cut from 4 week-old healthy
tobacco plantlets grown in vitro. Midrib of the leaf is
removed and the leaf discs of 1 cm2 are cut and soaked in
MS liquid media in a sterile petridish to avoid dehydration.
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3.5.4.2. Preparation of
Agrobacterium Culture

1. Primary culture is prepared by inoculating Agrobacterium
glycerol stock or fresh streaked colony in 5 mL medium
with suitable antibiotics (streptomycin 25 mg/L, rifampicin
10 mg/L, kanamycin 50 mg/L) and grew for 24 h at 28◦C
with shaking at 200 rpm, in dark inside the incubator.

2. Secondary culture is made in 100 mL YEM by adding 2% of
the inoculum from the primary culture with same antibiotics
for 16–24 h.

3. When the OD600 reached 0.6–0.8, the secondary culture is
spun down at 5,000×g for 10 min at 4◦C and the pellet is
resuspended in MS liquid medium containing 3% sucrose to
bring the OD to 0.4–0.5.

3.5.4.3. Infection and
Co-cultivation

1. The Agrobacterium (transformed with Gly I and Gly II
in pCAMBIA1304) culture is poured into the plate con-
taining tobacco leaf discs. The Agrobacterium culture is
allowed to infect the leaf tissue for 15 min with gentle shak-
ing (see Notes 13–16).

2. After 15 min the bacterial solution is aspirated from the
plate and leaf discs are dried on autoclaved Whatman paper.

3. Then the leaf discs are placed upside down on co-
cultivation media and incubated for 48 h in dark inside the
culture room at 26–28◦C.

4. After 48 h, growth of Agrobacterium is checked at the
edges of the leaf discs, and if bacterial growth appeared,
then leaf discs are transferred to the selection medium, in
case there is no growth plates are kept for one more day in
same condition.

5. When the Agrobacterium growth is observed, leaf discs are
dried by wiping with sterile tissue paper and transferred
4–5 pieces per plate on selection media (co-cultivation
media with antibiotics for plant selection and 250 mg/L
cefotaxime) and kept under light in culture room.

6. The single-gene (Gly I) transformants are selected on
kanamycin (50 mg/L), whereas the double (Gly II)
transformants were selected on the mixture of kanamycin
(50 mg/L) and hygromycin (25 mg/L).

7. In the first selection, the explants which are not trans-
formed started turning yellow and died and explants which
get transformed remain green, started to swell, and the
green notches appear eventually.

8. The selection media is changed after every 12–14 days up
to third selection, callus is developed in the second selec-
tion, and some of the plantlets come out in the second
selection.
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9. In the third selection, fully developed plantlets appear
which are shifted to rooting media.

10. The regenerated plantlets are transferred to rooting media
and kept for 15 days under light till the fully developed
roots appeared.

11. Positively transformed plants are screened by tissue PCR
with red extract and amp kit (Sigma chemical company)
and positive plants are transferred to vermiculite pot for
hardening.

3.5.5. Agrobacterium
tumefaciens-Mediated
Transformation of Rice
(cv. PB1) Calli

Plant transformation vectors and methodologies have been
improved to increase the efficiency of plant transformation and
to achieve stable expression of transgene (Gly II) in plants (see
Notes 13–16). The naturally evolved unique ability of Agrobac-
terium tumefaciens (LBA4404) to precisely transfer defined DNA
sequences to plant cells has been very effectively utilized in the
design of a range of Ti plasmid-based vectors. Agrobacterium
tumefaciens strain carrying binary vector pCAMBIA1304 was
used for transformation of economically important indica rice
(cv. PB1). High concentration of acetosyringone (100–150 μM)
in the Agrobacterium culture and co-cultivation medium proved
to be indispensable for successful transformation. Embryogenic
scutellar calli are used for transformation studies.

3.5.5.1. Sterilization of
Seeds and Callus
Formation

1. Healthy seeds of PB1 rice are dehusked manually with care
that the embryo should not be damaged.

2. Surface sterilization is carried out inside the laminar air flow
hood. Seeds are treated with 70% ethanol for 1–1.5 min and
then washed three to four times with autoclaved distilled
water.

3. After washing, seeds are treated with 50% bleach for
35–40 min on a rotary shaker.

4. Then seeds are washed three to four times with autoclaved
distilled water. Thereafter seeds are spread on autoclaved
Whatman paper to soak extra water from the seeds.

5. Fourteen to fifteen seeds are inoculated in a petriplate con-
taining the callus induction media (MS salts, 0.3% maltose,
0.03% casein hydrolysate, 2.5 mg/L 2,4-D, 0.2 mg/L BAP,
0.3% phytagel, pH 5.8) and kept in dark inside the culture
room at 26–28◦C.

6. The plates are checked after every 3–4 days for the
growth and to remove contaminated cultures, if any.
Highly embryogenic calli are developed within a period of
25–30 days.

7. After callus formation, the calli are subcultured onto the
fresh callus induction medium for 4–5 days for further
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growth. During this period globular embryos are developed
and calli appeared friable, which are chosen for transforma-
tion with Agrobacterium tumefaciens.

3.5.5.2. Preparation of
Agrobacterium Culture

1. Primary broth culture is prepared in 5 mL of YEP
(10 g/L Bactopeptone, 10 g/L yeast extract, 5 g/L sodium
chloride, pH 7.0) medium with suitable antibiotics
(25 mg/L streptomycin, 10 mg/L rifampicin, 50 mg/L
kanamycin) by growing for 24 h at 28◦C with 200 rpm, in
dark inside the incubator shaker.

2. The secondary culture is made in 100 mL of same YEP
medium by adding 1% of the inoculum from the primary
culture in the presence of same antibiotics for 8 h with same
conditions as for primary culture.

3. When the OD600 reached to 0.8–1.0, spin down the culture
at 5,000×g for 10 min at 4◦C. The supernatant is discarded
and pellet is resuspended with MS liquid medium (contain-
ing 1.5% sucrose) so as to bring the OD600 to 0.5.

3.5.5.3. Infection and
Co-cultivation

1. Highly embryogenic calli are collected in a sterile coni-
cal flask. The transformation is performed by transferring
the Agrobacterium culture in the flask containing calli for
18–20 min with continuous shaking.

2. The infected calli are transferred on an autoclaved What-
man paper and dried. After drying, calli are inoculated on
co-cultivation medium (MS salts, 3% maltose, 1.0% glucose,
2.5 mg/L 2,4-D, 0.2 mg/L BAP, 0.3% phytagel, pH 5.2,
100 μM acetosyringone).

3. Incubate the infected calli in dark at 26–28◦C for 2 days.

3.5.5.4. Selection and
Regeneration of
Transformed Microcalli

1. After enough growth of Agrobacterium in the co-
cultivation medium is observed (∼2 days), the infected calli
are washed with autoclaved double distilled water for 8–10
times in a sterile conical flask.

2. Then the calli are washed with 250 mg/L cefotaxime for
15 min and dried with the help of sterile Whatman paper.

3. The dried calli are plated on first selection medium (callus
induction medium containing 50 mg/L hygromycin and
250 mg/L cefotaxime) and incubated for 20 days in dark
at 26–28◦C (40).

4. After first selection for 20 days, black/brown calli are
removed and creamish healthy calli are transferred to the
fresh medium for second selection.

5. During the second selection, small microcalli started grow-
ing on the transformed calli and became white and
granular.
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6. Only these microcalli are chosen to be transferred to the
third selection medium (same as first selection) and allowed
to proliferate for another 10–15 days in dark.

7. After the third selection, black/brown microcalli are dis-
carded and white and granular macrocalli are transferred
to the regeneration medium (MS salts, 3.0% maltose,
2.5 mg/L BAP, 1.0 mg/L kinetin, 0.5 mg/L NAA, 0.3%
phytagel, pH 5.8, 250 mg/L cefotaxime and 30 mg/L
hygromycin) and incubated in culture room under light for
10–15 days.

8. During this period the callus started to turn green. The
greenish calli are again transferred to fresh regeneration
medium and incubated in culture room under light. In this
medium the calli will start to regenerate into shoots.

9. Once growing shoots touch the cover of the plate, these
are transferred to rooting medium (half strength MS
salts, 3.0% sucrose, 0.3% phytagel, 40 mg/L hygromycin
and 250 mg/L cefotaxime) and kept for 20 days in
light.

10. The rooted plantlets are transferred to pots containing ver-
miculite and covered with polythene bag for 7 days for
hardening inside green house.

11. After 7 days the polythene bags are removed and kept for
another 7 days for proper shoot and root development.

12. The regenerated plants are checked by PCR with
gene-specific primers and/or hygromycin-resistance gene-
specific primers. PCR-positive plants are transferred to soil
pot for further growth.

13. Confirmation of transgenic nature of the plants is done by
Southern and Western blot analysis.

3.6. Stress Tolerance
Test
3.6.1. Leaf Senescence
Test and Chlorophyll
Estimation

The leaf disc assay is the most common way to have some primary
knowledge regarding abiotic stress tolerance (see Note 17).

1. Leaf discs of equal size are cut with a borer and floated onto
the desired solution (200 mM, 400 mM NaCl and 5 mM,
10 mM MG stress) in small plates and kept inside the culture
room in light. A water control should always be taken for
transgenic as well as for WT plant.

2. Leaf discs are constantly observed for the loss of chlorophyll.
When the contrasting response is observed the picture of
the leaf discs is taken and leaf discs are harvested for the
chlorophyll estimation.

3. Chlorophyll (Chl) is extracted by grinding the leaf discs in
mortar pestle with 80% acetone and the extract is trans-
ferred into a microcentrifuge tube and volume is made up
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to 2 mL with 80% acetone and kept on ice under dark
condition.

4. The tissue debris is spun down at 10,000 rpm for 15 min
at 4◦C.

5. Supernatant is transferred into fresh microcentrifuge tube
and kept on ice and the absorbance is taken at 645 and
663 nm for Chl a and b, respectively.

6. Total Chl, Chl a, and Chl b are calculated according to the
following formulas (41).

Chl a = (12.7 × A663 − 2.63 × A645) × V
1000 × w

Chl b = (22.9 × A645 − 4.68 × A663) × V
1000 × w

Total Chl = (20.2 × A645 + 8.02 × A663) × V
1000 × w

where
A663 = absorbance of chlorophyll extract at 663 nm
A645 = absorbance of chlorophyll extract at 645 nm
V = final volume of solution (mL)
w = fresh weight of leaf tissue in grams.

3.6.2. Seed Germination Salt stress tolerance test of the transgenic seedlings in the medium
as well as in hydroponics provide strong evidence for the toler-
ance conferred by expression of transgene. The seeds are germi-
nated in half MS media containing 3% sucrose with 50 mg/L of
hygromycin for selection of transgenic lines. Once germinated,
the seedlings of WT and transgenic lines are transferred to MS
media containing 200 mM NaCl and continue to grow. After few
days, the transgenic seedlings show distinct tolerance as compared
to wild types.

3.6.3. Salt Stress in Pot
Cultures

1. Salt stress tolerance at maturity (when plants are in soil pot
at the stage just before flowering) is the ultimate test to
see the effect of transgene. To mimic the natural salinity
stress in the field condition, solution of four different salts
(50 mM NaCl, 3.75 mM MgCl2, 15 mM MgSO4, 6.25 mM
CaCl2) is prepared and mixed to obtain a solution of EC
15–20 dS m−1.

2. Pots of transgenic plants and WT plants are initially irrigated
with equal amount of salt solution and 4–5 L of same solu-
tion is added to the plastic tray underneath the soil pot at
the start of the experiment.
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3. The level of salt solution in the plastic tray is maintained at
every 48 h till the differential effect is observed. If visual
differential response is developed, then the tissues from dif-
ferent parts of the plant are harvested for further analysis.

3.6.4. Flowering and
Seed Set Under Stress

The shoot length is recorded before applying the stress and at
the completion of stress. Shoot growth of transgenic plants is
compared with that of WT plant. At the end of the experiment,
shoot fresh weight and dry weight are recorded. Root length,
fresh weight, and dry weight of transgenic and WT plants are
recorded and compared. Another most important parameter is
the total yield under stress condition. The time taken to develop
flower and total yield of the transgenic and WT plants is recorded
under stress as well as under unstressed conditions. Yield penalty
in terms of percent reduction in yield under stress as compared
to under unstressed condition is recorded for transgenic and WT
plants.

4. Conclusion

Methylglyoxal has been shown to present from prokaryotes to
higher eukaryotes. A lot of work has been done on glyoxalase
pathway enzymes and the degradation of methylglyoxal in differ-
ent biological system. In our laboratory, it has been shown that
in plants the methylglyoxal level correlates with the stress level
in plants; and in response to different abiotic stresses the level of
methyglyoxal was found to increase. We have shown that overex-
pressing glyoxalase pathway enzymes can help plants to tolerate
abiotic stresses. It is suggested that genetic manipulation of gly-
oxalase pathway can be a reliable and efficient strategy to develop
abiotic stress-tolerant plants.

5. Notes

1. All the steps for protein purification of Gly I and Gly II
should be performed in cold condition (4◦C).

2. The enzyme assay should be done using fresh protein sam-
ple and absorbance recorded immediately.

3. For cloning of the Gly I and Gly II genes, a Taq polymerase
with proof reading activity should be used to avoid error
during the PCR reaction.
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4. After successful cloning, the vector construct should be
sequenced and checked carefully for any sequence varia-
tion.

5. The glycerol stocks of all the constructs should be main-
tained at −80◦C with proper labeling.

6. For RNA isolation, tips and microcentrifuge tubes should
be treated with DEPC and autoclaved. The mortar and pes-
tles are treated with chloroform and autoclaved.

7. The area used for RNA isolation should be clean and gen-
erally isolated from other lab area.

8. The water used for dissolving RNA and making MOPS
buffer should be DEPC treated.

9. The OD260/OD280 ratio of the RNA should be more than
2 in TE (10 mM Tris pH 7.5 and 1 mM EDTA).

10. The integrity of the RNA should be checked by running
a denaturing agarose gel. The intensity of the 28S rRNA
band should be twice than the intensity of the 18S riboso-
mal RNA band.

11. During the northern gel blotting, avoid trapping of any air
bubbles beneath the gel. If there is any bubble it should be
carefully removed by rolling a glass rod on top of the gel.

12. Methylglyoxal should be maintained in dark bottle and
handled carefully as it is highly toxic.

13. The plant tissue culture should be done in separate laminar
hood dedicated to only tissue culture work.

14. Before starting the tissue culture work, the hood should be
cleaned using spirit and sterilized by UV light for 30 min.

15. Forceps and scalpels used for tissue culture should be auto-
claved and flamed to red hot and cooled before using for
transfer of callus/plantlets to another media.

16. All the water and media used in tissue culture should be
opened only inside the laminar hood.

17. During the stress-tolerant test, leaf discs should be taken
from different leaves from plants of same size and same
growth stage and randomly incubated in different salt, MG,
or other solutions to apply stress.
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Genetic Screens to Identify Plant Stress Genes
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Abstract

A powerful means to learn about gene functions in a developmental or physiological context in an organ-
ism is to isolate the corresponding mutants with altered phenotypes. Diverse mutagenic agents, including
chemical and biological, have been widely employed, and each comes with its own advantages and incon-
veniences. For Arabidopsis thaliana, whose genome sequence is publicly available, the reliance of reverse
genetics to understand the relevant roles of genes particularly those coding for proteins in growth and
development is now a common practice. Identifying multiple alleles at each locus is important because
they can potentially reveal epistatic relationship in a signaling pathway or components belonging to
a common signaling complex by their synergistic or even allele-specific enhancement of the phenotypic
severity. In this article, we describe mutagenesis by using ethyl methanesulfonate (EMS) and transfer (T)-
DNA-mediated insertion or activation tagging as applied to the most widely used genetic plant model
A. thaliana. Also, we demonstrate the utility of several genetic screening approaches to dissect adaptive
responses to various abiotic stresses.

Key words: Abscisic acid, abiotic stress tolerance, Arabidopsis, bioluminescence, genetic screen,
mutagenesis, thermoluminescence.

1. Introduction

Drought, extreme temperature, high salinity, and other abiotic
stresses reduce plant growth and provoke defense responses to
survive and eventually to adapt to these adverse conditions if they
persist. In agriculture, these abiotic stresses represent the prin-
ciple limitations of productivity amounting to about 50% losses
in yield world-wide (1–3). The specific physiological responses
elicited by the various stresses on higher plants are relatively
well described, but lacking is the molecular understanding of
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the events underlying how plants sense and transmit stress stim-
uli and how the responses might be integrated at the cell, tis-
sue, organ, and whole plant levels. From transcriptomic studies
we know that drought, cold, and salt evoke the expression of an
over-lapping sets of genes, suggesting that their signaling trans-
duction pathways share common control points (4). Identifica-
tion of the major common and distinct regulatory nodes of these
pathways can be achieved by mutagenesis and isolation of such
mutants by appropriate screens. Genetic dissection of regulatory
processes controlling stress responses can provide entry points,
leading to more detailed and better understanding of the various
adaptive responses (5–7). Here we provide easy-to-follow proto-
cols for mutagenesis (EMS or T-DNA insertion mutagenesis) and
genetic screens using stress-responsive promoter-driven reporter
genes (for e.g., promoter::luciferase screens) as well as isolation
and characterization of mutants defective in stress tolerance or
responses.

1.1. EMS
Mutagenesis of
Arabidopsis

Ethyl methanesulfonate (EMS) is a frequently used chemical
mutagen, which predominantly generates point mutations. EMS
can be used to generate mutations for both forward and reverse
genetic programs in Arabidopsis and other plants (8, 9).

1.2. T-DNA Insertion
Mutagenesis

Molecular and physiological characterization and genetic analysis
can be efficiently connected when mutations are generated with
insertions of DNA elements. For Arabidopsis, the most common
insertions are the Ac/DS or En/I type transposable elements
(10–12) or the T-DNA of Agrobacterium tumefaciens (13–16).
Integration of the T-DNA of Agrobacterium into the genome of
the host cell does not require sequence homology of the target
genomic sequence, therefore distribution of the T-DNA integra-
tion sites in the Arabidopsis genome is nearly random (17–19).
Number of T-DNA inserts in a transformed plant ranges between
1.2 and 1.8. In gene-rich chromosomal regions, T-DNA integra-
tion frequency is higher, while in centromeric regions it is lower
(20, 21). More frequent T-DNA integration was found in pro-
moter and 5′ untranslated regions of actively transcribed plant
genes than in intergenic regions (20, 22, 23). Several vectors have
been developed and used for Agrobacterium-mediated transfor-
mation (Table 7.1).

To generate a population of insertion mutants, large-
scale transformation methods have to be used. In planta
Agrobacterium-mediated transformation methods have been
developed for Arabidopsis and are suitable to generate large
number of transgenic lines without the need of tissue culture
regeneration (29–31). Here we describe a simple protocol which
is routinely used in our laboratory for large-scale Arabidopsis
transformation.
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Table 7.1
Several Agrobacterium transformation vectors used for T-DNA insertion mutagenesis

Name Selection marker Use Reference

pPCV6NFHyg Hygromycin (HygR) Promoter trap with promoterless nptII
marker

(24)

pTgus Hygromycin (HygR) Promoter trap with promoterless
b-glucuronidase (GUS) marker

(24)

pTluc Hygromycin (HygR) Promoter trap with promoterless
luciferase (Ffluc)

(25)

pPCVICEn4HPT Hygromycin (HygR) Activation tagging (4x35S enhancer) (26)
pSKI015
pSKI074

Glufosinate Activation tagging (35S promoter) (27)

pROK2 Kanamycin (KmR) Activation taging (35S promoter) (21)
pAC161 Sulfadiazine (SULR) Activation tagging (35S promoter) (22)

pPCV501 Hygromycin (HygR) Insertion mutagenesis (28)
pTAc1 Hygromycin (HygR) Activation tagging (35S promoter) (28)

pTAc16 Hygromycin (HygR) Activation tagging (Dex-inducible
promoter)

(28)

1.3. Use of
Bioluminescence
Imaging to Identify
Stress Genes

Promoters of stress-induced genes have been fused to firefly
luciferase gene in several laboratories to create a reporter gene
construct which faithfully reflects the activities of native genes and
can be monitored in vivo by bioluminescence imaging. Screening
for mutants with activation or disruption of the reporter gene
construct can be used to dissect signaling pathways. Zhu and
coworkers employed a high-throughput bioluminescence moni-
toring system (RD29A-LUC reporter gene) to identify mutants
implicated in cold, drought, or salt tolerance as well as in ABA sig-
nal transduction (32). The mutants with constitutive expression
of osmotically responsive genes (cos), low expression of osmot-
ically responsive genes (los), and high expression of osmotically
responsive genes (hos) have been isolated (5, 32, 33).

The success of the genetic screen will depend on the choice
of promoter (a promoter, which is responsive highly and specifi-
cally to a particular stress will likely be suitable). Several stress-
induced promoter-luciferase reporters have been constructed and
used with success for mutant screens (Table 7.2). In order to
obtain a suitable reporter line, numerous independent transgenic
plants and lines have to be generated with the vector carrying
the test gene construct for testing luciferase activity. Homozy-
gous lines with single insert and with high signal/low background
ratio should be employed for subsequent mutagenesis. Activities
of three ABA and stress-responsive reporter gene constructs are
shown in Fig. 7.1.
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Table 7.2
Examples for luciferase gene constructs used to isolate stress signaling mutants

Reporter
gene Mutant/gene Regulation Reference

RD29A-LUC cos, los, hos (constitutive-,
low- or high expression
of osmotically responsive
genes)

Response to salt, drought,
cold, ABA signal

(33, 34, 35, 36)

CBF3-LUC ice1 (inducer of CBF
expression 1)

Response to cold stress (37)

KIN2-LUC ade1 (ABA deregulated
expression)

ABA signal (38)

PR1-LUC adr1 (activated disease
resistance 1)

Response to pathogens (39)

ADH1-LUC ADH1 activation, RAP2.12 Response to osmotic stress,
anoxia, ABA signal

(40)

Fig. 7.1. Activation of three ABA-induced luciferase reporter genes in transgenic Arabidopsis seedlings: pADH1-LUC (a),
pRAB18-LUC (b), and pCOR74-LUC (c). Left panels show luminescence images of four to five seedlings with each con-
struct, which were sprayed with 50 μM ABA, and incubated for 0, 3, 6, and 9 h. Right panels show quantitative analysis
of luminescence in three independent lines with each construct, having been sprayed with 50 μM ABA at 0 h.
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1.4. Infrared
Thermoluminescence
Screen

Guard cells tightly regulate the pore aperture by integrating a
variety of external and hormonal signals. Light stimulates stom-
atal opening permitting photosynthetic CO2 uptake, whereas
drought triggers closing of the pore to limit water loss through
transpiration. Thus, during the day, the stomatal aperture is con-
tinuously being optimized by the plant to accommodate these
conflicting needs. Guard cells thus have an impact on two of the
most important agricultural traits to the plant, efficacy of pho-
tosynthesis and transpiration. Research on guard cells helps the
understanding of the underlying regulatory events which have a
direct bearing on agricultural productivity, management of arable
land, and water resources.

Transpirational fluxes caused by stomatal movements can alter
leaf temperatures. The amplitudes of temperature changes caused
by stomatal conductance are in fact sufficiently large to be semi-
quantifiable by infrared thermography (Fig. 7.2) (41). This imag-
ing technology has been successfully exploited to identify mutants
of Arabidopsis impaired in stomatal response to high CO2, ozone,
or drought, opening the possibility to gain insight into the adap-
tive mechanisms underlying the integration of external and hor-
monal signals in the most advanced single cell model in plants
(42, 43). We developed the guard cell as a simple model sys-
tem with the aim of decoding the signaling network in which
the membrane transport system operates in tight relationship to
components in ABA signaling (44).

Fig. 7.2. Infrared thermal imaging of Arabidopsis plants. Visible light (a) and infrared
image (b) of young Arabidopsis plants with differences in their leaf surface temperature.
In (b), the dark grey color indicates colder leaf temperature (higher rate of transpiration
of a mutant), while the lighter grey indicates the higher leaf temperature of the wild type
plants.

There are many variables that can theoretically alter the leaf
temperature. It depends obviously on stomatal conductance to
water vapor but other contributing factors could be absorbed net
radiation, air humidity, CO2 levels, light quality, air temperature,
stomatal circadian, and boundary layer conductance (41). Thus,
it is possible that cryptic variations in the experimental conditions
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could bias the identity of different subclasses of mutants. Cooling
in leaves derives predominantly from convection or from transpi-
ration influenced by stomatal density (45, 46). This also suggests
that mutations affecting the cuticle structure will probably not
be recovered. It is important to note that in vitro cultures alter
stomatal development (as well as ABA sensitivity), thus we rec-
ommend soil-grown plantlets to be used as experimental material.
Using this approach, we successfully identified mutants defective
in either ABA biosynthesis or sensitivity.

2. Materials

2.1. EMS
Mutagenesis of
Arabidopsis

1. 100 mM phosphate buffer (pH 7.5). Prepare 100 mM phos-
phate buffer by mixing 70 mL of 1 M K2HPO4 and 20 mL
1 M KH2PO4 and adjust the pH to 7.5 by gradually adding
1 M KH2PO4 and continuous testing the pH of the solu-
tion. Dilute the 1 M phosphate buffer 10 times to obtain
the required 100 mM phosphate buffer.

2. Ethyl methanesulfonate (EMS) liquid (SIGMA, M0880).
Prepare 0.4% solution in 100 mM phosphate buffer (see
Note 1).

2.2. T-DNA Insertion
Mutagenesis

1. Arabidopsis seeds. Use either wild-type ecotypes (Col-0,
LER, etc.) or the mutant of your interest.

2. Agrobacterium strain with the T-DNA vector. Our preferred
strain for Arabidopsis transformation is GV3101::pMP90
(RifR, GmR). Numerous transformation vectors are avail-
able for insertion mutagenesis and some of them are listed
in Table 7.1.

3. Germination medium: half-strength Murashige and Skoog
medium (pH 5.7) (47) containing 0.5% sucrose and 0.7%
agar. To prepare selection (plants with T-DNA insertions)
plates, supplement germination medium with 500 mg/L
Claforan and selective antibiotics, depending on the marker
genes (50 mg/L kanamycin, 20 mg/L hygromycin, 5 mg/L
sulfadiazine, 15 mg/L phosphinotricin).

4. YEP medium: 10 g yeast extract, 10 g Bacto Peptone, 5 g
NaCl, adjust pH to 7.0, and bring final volume to 1 L with
H2O. Sterilize for 30 min using liquid cycle in an autoclave.

5. Antibiotics: for GV3101::pMP90 strain use 100 mg/L
rifampicin, 25 mg/L gentamycin.

6. Infiltration medium containing 0.5% sucrose, and 0.01% Sil-
wet L77 (Lehle Seeds, Round Rock, TX, USA).
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7. Culture room or illuminated growth chamber with temper-
ature 22–24◦C and 16/8 h of light/dark cycle.

8. Greenhouse space for plants in 1,000 pots with 12 cm
diameter.

2.2.1. Screening for Salt
Hypersensitivity and
Tolerance

1. Germination medium: Murashige and Skoog medium con-
taining 0.5% sucrose, 0.7% agar, pH 5.7, in petri plates (9 cm
diameter).

2. Low salt selection medium: Murashige and Skoog medium
containing 3% sucrose, 50 mM NaCl, and 1.2% agar,
pH 5.7, dispensed into square petri plates.

3. High salt selection medium: Murashige and Skoog medium
containing 3% sucrose, 150 mM NaCl, and 1.2% agar,
pH 5.7, dispensed into square petri plates.

4. Mutagenized Arabidopsis seeds derived either from EMS
treatment or insertion mutagenesis.

5. Illuminated growth chamber with temperature 22–24◦C
and 16/8 h of light/dark cycle.

2.2.2. Screening for ABA
Insensitivity

1. Germination medium: Murashige and Skoog medium con-
taining 0.5% sucrose, 0.7% agar, pH 5.7.

2. Selection medium: Murashige and Skoog medium contain-
ing 0.5% sucrose, 2.5–10 μM ABA, and 0.7% agar, pH 5.7.

3. Mutagenized Arabidopsis seeds derived either from EMS
treatment or insertion mutagenesis.

4. Illuminated growth chamber with temperature 22–24◦C,
with 16/8 h light/dark cycle.

2.3. Use of
Bioluminescence
Imaging to Identify
Stress Genes

1. Plant material: Mutagenized Arabidopsis seeds derived from
homozygous transgenics from a promoter::luciferase con-
structs. We routinely use in vitro germinated 5- to 10-day-
old seedlings or 2- to 3-week-old plantlets.

2. Germination medium: Half-strength MS medium, contain-
ing 0.5% sucrose, 0.8% agar, pH 5.7.

3. D-luciferin solution (luciferin: Biosynth AG, Staad, Switzer-
land): 2 mM final concentration, containing 0.01% Triton
X-100, diluted from 100 mM luciferin stock, which is dis-
solved in sterile water.

1. Low light camera system: The low light imaging system
can be built using a cooled CCD camera connected to
the controller computer with appropriate imaging software.
Cameras with suitable characteristics are available from var-
ious manufacturers. The camera must have high sensitivity
to detect low light intensities, should be cooled to reduce
noise-signal ratio, and should have sufficient pixel resolution
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to allow the generation of images containing a 15 cm diam-
eter petri plate. The camera is placed on a dark box which
can efficiently prevent light infiltration (often supplied by the
manufacturer). To exclude light completely, it is advisable to
place the whole setup inside a dark room. Low light cameras
are available from several manufacturers:

(i) Visitron Systems GmbH, Puchheim, Germany
(http://www.visitron.de/) have developed the
VisiLuxx Imager, the low light imaging system for
plant application, which is optimized for detect-
ing luciferase activity (http://www.visitron.de/
Products/Dark_Box_Imagers/VisiLuxx/visiluxx.html).

(ii) Princeton Instruments (USA) (http://www.
princetoninstruments.com/) have developed sev-
eral imaging cameras for scientific purposes, including
charge-coupled devices (CCD) for low light imaging.

(iii) Hamamatsu Photonics (http://www.hamamatsu.
com/) have several cameras which are suitable
for low light imaging and have different technical
characteristics (http://sales.hamamatsu.com/en/
products/system-division/cameras).

2. Imaging software: Several computer software have been
developed to acquire, process, and analyze bioluminescence
images. Camera manufacturers usually deliver their instru-
ments with basic imaging softwares. WinView software from
Princeton Instruments, MetaMorph, and the cost-efficient
MetaVue products from Molecular Devices are suitable for
image analysis.

2.4. Infrared
Thermoluminescence
Screen

2.4.1. Plant Growth

1. Commercially available gardening soil (compost, peat moss,
and pulverized wood fibers).

2. Sand of about 2–3 mm in diameter.
3. Vermiculite.
4. Disposable plastic gardening pots. Disposable square pots of

9–10 cm are recommended because of their lower price.
5. Mineral solution for irrigation.
6. Plant growth chambers.

2.4.2. Image
Visualization, Collection,
and Analysis

1. Thermacam PM250 (Inframetrics, FLIR Systems, North
Billerica, MA, USA).

2. Video monitor.
3. Memory card (SiliconDrive R© PC card 32 MB, Silicon Sys-

tems).
4. A support to suspend the camera over the canopy of plants.
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3. Methods

3.1. EMS
Mutagenesis of
Arabidopsis

1. Mix 3 g Arabidopsis seeds in 40 mL 100 mM phosphate
buffer and incubate them at 4◦C, overnight.

2. Centrifuge seeds and replace phosphate buffer with 0.4%
EMS solution. Incubate the mixture at room temperature
for 8 h with occasional swirling.

3. Wash the seeds at least 10 times with water, and store them
at 4◦C in the dark for 3 days.

4. Transfer M1 seeds to the surface of wet soil in pots or flats
and incubate them at 22◦C with 16/8 h of light/dark cycle
to allow the plants to flower and set seeds.

5. Harvest M2 seeds and pool them from 500–1,000 plants.

3.2. T-DNA Insertion
Mutagenesis

1. Grow 5–10 wild-type Arabidopsis plants in 12 cm diame-
ter pots in greenhouse or growth chamber using short-day
illumination (8/16 h of light/dark cycle). Transfer plants
with 6–8 cm rosettes to long-day illumination (16/8 h of
light/dark cycle). Alternatively plants can be germinated
and grown on long-day cycles. In this case grow 10–20
plants in a 12 cm diameter pot. For a large-scale experi-
ment use 1,000 pots of Arabidopsis.

2. When bolting begins, remove the first few emerging inflo-
rescences. Higher number of secondary inflorescences is
formed in a few days.

3. Inoculate 1 L YEP medium in 3 L Erlenmeyer flask with
single fresh colony of Agrobacterium and let it grow
overnight, with continuous shaking (250 rpm, 28◦C) until
it reaches OD600nm = 1.0.

4. Spin down Agrobacteria (3,000×g/15 min) and resus-
pend in infiltration medium. Adjust concentration to
OD600nm=1.5.

5. Submerge Arabidopsis inflorescence into the Agrobac-
terium solution and wait for 5 min. To prevent soil falling
into the medium, cover soil with aluminum foil. Remove
plants and cover them with SaranTM wrap to maintain high
levels of humidity. Lay the plants horizontally on a tray and
cover the tray with another tray in order to maintain the
plants in dark. Transfer the tray to a shaded area and keep
it for a day. Then, transfer the plants to long-day illumina-
tion (16/8 h light/dark cycle).

6. Alternatively, Arabidopsis plants can be vacuum infil-
trated with the Agrobacterium solution. Arabidopsis plants,
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submerged into the Agrobacterium solution, are placed
into vacuum for 2 min, then rapidly released.

7. Repeat infiltration again after 7 days.
8. Let plants flower and set seeds. Harvest seeds and collect

them in bulk.
9. For selection of transformed plants from the seed bulk, sur-

face sterilize 5 mL seeds in a 50 mL Falcon tube by soaking
them in 70% commercial bleach or in Clorox containing
0.01% Triton X-100. Wash seeds at least five times using
sterile distilled water. Keep sterilized seeds at 4◦C for 2–3
days for stratification.

10. Spread seeds on the surface of selective germination
medium and germinate them in growth chamber with tem-
perature between 22–24oC and in 8/16 h of light/dark
cycle. Select resistant plants, transfer them to soil, and grow
them in a greenhouse to set seeds. Harvest seeds and store
stocks individually.

11. For forward genetic screens bulks of seeds are prepared by
mixing equal amount of T2 generation seed stocks.

3.2.1. Screening for Salt
Hypersensitivity and
Tolerance

Growth of Arabidopsis is inhibited by NaCl, which can be tested
by monitoring seedling root elongation, cotyledon, and leaf
expansion. These characters can be used as selection criteria for
isolating salt hypersensitive or tolerant mutants. Root bending
assay was used for the isolation of salt overly sensitive (sos) mutants
(48). 50 mM NaCl allows root growth of wild-type Arabidopsis
but can block root growth of salt hypersensitive mutants such as
sos1. Screen is performed on vertical plates where monitoring root
growth is feasible.

3.2.1.1. Procedure for
Isolating Salt
Hypersensitive Mutants

1. Surface sterilize Arabidopsis seeds by soaking them in 70%
commercial bleach or in Clorox containing 0.01% Triton
X-100. Wash seeds at least five times in sterile distilled water.

2. Transfer seeds to Petri plates containing germination
medium and incubate at 4◦C for 2 days for stratification.

3. Transfer the plates to a growth chamber maintained at
22–24◦C with 8/16 h of light/dark cycle and let seeds ger-
minate and develop for four days into seedlings.

4. Transfer plants and arrange them in rows on a low salt
medium. Place the plates in vertical position, with the roots
pointing upward, and incubate them for 4–5 days.

5. Select the mutants with impaired root growth and transfer
them to germination medium to allow them to form several
leaves.
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6. Transfer selected plants to greenhouse, to flower, and set
seeds.

7. Repeat the root bending assay on progenies of selected
plants. Confirmed salt sensitive mutants are ready for further
analysis.

3.2.1.2. Procedure for
Isolating Salt-Tolerant
Mutants

Screening for salt tolerance can be done on vertical plates with
medium supplemented by inhibitory concentrations of salt (at
least 150 mM NaCl). Selection of tolerant plants is based on their
root growth, greening, or survival (Fig. 7.3a).

Fig. 7.3. Screening for salt tolerance, ABA insensitivity, and activation of a luciferase
reporter gene construct. (a) Wild-type Arabidopsis plants were transformed by the COS
cDNA library (40). T1 generation seedlings were selected for hygromycin resistance and
the resistant seedlings were screened for salt tolerance on medium supplemented by
200 mM NaCl and 4 μM estradiol. Arrow show a growing, putative salt-tolerant plantlet.
(b) To screen for ABA insensitivity, T1 generation seeds were plated on medium con-
taining 2.5 μM ABA and 4 μM estradiol. Arrow indicates a germinating seed among the
non-germinating seeds. (c, d) For activation of the pADH1-LUC reporter gene construct,
a transgenic line was transformed by the COS library, and T1 generation seedlings were
germinated on hygromycin, sprayed with 4 μM estradiol, and luminescence images
were recorded with a CCD camera. Arrow indicates the position of a seedling (c) which
shows luminescence (d).

1. Surface sterilize Arabidopsis seeds by soaking them in 70%
commercial bleach or in Clorox containing 0.01% Triton
X-100. Wash seeds at least five times in sterile distilled water.

2. Transfer seeds to germination medium containing petri
plates and incubate at 4◦C for 2 days for stratification.
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3. Transfer the plates to a growth chamber maintained at
22–24◦C with 8/16 h of light/dark cycle and let seeds ger-
minate and develop seedlings for 4 days.

4. Transfer seedlings to high salt selection medium and arrange
them in rows. Incubate the plates in vertical position for
5–10 days.

5. Select plantlets with superior root and leaf growth when
compared to wild-type seedlings. Transfer them to germi-
nation medium for further growth.

6. Alternatively, seedlings can be transferred onto a high salt
(200 mM NaCl) containing medium and incubated for at
least 4 weeks. Surviving seedlings are rescued and transferred
to germination medium for further growth.

7. Transfer plants to greenhouse to flower and set seeds.
8. Repeat growth assay on high salt medium to confirm the

mutant phenotype.

3.2.2. Procedure for
Isolating ABA Insensitive
Mutants

Abscisic acid is a growth hormone which affects many aspects
of plant growth and development, seed and embryo develop-
ment, seed dormancy, germination, stomatal closure, tolerance to
drought, and other stresses (49, 50). A number of mutants with
altered ABA sensitivity have been isolated by selecting for ger-
mination in the presence of inhibitory concentrations of ABA,
including abi1, abi2, and abi3 (51). Recently dominant ABA
insensitive Arabidopsis lines were selected in plant populations
overexpressing two different cDNA libraries (52, 40) (Fig. 7.3b).

1. Surface sterilize Arabidopsis seeds by soaking them in 70%
commercial bleach or in Clorox containing 0.01% Triton
X-100. Wash seeds at least five times in sterile distilled water.

2. Transfer seeds onto selective medium containing 2-3 μM
ABA, and incubate 4◦C for 2 days for stratification.

3. Transfer the seeds to growth chamber maintained at
22–24◦C with 8/16 h of light/dark cycle and let the
seedlings grow for at least 2 weeks. Monitor the seedlings
on a daily basis.

4. Select germinating seedlings while most seeds are blocked in
their germination capacity.

5. Transfer selected seedlings to germination medium and
allow the seedlings to grow and develop a few leaves.

6. Transfer plants to greenhouse to flower and set seeds.
7. Test ABA insensitive germination capacity of T2 generation

seeds on media supplemented by 1–10 μM ABA. Calculate
the percentage of germinating seedlings every day and com-
pare it to germination of wild-type plants.
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3.3. Bioluminescence
Imaging with CCD
Camera

3.3.1. Screening for
Luciferase Activation in
a Mutagenized Plant
Population

1. Sterilize and germinate M2 generation mutagenized seeds
or pooled seed stocks from insertion mutant collections on
agar-solidified germination medium. Use approximately 500
seeds on a 150 mm × 15 mm petri plate.

2. Incubate plates in growth chambers at 20–22◦C with 16/8 h
light/dark cycle. Grow the seedlings for 7 days.

3. In order to detect upregulated reporter gene expression,
spray seedlings with 2 mM luciferin solution, and wait 1–2 h
before imaging (see Note 2).

4. Turn on the imaging system, and allow to cool it down
until temperature of the chip reaches working temperature
(−120◦C in Visilux Imager).

5. Place the plate into the sample holder of the camera cham-
ber, take a reference picture in dim light.

6. Alternatively a fluorescence image can be acquired imme-
diately after closing the camera box (10–30 s). This image
allows positioning of the seedlings.

7. Wait 5 min to reduce chlorophyll fluorescence.
8. Acquire the luminescence image. Length of the exposition

can be 5–30 min, depending on the gene construct and the
expected intensity of the luminescence.

9. Select seedlings with enhanced luminescence, transfer them
to new plates, and grow them separately until they form
abundant roots to transfer them to soil.

3.3.2. Suppression
Screen

Besides activation of the luciferase reporter gene, suppression of
the luminescence can be screened. The two strategies can be com-
bined by screening the same plant population first for gene activa-
tion and subsequently for suppression. For the suppression screen
the seedlings are treated by sublethal stress or hormone which
activates the reporter gene in all plants. Mutants are identified
based on low or missing luminescence.

1. Activate the reporter gene construct in the seedlings either
by transferring them to inductive medium (e.g., 150 mM
NaCl or 300 mM mannitol for salt or osmotic stress, respec-
tively) or by spraying them with an inducer (e.g., 20 μM
ABA).

2. Allow the seedlings to activate the reporter gene for 3–4 h.
3. Perform luminescence imaging, but this time select seedlings

with low or no luminescence when compared to the rest of
seedlings (wild-type ones).

4. Remove the selected seedlings from the inductive plates,
grow the seedlings separately.
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5. Transfer plants to greenhouse for selfing and collect M3 gen-
eration seed stocks for further analysis.

3.3.3. Screening for
Dominant Activation of
the Luciferase Reporter
Gene

Screening for dominant luciferase activation in T1 genera-
tion seedlings using a promoter trap vector, transactivation of
reporter gene with activation tagging, or cDNA library transfer
(Fig. 7.3c,d).

1. Generate large number of transgenic seeds with the pro-
moter trap vector in a Col-0 wild-type background. For
reporter gene activation transform the homozygous reporter
line with the activation vector or the cDNA library.

2. Germinate seeds of infiltrated plants in the presence of selec-
tion marker (e.g., hygromycin).

3. Transfer around 100 hygromycin resistant seedlings to new
15 cm diameter plates. Handling of seedlings may activate
reporter genes, therefore incubate plates in standard culture
conditions for 2–3 days before testing.

4. Spray seedlings with luciferin and measure luminescence as
described above. Select seedlings with detectable lumines-
cence.

5. In order to select for suppressed reporter gene activation,
treat seedlings with ABA or stress (cold, heat, salinity,
osmotic, etc.).

6. Incubate plates for 3–4 h.
7. Measure luminescence, select seedlings with reduced

luciferase activity.
8. Transfer selected seedlings to germination medium to

recover, grow separately, and transfer to greenhouse to
flower and set seeds.

Screening of T2 generation, pooled seed stocks is similar, with
the exception that such seeds do not need to have to be germi-
nated first on hygromycin plates.

3.4. Infrared
Thermoluminescence
Screen

The screen described below is to identify mutants with reduced
ability to close their stomata in response to water stress.

3.4.1. Plant Growth and
Water-Deficit Conditions

1. Prepare the mixture of 50% sand and 50% commercial soil
in disposable plastic pots. Thoroughly wet the substrate by
subirrigation (soaking the pots in water) (see Note 3).

2. Sow mutagenized seeds onto the sand/soil substrate at a
density of 1 –3 seeds/1.5 cm2. Incubate 2 days at 4◦C in
darkness to remove any residual dormancy.

3. Transfer the pots containing seeds to the greenhouse to ger-
minate and grow in water-sufficient conditions (see Note 4).
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4. Submit the plantlets to drought stress when the true leaves
just begin to emerge. The drought is imposed simply by
transferring the plants to a growth chamber with a drier
atmosphere, and withholding water for about 3–4 days (see
Note 5).

3.4.2. Camera Set-Up,
Thermoluminescence
Screen

1. Suspend the camera approximately 40 cm above the canopy
and observe leaf temperature on the color monitor relayed
to the camera (see Note 6). One might need to adjust the
temperature sensitivity scale of the camera for each observa-
tion of a different field of plantlets (see Note 7).

2. Remove the majority of the plantlets that register relatively
higher foliar temperatures by cutting at the stems with a
small pair of surgical scissors (see Note 8).

3. Save images of potential mutants as 8-bit TIFF files on the
memory card of the camera.

4. After the observation, re-water the plants by subirrigation.
5. After 2–4 days, re-observe the temperatures of the remaining

plants.
6. Select plants with reproducible difference in thermolumines-

cence.

4. Notes

1. EMS is highly hazardous solution. Use gloves, lab coat, and
chemical hood for handling. Decontaminate everything that
has come in contact with EMS by washing it with 1 M
NaOH. Discard waste in biohazardous containers.

2. Prepare 100 mM luciferin stock solution in sterile distilled
water. Prepare 100 μL aliquots and store them in −80◦C
freezer, in dark. Luciferin is heat and light sensitive.

3. In our hands, sand (2–3 mm diameter) was satisfactory, but
plant growth tends to be variable. Water used for subirriga-
tion should be enriched with mineral nutrients during the
initial growth phase under water-replete conditions. On the
other hand, commercial compost has a high water retention
capacity, dries too slowly and furthermore, has a tendency to
collapse to a highly compact state during drying. In our case,
a mixture composed of 50% sand and 50% compost (v/v) is
judged as a good compromise. To accelerate homogeneous
evaporation from the soil, in practice, the bottom half of the
pots are filled with pure sand or vermiculite, while the top
half is filled with the sand/compost mix.
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4. Our greenhouse conditions are 200 μE m−2 s−1, 24◦C, vary
between 55 and 80% RH throughout the day, 16 h light.
The plants are watered every 2 days from below by subirri-
gation in water and/or mineral solution.

5. By series of empirical tests, the optimal conditions in the
growth chamber are 24–25◦C, relative humidity between 40
and 50%, and ventilation to an air speed of 0.4 m/s from the
sides of the growth chamber and from below the pots. This
ventilation guarantees uniformity of the different environ-
mental parameters and drying of the pots. The growth cab-
inet is equipped with fluorescent rather than incandescent
lights (150 μE/m2/s) to minimize the short-wave infrared
background that could bias the estimation of the leaf tem-
perature when using the 3.4–5 μm infrared band for thermal
imaging. These environmental conditions are designed to
maximize the difference in temperature between leaves with
closed stomata and leaves with open stomata, while main-
taining a homogeneous temperature response for a given
transpiration rate in all the plants observed over the image
field. We do not measure the absolute leaf temperatures
for each plant independently in the mutagenized popula-
tion, which quickly becomes unmanageable in a “saturating”
genetic screen. Young plantlets at this described stage do not
seem to consume much water and often 4 days or longer
after water deprivation will be needed to impose sufficient
water deficit to elicit a stomatal response.

6. As the technology of infrared vision rapidly evolves, inter-
ested individual should consult with manufacturers concern-
ing the model of cameras suitable for your particular needs.
In our case, thermal images are captured by the Therma-
cam PM250 infrared camera equipped with a 16◦ lens. The
camera used a cooled 256 × 256 PtSi array detector respon-
sive to the short-wave infrared (3.4–5μm band). Specified
temperature resolution is below 0.1◦C at room temperature
based on calibration by using a black metallic object. Straight
temperature images generated by the camera software on the
basis of manufacturer calibration were used. Leaf emissivity
is set to 1 since an accurate absolute measurement of leaf
temperature is not required. The camera is connected to a
color monitor to facilitate visualization of individual plants
(Fig. 7.2), although sometimes black and white images give
better resolution of the different temperatures.

7. The idea is to identify individual mutants amidst a popula-
tion of wild-type plants by visualizing the differences in leaf
temperature between several plants in a given image rather
than by measuring the absolute leaf temperature of each
individual plant independently. Even for wild-type plants,
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they often show some variations in leaf temperature espe-
cially near the edges of the pots, hence continually adjusting
the temperature sensitivity scale may be necessary.

8. We avoid pulling out the unwanted wild-type plantlets
because it tends to up-root neighboring plants as well.
Locally up-turned soil is also detected by the infrared camera
as “cooler” patches, which renders observations much more
difficult. For these reasons, the wild-type plants are rather
removed by cutting with a small pair of scissors.
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Abstract

Plants respond and adapt to drought, cold, and high-salinity stresses. Stress-inducible gene products
function in the stress response and tolerance in plants. Using cDNA microarrays and oligonucleotide
microarrays, stress-inducible genes have been identified in various plant species so far. Recently, tiling
array technology has become a powerful tool for the whole-genome transcriptome analysis. We applied
the Arabidopsis Affymetrix tiling arrays to study the whole-genome transcriptome under drought, cold,
and high-salinity stresses and identified a large number of drought, cold, and high-salinity stress-inducible
genes and transcriptional units (TUs).

Key words: Arabidopsis, drought stress, tiling array, transcriptome analysis, stress-inducible genes.

1. Introduction

Stress-inducible gene’s products function in stress response and
tolerance in plants. Many stress-inducible genes encoding regula-
tory proteins and functional proteins have been identified using
cDNA microarrays and oligonucleotide microarrays (1, 2). How-
ever, many unidentified stress-inducible genes and transcripts
including non-protein-coding RNAs remained uncharacterized in
Arabidopsis genome as of 2007.
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The whole-genome tiling arrays cover genome sequence of
both strands with oligo probes and is a useful tool for the anal-
ysis of whole-genome transcriptome, such as (a) mapping of
transcripts including putative non-protein-coding RNAs (3–7),
(b) identification of alternative splice sites (8), (c) identifica-
tion of binding sites for the proteins (9–11), (d) comparative
genomic hybridization (12, 13), (e) mapping of DNA methy-
lation sites (14–16) and histone modification (17, 18) sites.
Recently, we applied the Arabidopsis Affymetrix tiling arrays to
identify drought, cold, and high-salinity stress-inducible genes
and identified many new stress-inducible genes and transcrip-
tional units (TUs) as well as the known stress-inducible genes
(19). In this analysis, we used the biotin-labeled cRNAs generated
after the synthesis of the first-strand and second-strand cDNAs, in
vitro transcription (IVT), and biotin labeling for the hybridization
to the arrays in order to reveal which DNA strand is transcribed,
as described in the Section 3. In this chapter, we describe the pro-
tocol for Arabidopsis tiling array analysis to identify the drought
stress-responsive genes.

2. Materials

2.1. Isolation of Total
RNA from Plants

1. Isogen (Nippon Gene).
2. Agilent 2100 Bioanalyzer (Agilent Technologies).

2.2. cDNA Synthesis
from Total RNA

1. Diluted Poly-A RNA control (see Note 1): Add 2 μ l of the
“Poly-A Control Stock” (Affymetrix) to 38 μ L of “Poly-A
Control Dil Buffer” (Affymetrix). Mix thoroughly and spin
down to collect the liquid. Add 2 μL of the first dilution to
98 μL of “Poly-A Control Dil Buffer” to prepare the sec-
ond dilution. Mix thoroughly and spin down to collect the
liquid. Add 2 μL of the second dilution to 8 μL of “Poly-A
Control Dil Buffer” to prepare the third dilution. Mix thor-
oughly and spin down to collect the liquid. Add 2 μL of the
third dilution to 8 μg of total RNA sample (see Note 2).

2. DNase/RNase-free distilled water (Gibco). Store at room
temperature.

3. One-Cycle Target Labeling and Control Reagents
(Affymetrix. The following reagents and materials are
supplied from the manufacturer: 2 mL collection tube,
1.5 mL collection tube, cDNA binding buffer, cDNA
elution buffer, cDNA Cleanup Spin Column, 0.1 M DTT,
Escherichia coli DNA ligase, E. coli DNA polymerase I,
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0.5 M EDTA, cDNA wash buffer, 10 mM dNTP, RNaseH,
SuperScript II, T4 DNA polymerase, 50 μM T7-Oligo(dT)
primer, 5X first Strand Reaction Mix, 5X second Strand
Reaction Mix, RNase-free water). Store collection tube,
cDNA binding buffer, cDNA elution buffer, and cDNA
wash buffer at room temperature. Store cDNA Cleanup
Spin Column at 4◦C. Store the other reagents at −20◦C.

2.3. Synthesis of
Biotin-Labeled cRNA
with In Vitro
Transcription (IVT)
Reaction

1. Nanodrop ND-1000 Spectrophotometer (Thermo Fisher
Scientific).

2. One-Cycle Target Labeling and Control Reagents (The
following reagents and materials are supplied from the
manufacturer Affymetrix: 10X IVT labeling buffer, IVT
labeling NTP mix, IVT labeling enzyme mix, IVT cRNA
Cleanup Spin Column, IVT cRNA binding buffer, IVT
cRNA wash buffer). Store IVT cRNA Cleanup Spin Col-
umn at 4◦C. Store IVT cRNA binding buffer and IVT cRNA
Wash buffer at room temperature. Store the other reagents
at −20◦C.

3. Ethanol.

2.4. Fragmentation of
the cRNA for Target
Preparation

1. 5X Fragmentation buffer (Affymetrix). Store at room tem-
perature.

2.5. Hybridization 1. GeneChip Hybridization Oven 640 (Affymetrix).
2. GeneChip Arabidopsis tiling array set (1.0F Array and 1.0R

Array, Affymetrix) (see Note 3). It can be stored for 6
months at 4◦C in dark.

3. 250 μL micropipette tips HR-250S (Rainin) (see Note 4).
Use when applying the hybridization buffer to the tiling
array.

4. 5 M NaCl (DNase/RNase-free, Ambion).
5. 0.5 M EDTA (Sigma-Aldrich). Store at room temperature.
6. 2X Hybridization buffer: Add 8.3 mL of 12X MES stock

buffer, 17.7 mL of 5 M NaCl, 4 mL of 0.5 M EDTA, 0.1
mL of 10% Tween-20 to 19 mL RNase-free water, and fill
up to 50 mL. Store at 4◦C in dark.

7. GeneChip Eukaryotic Hybridization Control Kit (The fol-
lowing reagents and materials are supplied from the manu-
facturer Affymetrix: 3 nM Contol Oligo B2, 20X Eukary-
otic Hybridization Controls). Store at −20◦C.

8. 10 mg/mL Herring Sperm DNA (Promega). Store
at −20◦C.
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9. 50 mg/mL bovine serum albumin (BSA) (Invitrogen).
Store at −20◦C.

10. Dimethyl sulfoxide (DMSO) (Sigma-Aldrich). Store at
room temperature.

2.6. Wash and Stain 1. GeneChip Fluidics Station 450 (Affymetrix).
2. 20X SSPE (3 M NaCl, 0.2 M NaH2PO4, 0.02 M EDTA,

Cambrex).
3. Wash Buffer A: Add 300 mL of 20X SSPE and 1 mL of 10%

Tween-20 (Pierce Chemical) to 650 mL of autoclaved dis-
tilled water and fill up to 1,000 mL with autoclaved distilled
water. The washing buffer A is then filtered through 0.2 μm
filter. It can be stored for 3 months at 4◦C in dark.

4. 12X 2-[N-morpholino] ethanesulfonic acid (MES) stock
buffer: Add 3.2 g of MES free acid monohydrate (Sigma-
Aldrich) and 9.7 g of MES sodium salt (Sigma-Aldrich) to
40 mL of DNase/RNase-free water (Gibco) and fill up to 50
mL with DNase/RNase-free water. 12X MES stock buffer is
then filtered through 0.2 μm filter. It can be stored for 3
months at 4◦C in dark.

5. Wash buffer B: Add 41.7 mL of 12X MES Stock buffer,
2.6 mL of 5 M NaCl, 0.5 mL of 10% Tween-20 to 400
mL of autoclaved distilled water and fill up to 500 mL with
autoclaved distilled water. The wash buffer B is then filtered
through a 0.2 μm filter. It can be stored for 3 months at 4◦C
in dark.

6. 10 mg/mL Goat IgG Stock: Add 50 mg of Goat IgG
(Sigma-Aldrich) to 5 mL of 150 mM NaCl solution (pre-
pared from 5 M NaCl solution). If a larger volume of the
10 mg/mL IgG stock is prepared, aliquot and store at
−20◦C until use. After thawing the solution, store at 4◦C.
Avoid repeated freezing and thawing.

7. 2X Stain Buffer: Add 41.7 mL of 12X MES Stock buffer,
92.5 mL of 5 M NaCl, 2.5 mL of 10% Tween-20 to 113.3
mL of RNase-free water. The 2X stain Buffer is then fil-
tered through 0.2 μm filter. It can be stored at 4◦C in
dark.

8. Anti-streptavidin antibody (goat), biotinylated (Vector Lab-
oratories). Store at −20◦C.

9. 1 mg/mL streptavidin phycoerythrin (SAPE) solution
(Molecular Probes). Store at 4◦C.

2.7. Scanning of the
Array

1. GeneChip Scanner 3000 7G (Affymetrix).
2. Tough-Spots (USA Scientific).
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3. Methods

3.1. Isolation of Total
RNA from Drought
Stress-Treated and
Untreated
Arabidopsis Plants

1. Grow Arabidopsis thaliana plants (ecotype Columbia) in
plastic dishes (20 plants per plastic dish) containing GM
agar (0.85%) medium supplemented with 1% sucrose under
16-h-light/8-h-dark cycle (40–80 μmol photons m−2s−1,
light period: A.M. 5:00 to P.M. 9:00) (see Note 5) (19).

2. Start the drought stress treatments (see Note 6) as follows:
Remove 30–40 plants per one replicate grown on two dishes
from the agar and perform drought stress treatment in two
to three plastic dishes for 2 and 10 h at 22◦C under dim
light (0.9–1.2 μmol photons m−2s−1) essentially as reported
previously (1).

3. Freeze the drought-treated and untreated control plants
in liquid nitrogen and store at −80◦C for isolation of
total RNA.

4. Prepare the total RNA using Isogen (Nippon Gene) accord-
ing to the instruction (see Note 7).

3.2. cDNA Synthesis
from Total RNA

1. Add 2 μL of “Third Poly-A Control Dilution” and 2 μL
of 50 μM “T7-Oligo(dT) Primer” to 8 μg of total RNA.

2. Adjust to a final volume of 12 μL with RNase-free water
(Gibco).

3. Shake the tube gently two to three times and spin down to
collect the liquid.

4. Keep the reaction for 10 min at 70◦C.
5. Place the samples at 4◦C for at least 2 min.
6. Spin down to collect the liquid.
7. Prepare 7 μL of “First-Strand Master Mix” which contains

4 μL of “5 × 1st Strand Reaction Mix”, 2 μL of 0.1 M
DTT, and 1 μL of 10 mM dNTP for each sample.

8. Transfer 7 μL of “First-Strand Master Mix” to each sample
and mix.

9. Incubate for 2 min at 42◦C immediately.
10. Add 1 μL of SuperScript II to each sample.
11. Incubate for 1 h at 42◦C and then cool the sample for at

least 2 min at 4◦C.
12. For one sample, prepare the 130 μL of “Second-Strand

Master Mix” that contains 91 μL of RNase-free water, 30
μL of 5× 2nd Strand Reaction Mix, 3 μL of 10 mM dNTP,
1 μL of E. coli DNA ligase, 4 μL of E. coli DNA polymerase
I, and 1 μL of RNaseH.
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13. Add 130 μL of “Second-Strand Master Mix” to each first-
strand cDNA sample (after step 11).

14. Mix the solution gently and spin down to collect the solu-
tion.

15. Incubate for 2 h at 16◦C.
16. Add 2 μL of T4 DNA polymerase to each sample and incu-

bate for 5 min at 16◦C.
17. Add 10 μL of 0.5 M EDTA (see Note 8).
18. Transfer the double-strand cDNA sample to a new 1.5

mL tube. Add 600 μL of “cDNA binding buffer” to the
double-strand cDNA sample. Vortex for 3 s (see Note 9).

19. Apply 500 μL of the sample onto the cDNA Cleanup Spin
Column set in a 2 mL collection tube.

20. Centrifuge for 1 min at 8,000×g. Discard the flow-
through.

21. Apply the remaining mixture sample (after step 19) onto
the cDNA Cleanup Spin Column. Centrifuge for 1 min at
8,000×g. Discard the flow-through and collection tube.

22. Set the spin column (after step 21) into new 2 mL col-
lection tube. Apply 750 μL of the cDNA wash buffer onto
the spin column. Centrifuge for 1 min at 8,000×g. Discard
flow-through.

23. Open the cap of the spin column and centrifuge for 5 min
at 20,000×g. Discard the flow-through and collection
tube.

24. Transfer spin column into 1.5 mL collection tube and
apply 14 μL of cDNA elution buffer directly onto the
membrane of the spin column. Keep at room tempera-
ture for 1 min. Then elute the solution by centrifuging
for 1 min at 20,000×g. 12 μL of the solution should be
eluted.

3.3. Synthesis of
Biotin-Labeled cRNA
with IVT Reaction

1. Transfer the double-strand cDNA sample to RNase-free
microfuge tube and add 4 μL of 10X IVT labeling buffer,
12 μL of IVT labeling NTP mix, and 4 μL of IVT label-
ing enzyme mix. Adjust to a final volume of 40 μL with
RNase-free water.

2. Mix gently and spin down to collect the solution.
3. Incubate at 37◦C for 16 h in an air incubator (see

Note 10).
4. For cleanup of biotin-labeled cRNA (see Note 11), add 60

μL of RNase-free water to the IVT reaction mixture sample
(after step 3) and vortex for 3 s.
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5. Add 350 μL of IVT cRNA binding buffer (see Note 12) to
the sample and mix by vortex for 3 s.

6. Add 250 μL of ethanol and mix well by pipetting (see
Note 13).

7. Apply 700 μL of the sample onto “IVT cRNA Cleanup
Spin Column” set in a 2 mL collection tube. Centrifuge
for 15 s at 8,000×g. Discard the flow-through and the col-
lection tube.

8. Transfer the spin column into a new 2 mL Collection tube.
Apply 500 μL of “IVT cRNA wash buffer” onto the spin
column. Centrifuge for 15 s at 8,000×g. Discard flow-
through.

9. Apply 500 μL of 80% ethanol onto the spin column. Cen-
trifuge for 15 s at 8,000×g. Discard the flow-through.

10. Open the cap of the spin column and centrifuge for 5 min
at 20,000×g. Discard the flow-through and the collection
tube.

11. Transfer the spin column into 1.5 mL collection tube and
apply 11 μL of RNase-free water onto the membrane of
the spin column. Then centrifuge for 1 min at 20,000×g
to elute.

12. Apply 10 μL of RNase-free water onto the membrane of
the spin column. Then centrifuge for 1 min at 20,000×g.
Collect the elute.

13. Check the concentration of biotin-labeled cRNAs by mea-
suring absorbance (see Note 14).

3.4. Fragmentation of
the cRNA

1. Prepare the fragmentation buffer, containing 20 μg of
cRNA (1–21 μL) and 8 μL of 5X fragmentation buffer in
a 0.2 mL tube. Adjust to the final volume of 40 μL with
RNase-free water.

2. Incubate at 94◦C for 35 min using a thermal cycler. Put it
on ice immediately after the incubation.

3. Check the fragmentation with Agilent 2100 Bioanalyzer (see
Note 15).

3.5. Hybridization 1. Incubate 20X eukaryotic hybridization controls for 5 min at
65◦C to dissolve the elements completely.

2. Prepare the hybridization cocktail. For each target sample,
add the following reagents to 15 μg of each fragmented
cRNA sample: 5 μL of 3 nM control Oligo B2 , 15 μL of
20X eukaryotic hybridization controls, 3 μL of 10 mg/mL
Herring Sperm DNA, 3 μL of 50 mg/mL BSA, 150 μL
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of 2X hybridization buffer, and 30 μL of DMSO. Adjust to
final volume of 300 μL with RNase-free water.

3. Leave the tiling array at room temperature (see Note 16).
4. Prehybridize the array by filling through a septum with 200

μL of 1X hybridization buffer using a micropipettor (see
Note 17) and incubating the array for 10 min at 45◦C with
rotation.

5. Heat the hybridization cocktail at 99◦C for 5 min on a heat
block.

6. Transfer the hybridization cocktail to 45◦C on heat block
and keep for 5 min.

7. Centrifuge the hybridization cocktail at 8,000×g for 5 min
to remove any insoluble materials.

8. Remove the prehybridization buffer solution from the array
and add 200 μL of the hybridization cocktail (see Note 18)
onto the array.

9. Incubate the array for 18 h at 45◦C with 60 rpm rotation in
the hybridization oven.

3.6. Wash and Stain 1. For each target sample, prepare three tubes for SAPE solu-
tion for the first stain, antibody solution, and SAPE solution
for the third stain. For each sample, prepare 1,200 μL of
SAPE solution mix containing 600 μL of 2X stain buffer,
48 μL of 50 mg/mL BSA, 12 μL of 1 mg/mL streptavidin
phycoerythrin (SAPE) and 540 μL of DNase/RNase-free
water. Divide it into two aliquots of 600 μL. They are used
for the first stain solution and the third stain solution (see
Note 19).

2. For each sample, prepare 600 μL of the antibody solu-
tion mix containing 300 μL of 2X stain Buffer, 24 μL of
50 mg/mL BSA (see Note 20), 6 μL of 10 mg/mL Goat
IgG Stock, 3.6 μL of 0.5 mg/mL biotinylated antibody, and
266.4 μL of DNase/RNase-free water.

3. After 18 h of hybridization, remove the hybridization cock-
tail from the array (see Note 21) and fill the array com-
pletely with the appropriate volume (about 250 μL) of non-
stringent wash buffer A.

4. Set the wash buffer A and wash buffer B into the fluidics
station. Run the protocol “Prime_450.”

5. Set the SAPE solution and antibody solution into the fluidics
station.

6. Select the protocol “EuKGE-ws2v4” in the fluidics station.
Insert the array into the designated module of the fluidics
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station, and start the run (see Note 22). Carry out washing
and staining as follows:
a. Post-Hyb wash #1: 10 cycles of 2 mixes/cycle with wash

buffer A at 25◦C.
b. Post-Hyb wash #2: 4 cycles of 15 mixes/cycle with wash

buffer B at 50◦C.
c. Stain: Stain the array for 10 min in SAPE solution at

25◦C.
d. Post stain wash: 10 cycles of 4 mixes/cycle with wash

buffer A at 25◦C.
e. Second Stain: Stain the array for 10 min in antibody solu-

tion at 25◦C.
f. Third Stain: Stain the array for 10 min in SAPE solution

at 25◦C.
g. Final wash: 15 cycles of 4 mixes/cycle with wash buffer

A at 30◦C. The loading temperature is 25◦C.
7. Turn on the scanner about 30 min before the end of the

protocol (see Note 23). One hour and 20 min after starting
the run, the sign “Eject” will appear. Then remove the array
(see Note 24).

3.7. Array scanning 1. On the back of the array, wipe off excess solution around the
septum. Cover the septum with the seal “Tough-Spots” and
keep the surface of the seal flat (see Note 25).

2. Perform scanning using filters (570 nm) at 0.7 μm res-
olution using a GeneChip Scanner 3000 7G. In enter-
ing the experimental information using GCOS (GeneChip
Operating Software) ver. 1.3, select “At35b_MF_v04” and
“At35b_MR_v04” for 1.0F and 1.0R Array, respectively.

3.8. Computational
Analyses of RNA
Expression

1. Prepare the information of Arabidopsis genome sequence
and annotation from Arabidopsis Genome Release(ftp://
ftp.arabidopsis.org/home/tair/Genes/TAIR∗∗_genome_
release/; see Note 26) in the Arabidopsis information
resource (TAIR).

2. Map the probes of each Affymetrix Arabidopsis whole-
genome tiling array (1.0F Array or 1.0R Array) on Arabidop-
sis genomic sequence (see Note 27).

3. For the analysis of transcriptional activities in the Arabidop-
sis whole genome, normalize intensity of a total of 6.4 mil-
lions 25-nt oligonucleotide probes for each strand genomic
sequence, that is, 3.2 millions perfect match (PM) and 3.2
millions mismatch (MM) probes, of individual replicates for
all treated and untreated samples at the same time via quan-
tile normalization (20) (see Note 28).
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4. Calculate the intensity of (PM-MM) by subtracting the
intensity of MM probes from that of PM probes and use the
intensity values of (PM-MM) for all subsequent data analyses
(see Note 29).

5. Evaluate whether AGI code genes and non-AGI TUs are
expressed, by “Arabidopsis tiling array-based detection of
exons (ARTADE)-based method,” that uses the p-initial
value or the binomial-distribution-based probability of find-
ing the expression profile within a 750-nucleotide window
scanning the whole genome during the initial evaluation
process in the method (21) (see Note 30).

6. Calculate Hodges–Lehmann estimator (HLE) values (see
Note 31) as the expression values of each gene and tran-
scriptional unit (TU) (see Note 32) by use of the intensity
value of 25-nt probes mapped to exons of each AGI code
gene and non-AGI TUs.

7. Identify the drought stress-inducible (see Note 33) and
downregulated (see Note 34) AGI code genes and non-AGI
TUs by Mann–Whitney U-test (FDR α = 0.01) (22, 23).

4. Notes

1. The first diluted Poly-A RNA control solution can be
stored at −20◦C for 6 weeks. The freeze–thaw cycle must
not exceed eight times. The second and the third diluted
Poly-A RNA control solution should be prepared before
its use.

2. The maximal volume of the mixed solution is 10 μL.
3. Information of the tilling array platform can be

found at the Gene Expression Omnibus (GEO) at
NCBI (http://www.ncbi.nlm.nih.gov/geo/). The 25-nt
oligonucleotides chosen from the forward strand genomic
sequence is comprised in the 1.0R Array and the
sequence information is the array platform GPL1979. The
25-nt oligonucleotides chosen from the reverse strand
genomic sequence is comprised in the 1.0F Array and the
sequence information is the array platform GPL1980. Each
Affymetrix Arabidopsis whole-genome tiling array (1.0F
Array or 1.0R Array) contains 6.4 millions 25-nt oligonu-
cleotide probes(15). They are composed of 3.2 million
perfect match (PM) probes that perfectly match genomic
sequence and 3.2 million mismatch (MM) probes whose
central base (positions 13 of 25) is substituted by its
complement.
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4. The head of the tip is ultrathin.
5. Two-week-old whole seedlings including entire aerial parts

and roots are used for the stress treatments (19).
6. Start the drought stress treatment at almost the same time,

5–6 h after the start of the light period to eliminate the
effect of diurnal and circadian regulation (24).

7. Isolate total RNA samples using Isogen reagent (Nippon
Gene) according to the manufacturer’s instructions. Exam-
ine the quality and quantity of the total RNA by spec-
trophotometry and gel electrophoresis using Agilent 2100
Bioanalyzer (Agilent Technologies). About 200–300 μg
total RNA should be isolated from the plants (fresh weight:
about 1 g) in two to three dishes. Isolate three biological
replicative RNA samples (at least 16 μg per sample). For
each RNA sample, use 8 μg of RNAs as the starting mate-
rials for hybridization with Arabidopsis tiling 1.0F Array or
1.0R Array (Affymetrix).

8. Do not keep double-strand cDNA samples at 4◦C for
a long time and perform the following cleanup of the
double-strand cDNAs immediately.

9. The color of the mixture should be yellow. If the color is
orange or purple, add 10 μL of 3 M sodium acetate (pH
5.0) to make the color yellow.

10. If the biotin-labeled cRNAs are not used for cleanup imme-
diately, store at −20◦C or −70◦C.

11. Perform the cleanup of the biotin-labeled cRNAs at room
temperature.

12. If precipitates are formed, the IVT cRNA binding buffer
should be warmed to 30◦C and then kept at room temper-
ature before use.

13. Do not centrifuge the samples after mixing.
14. Calculate the whole quantity of the biotinylated cRNAs

as follows: Whole quantity of the biotinylated cRNAs =
(Whole quantity of the cRNAs recovered after the IVT
reaction) × (Whole quantity of the total RNA) × (ratio
of the cDNAs used for the IVT reaction). More than 30
μg of the biotinylated cRNAs should be generated. The
ratio (A260/A280) should be between 1.9 and 2.1.

15. The acceptable RNA fragment size range is between 35 and
200 bases. Store the fragmented cRNA samples at −70◦C
before the use for hybridization.

16. Immediately after the tiling array is returned from the low
temperature, the rubber of the septa will still be hard and
will easily crack.
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17. Use the pipetman tip “HR-250S” for pushing the septa and
filling hybridization buffer through the septum. Note that
the cracking of septum causes deposition of hybridization
buffer.

18. Do not use the insoluble materials at the bottom of the
tube. Do not add bubble onto the array.

19. Mix the SAPE solution thoroughly by tapping before
its use.

20. For BSA, IgG, and antibody stocks, centrifuge the solution
and use the supernatant for preparation of the antibody
solution mix.

21. If the volume of the recovered hybridization cocktail is less
than 170 μL, the center part of the array may not be filled
with the cocktail.

22. Be sure to check that the buffer runs up and down. If the
bubbles stay at the same position, stop the run, and refill
the array with the wash buffer A manually. When the wrong
buffer is used, the run stops.

23. The scanner should be warmed up at least 15 min before
the scanning.

24. Be sure to check whether the bubble stays on the array or
not. If the bubble stays on the array, the array is reset into
the cartridge holder and then subjected to washing and
staining. However, excess washing causes loss of the sig-
nal intensity of each probe. After being washed, the array
should be subjected to scanning immediately. The remain-
ing array is kept at room temperature in the dark before the
scanning.

25. This step is done to prevent the leakage of the solution
during the scanning.

26. Use of the latest version on Arabidopsis genome annota-
tion is recommended. The latest version is TAIR8 (ftp://
ftp.arabidopsis.org/home/tair/Genes/TAIR8_genome_
release/). Check the announcement on Arabidopsis
genome annotation from the TAIR carefully.

27. In our tiling array analysis (19), the following probes were
excluded from the data analysis: (1) the PM probes which
perfectly matched more than two positions and (2) the
MM probes which perfectly matched the positions differ-
ent from its original ones. Finally, 5.8 million PM and 5.8
million MM probes per each array were used for the data
analysis. Note that the data of about 400 AGI code genes
was not analyzed due to the exclusion of the probes in our
previous tiling array analysis (19).
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28. After the quantile normalization, intensities of all replicates
representing different samples reach a common median.
All normalized intensities for each expressed spot are then
averaged among all replicates of the same sample to obtain
a single statistic. Their data is available at OmicBrowse
(http://omicspace.riken.jp/gps/group/psca1).

29. We used the intensities of (PM-MM) for the analyses,
because our preliminary analyses using the intensities of
(PM-MM) gave better results for identification of the
stress-responsive genes than that using only PM intensi-
ties. If the intensity of (PM-MM) for some 25-nt probes is
less than 1, intensity value 1 is used for our previous data
analyses (19).

30. The genes or TUs whose p-initial value is less than 10−8are
regarded as the expressed genes or TUs based on the com-
parison with the data obtained by “the promoter-based
method” that determines the threshold levels based on the
expression levels at the promoter region (1, 2).

31. HLE has strong robustness and high-efficiency properties.
In our previous study (19), we regarded the HLE values as
the expression values of each gene and TU and used it for
the subsequent data analyses.

32. To enable a global description of the Arabidopsis tran-
scriptome, we used the term TU to describe a segment
of the genome from which transcripts are generated, in
addition to annotated Arabidopsis Genome Initiative (AGI)
code genes whose information is available from TAIR
(http://www.arabidopsis.org/). A TU is defined by the
identification of a cluster of transcripts containing a com-
mon core of genetic information (in some cases, protein-
coding region) and a non-AGI TU is defined as the TU
identified in unannotated intergenic regions by the bioin-
formatic analysis.

33. In our previous analysis (19), we regarded the following
AGI code genes and non-AGI TUs as the AGI code genes
and non-AGI TUs upregulated by drought stress: (1) AGI
code genes and non-AGI TUs (in non-AGI code regions)
identified as expressed under the drought stress treatments
by the ARTADE-based method (p-initial value <10−8). (2)
AGI code genes and non-AGI TUs identified as drought
stress-upregulated by Mann–Whitney U-test (FDR α =
0.01). (3) Expression ratios (drought-treated/untreated)
>1.8. We identified 2,421 AGI code genes and 527 non-
AGI TUs as drought stress-upregulated ones (19).

34. In our previous analysis (19), we regarded the following
AGI code genes and non-AGI TUs as the AGI code genes
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and non-AGI TUs downregulated by drought stress: (1)
AGI code genes and non-AGI TUs (in non AGI-code
regions) identified as expressed under untreated condition
by ARTADE-based method (p-initial value < 10−8). (2)
AGI code genes and non-AGI TUs identified as drought
stress-downregulated by Mann–Whitney U-test (FDR α =
0.01). (3) Expression ratios (drought-treated/untreated)
<5/9. We identified 2,097 AGI code genes and 80 non-
AGI TUs as drought stress-downregulated ones (19).
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Chapter 9

Identification of Stress-Responsive Genes in Plants Using
Suppression Subtraction Hybridization: Ozone Stress
as an Example

Lila Peal, Michael Puckette, and Ramamurthy Mahalingam

Abstract

Among the open-ended techniques for identifying differentially expressed genes in response to stress, the
PCR-based suppression subtraction hybridization (SSH) is widely used. The popularity of this technique
stems from the ease of conducting this procedure in any laboratory set up for basic molecular biology
research. Further, the availability of a comprehensive kit for conducting suppression subtractions from
BD Biosciences has made this technique easy to adapt and adopt to any biological system. In this chapter
we describe in detail the SSH procedure and explain the subtle changes that have been incorporated to
make this technique adaptable for identifying stress-responsive genes in plants.

Key words: Adaptor, cDNAs, cloning, differential screening, driver, ligation, macroarray, tester,
suppression PCR.

1. Introduction

Transcriptional gene regulation plays a crucial role in shaping the
plant responses to external perturbations. As such literature is
replete with identification of transcriptional responses to exter-
nal insults in plants (1–5). The closed-end technologies such as
microarrays and real-time PCR have gained a lot of attention
in the recent years (6). However, as the name indicates these
techniques are confined to only those genes that are on the
microarray or restricted to organisms wherein extensive sequence
information is available. There are a number of different open-
ended techniques that have been developed and adapted for
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the identification of differentially expressed genes in response to
stresses (6). This includes differential display (7), cDNA-AFLPs
(8), serial analysis of gene expression (9), massively parallel sig-
nature sequencing (10), and subtraction hybridizations (11–13).
These techniques are applicable to organisms that do not have any
sequence information.

Subtractive hybridization is a powerful technique for compar-
ing two populations of messenger RNAs and obtaining genes that
are differentially expressed in one population but not in the other.
The population that the researcher is interested in identifying the
differentially expressed genes is called the tester, while population
that serves as the reference is termed as the driver. Suppression
subtraction hybridization is designed to overcome several short-
comings of the traditional procedures (14). The method does
not require the physical separation of the single-stranded and
double-stranded molecules. Furthermore this method includes
normalization and exploits the suppression PCR technology
that is extremely useful for enriching rare differentially expressed
genes (15).

The BD Biosciences (formerly Clontech) PCR-Select cDNA
subtraction kit provides all the necessary reagents for conducting
SSH. This kit is optimized for animal samples. Here we describe
in detail how this kit can be adapted for conducting successful
subtractions for plant samples. We also describe the methods for
constructing the subtracted cDNA libraries. Finally we describe
adapting the macroarray technology for rapid differential screen-
ing of subtracted cDNA libraries.

2. Materials

2.1. Plant Materials
and Acute Ozone
Stress Treatment

1. Plant growth chamber for raising plants (Percival).
2. Activated charcoal filters (VWR).
3. Ozone generation apparatus connected to a growth

chamber.
4. Falcon screw cap tubes of 50 mL size for harvesting the tis-

sue samples.
5. Liquid nitrogen for freezing samples and a −80◦C freezer

for storing the frozen tissues.

2.2. Total RNA and
Messenger RNA
Isolation

1. Trizol (Invitrogen).
2. DEPC water. Add 1 mL of diethyl pyrocarbonate (Sigma)

(see Note 1) to 1 L of water and shake vigorously to ensure
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complete mixing up. Place the bottle at 37◦C overnight and
then autoclave for 20 min.

3. RNase and DNase free tubes and tips.
4. Chloroform, isopropanol, and ethyl alcohol.
5. Oligotex mRNA midi kit (Qiagen).

2.3. Suppression
Subtraction
Hybridization

1. All the components required for processing up to seven sam-
ples can be found in the PCR-Select cDNA Subtraction Kit
from BD Biosciences. For each subtraction two samples are
processed in parallel.

2. Thermo cycler.
3. Heating block or water bath.
4. Primers for amplifying G3PDH gene.
5. Mini gel electrophoresis unit.

2.4. Cloning 1. TA cloning kit.
2. Water bath.
3. Large plates for plating library.
4. LB medium containing ampicillin.
5. X-gal (5-bromo-4-chloro-3-indolyl-ß-D-galactoside or 5-

bromo-4-chloro-3-indolyl-ß-D-galactopyranoside).

2.5. Differential
Screening

1. Differential screening kit (BD Biosciences).
2. Large electrophoresis unit with multiple rows.
3. Hybond N+ Nylon membranes (Amersham).
4. Seiko D-TRAN robot.
5. Hybridization incubator.
6. RadPrime DNA labeling system (Invitrogen).
7. Scintillation Counter (Beckman Coulter).

3. Methods

In order to identify ozone-induced genes in Arabidopsis plants,
the mRNA from plants treated with ozone will be designated as
the tester sample and the mRNA from the control plants main-
tained in ozone-free air is referred to as the driver sample. It is also
possible to identify the ozone-repressed genes between these two
samples. Conducting the subtraction procedure with the mRNA
isolated from control plants as the tester and using the mRNA
from ozone-treated plants as the driver will enrich for genes that
are repressed in response to the oxidant.
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The procedures described here below are for identifying
genes responsive to ozone in Arabidopsis. The same protocol can
be adapted for identifying stress-responsive genes in other plant
species (16, 17, 18).

3.1. Acute Ozone
Treatment

1. Arabidopsis plants are grown in ozone-free chambers.
Chambers are made ozone-free by placing activated charcoal
strips in the chamber that will effectively absorb any ambi-
ent ozone. Plants are grown under moderate light intensity
(80–100 μmol/m2s) with 10-h light and 14-h dark period
for 4 weeks, from the day of sowing seeds. Plants are grown
in 1.5 in. pots and only one plant is maintained in each pot
to avoid crowding.

2. About 80 plants can be accommodated in a single shelf of
the small Percival chamber connected to the ozone gen-
eration apparatus. If planning to collect plants at different
time points, ensure that equal number of plants is used for
each time point. Always allow four to five plants to observe
for ozone-related symptoms 24–48 h after the end of the
treatment.

3. Since ozone is a gas maintaining the concentration precisely
for several hours can be challenging. Especially if the cham-
ber door has to be opened during the course of ozone treat-
ment to collect samples, ensure that additional help is avail-
able. This ensures that one person can quickly remove the
plants from the chamber and harvest them in labeled 50 mL
falcon tubes, immediately frozen using liquid nitrogen and
stored in −80◦C. The other person can regulate the concen-
tration of ozone in the chamber. When the door is opened to
remove the plants, the ozone levels in the chamber will drop
sharply. Raise the flow of oxygen into the ozone generator.

3.2. Total RNA and
mRNA isolation

3.2.1. Total RNA
Isolation

1. Grind the plant tissue to fine powder using liquid nitrogen
(see Note 2).

2. Add 1 mL Trizol for every 100 mg of tissue powder.
3. Vortex for 30 s and incubate for 5 min at room

temperature.
4. Add 0.2 mL chloroform for every 1 mL Trizol used and

shake vigorously for 15 s.
5. Incubate for 2–3 min at room temperature and then cen-

trifuge at 16,000×g for 15 min at 4◦C.
6. Transfer aqueous layer to a clean tube and add 0.5 mL iso-

propanol for every 1 mL Trizol used.
7. Invert tube 2–5 times and incubate for 10 min at room

temperature.
8. Centrifuge at 16,000×g for 10 min at 4◦C.
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9. Aspirate off the supernatant and add 1 mL of 75% ethanol
(made with DEPC-treated water) per mL of Trizol used.

10. Mix by vortexing and centrifuge at 16,000×g for 5 min
at 4◦C.

11. Remove supernatant, briefly dry pellet by aspiration, and let
pellet air dry for 2 min and then dissolve pellet in RNase-
free water (100 μL for 100 mg of tissue).

12. Analyze the quality of the RNA preparation on a 1%
agarose gel. The RNA samples are mixed with 1 μL of
ethidium bromide (1 mg/mL) and the RNA loading dye
(see Note 3).

3.2.2. mRNA Isolation 1. For total RNA more than 500 μg up to 1 mg, the Qiagen
Oligotex mRNA Midi Kit works well. Follow the instruc-
tions in the kit carefully.

2. Determine the concentration of the mRNA using a nan-
odrop spectrophotometer.

3. Analyze about 100 ng of the mRNA on a 1% agarose gel to
ensure that the preparation is free of ribosomal RNA.

3.3. Suppression
Subtraction
Hybridization
3.3.1. First-Strand cDNA
Synthesis

1. For each tester and driver combine the following in a
microfuge tube

Poly A+ RNA (4–5 μg) (see Note 4) 2–4 μL
10 μM cDNA Synthesis Primer 1 μL

2. Incubate for 2 min at 70◦C in a thermo cycler or a heating
block.

3. Place the tubes on ice for 2 min, and then centrifuge tubes
briefly.

4. Add to each tube:

5x First-strand buffer 2 μL
10 mM dNTP mix 1 μL
Sterile water 1 μL
AMV reverse transcriptase 1 μL

4. Mix gently with a pipette tip and centrifuge briefly.
5. Incubate for 1.5 h in a 42◦C air incubator or heating block.
6. Place the tubes on ice to terminate the reaction.

3.3.2. Second-Strand
cDNA Synthesis

1. Add to the first-strand synthesis reaction

5x Second-strand buffer 16.0 μL
10 mM dNTP mix 1.0 μL
20x Second-strand enzyme cocktail 4.0 μL
Sterile water to 80 μL
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2. Mix and centrifuge briefly.
3. Incubate for 2 h at 16◦C.
4. Add 2 μL of T4 DNA polymerase and mix well.
5. Incubate for 30 min at 16◦C.
6. Add 4 μL of 20x EDTA/glycogen mix to terminate the

reaction.
7. Add 100 μL of phenol: chloroform: isoamyl alcohol

(25:24:1)
8. Vortex vigorously and centrifuge at 16,000×g for 10 min

at room temperature.
9. Remove aqueous layer and transfer to a new tube.

10. Add 100 μL chloroform: isoamyl alcohol (24:1) to the
aqueous layer.

11. Repeat steps 9–11.
12. Add 40 μL of 4 M ammonium acetate and 300 μL of 95%

ethanol.
13. Vortex vigorously and centrifuge at 12,000×g for 20 min

at room temperature.
14. Remove the supernatant and add 500 μL of 80% ethanol

to the pellet.
15. Centrifuge at 12,000×g for 10 min.
16. Remove the supernatant and then air dry pellet for 10 min.
17. Dissolve pellet in 50 μL of water.
18. Transfer 6 μL to a new tube and store at −20◦C.

3.3.3. Rsa I Digestion 1. Add the following into a microfuge tube:

Double-stranded cDNA 43.5 μL
10x Rsa I restriction buffer 5.0 μL
10 U/μl Rsa I 1.5 μL

2. Vortex and briefly centrifuge.
3. Incubate for 1.5 h at 37◦C.
4. Transfer 5 μL to a new tube for analyzing efficiency of

digestion (see Note 5).
5. To the rest of the reaction add 2.5 μL of 20x

EDTA/glycogen mix to terminate the reaction.
6. Add 50 μL of phenol:chloroform:isoamyl alcohol

(25:24:1).
7. Vortex vigorously and centrifuge at 12,000×g for 10 min.
8. Remove aqueous layer and transfer to a clean microfuge

tube.
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9. Add 50 μL chloroform:isoamyl alcohol (24:1) to the aque-
ous layer and vortex vigorously.

10. Centrifuge at 12,000×g for 10 min.
11. Remove aqueous layer and transfer to a clean microfuge

tube.
12. Add 25 μL of 4 M ammonium acetate and 187.5 μL of

95% ethanol.
13. Vortex vigorously and centrifuge at 12,000×g for 20 min

at room temperature.
14. Remove supernatant without disturbing the pellet.
15. Add 200 μL of 80% ethanol to the pellet.
16. Centrifuge at 12,000×g for 5 min.
17. Remove supernatant.
18. Air dry pellet for 5–10 min.
19. Resuspend pellet in 5.5 μL water and store at −20◦C.

3.3.4. Adapter Ligation 1. Dilute 1.5 μL of each Rsa I digested experimental cDNA
with 2.5 μL of water. (see Note 6)

2. Prepare a ligation Master Mix by combining the following
components in a 0.5 mL tube for each reaction:

Sterile water 3 μL
5x Ligation buffer (see Note 7) 2 μL
T4 DNA ligase 1 μL

3. Set up two reactions for each tester cDNA. Label the tubes
as 1-1 and 1-2 and add the following ingredients

1-1 1-2
Diluted tester cDNA 2 μL 2 μL
10 uM Adaptor 1 2 μL —
10 uM Adaptor 2R — 2 μL
Master Mix 6 μL 6 μL

4. Mix 2 μL of 1-1 reaction and 2 μL of 1-2 in a new tube.
This will be unsubtracted control 1-c.

5. Briefly centrifuge and leave overnight at 16◦C.
6. Add 1 μL EDTA/glycogen mix to stop the reaction.
7. Heat sample for 5 min at 72◦C to inactivate the ligase.
8. Briefly centrifuge the tubes.
9. Remove 1 μL of the unsubtracted tester control and dilute

with 1 mL of water.
10. Store samples at −20◦C.
11. Perform the ligation efficiency test (see Note 8).
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3.3.5. First Hybridization 1. Combine the following in a 0.5 mL tube for each experi-
mental subtraction. Label the tubes as 1 and 2 and add the
following components

1 2
Rsa I digested driver cDNA 1.5 μL 1.5 μL
Adaptor 1-ligated tester 1-1 1.5 μL —
Adaptor 2R-ligated tester 1-2 — 1.5 μL
4x Hybridization buffer (see Note 9) 1.0 μL 1.0 μL

2. Overlay sample with a drop of mineral oil.
3. Briefly centrifuge tubes.
4. Incubate for 1.5 min at 98◦C in a thermocycler.
5. Incubate for 8 h at 68◦C.
6. Proceed to second hybridization.

3.3.6. Second
Hybridization

1. Add the following to a new tube:

Driver cDNA 1 μL
4x Hybridization buffer 1 μL
Sterile water 2 μL

2. Transfer 1 μL of this above mix into a 0.5 mL tube.
3. Overlay with a drop of mineral oil.
4. Incubate at 98◦C for 1.5 min in a thermocycler.
5. Remove the tube from the thermocycler.
6. Set a micropipet to 15 μL.
7. Carefully draw hybridization sample 2 part-way into the

pipet tip.
8. Remove tip from tube and draw in a small amount of air.
9. Repeat steps 7 and 8 with the freshly denatured driver.

10. Transfer the contents of the pipet to the tube containing
hybridization sample 1.

11. Mix by pipetting.
12. Briefly centrifuge tube.
13. Incubate overnight at 68◦C.
14. Add 100 μL of dilution buffer to the tube (see Note 10).
15. Mix by pipetting.
16. Heat for 7 min at 68◦C in a thermocycler.
17. Store at −20◦C.

3.3.7. PCR
Amplifications

1. Take 2.5 μL of the diluted cDNA and the corresponding
diluted unsubtracted tester control into a labeled tube (see
Note 11).
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2. Prepare a Master Mix for all the primary PCRs by adding
the following for each reaction:
Sterile water 18 μL
10x PCR reaction buffer 2.5 μL
10 mM dNTP 0.5 μL
10 μM PCR primer 1 1.0 μL
50x Advantage cDNA polymerase mix 0.5 μL

3. Vortex to mix and centrifuge briefly.
4. Add 22.5 μL of master mix into each of the reaction tubes.
5. Incubate for 5 min at 75◦C in a thermocycler and imme-

diately begin the PCR as follows: 94◦C for 25 s followed
by 27 cycles at 94◦C for 30 s, 66◦C for 30 s and 72◦C for
1.5 min followed by a final extension at 72◦C for 10 min.

6. Dilute 3 μL of each primary PCR with 27 μL water.
7. Take 1 μL of diluted primary PCR in a labeled tube.
8. Prepare a master mix for secondary PCR by adding the

following for each reaction:
Sterile water 18 μL
10x PCR reaction buffer 2.5 μL
10 μM Nested PCR Primer 1 1.0 μL
10 μM Nested PCR Primer 2R 1.0 μL
10 mM dNTP Mix 0.5 μL
50x Advantage cDNA Polymerase Mix 0.5 μL (See Note 12)

9. Vortex to mix and centrifuge briefly.
10. Add 24 μL of master mix to each reaction tube.
11. Immediately begin the PCR as follows:

94◦C 10 s
68◦C 30 s
72◦C 1.5 min

The PCR is run for 11 cycles.
12. Analyze 8 μL of the primary and secondary PCRs on a

2.0% agarose/EtBr gel. (see Note 13)
13. Store the PCR products at −20◦C.
14. Conduct the subtraction efficiency analysis using the

G3PDH primers that were designed for the adaptor liga-
tion efficiency analysis (see Note 14).

3.4. Constructing
Subtracted cDNA
library

1. Take 2 μL freshly amplified secondary PCR products in a
0.5 mL tube.

2. Add 1 μL of the T/A cloning vector, 1 μL of 10 x ligase
buffer, 5 μL of sterile distilled water, and 1 μL of the ligase
enzyme.
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3. Incubate the samples at 4◦C overnight.
4. Use heat-shock competent DH5 alpha cells for transforma-

tion. Use 8 μL of the ligation mix for the transformation
procedure.

5. Add about 1 mL of the SOC media and then plate about
200 μL aliquots of the transformation mix in large plates
containing LB, X-gal, and ampicillin.

6. Incubate the plates overnight at 37◦C.
7. Pick the white colonies using toothpicks and transfer them

into 96-well plates containing about 100 μL of LB media
with appropriate amount of ampicillin.

8. For each subtraction library pick as many white colonies as
possible. We recommend at least 800–1000 colonies for each
subtraction.

9. Place a seal on these plates and then incubate them in 37◦C
incubator with a constant agitation of 225 rpm overnight
(see Note 15).

3.5. Differential
Screening

1. The copy plates containing the subtracted cDNA clones are
amplified using the nested PCR primers.

2. The PCR products are then analyzed on a high-density
agarose gel. This is a large gel containing 3–4 rows of
combs in order to analyze 48–96 PCR products simulta-
neously.

3. The gels are photographed and all the clones showing pos-
itive amplification and single discrete bands are selected for
constructing macroarrays.

4. The PCR products are arrayed on to a nylon membrane
robotically. Each membrane of the size of a 96-well plate
can accommodate 480 spots. The membranes are printed
in duplicates.

5. Each set of duplicate membranes are subjected to differen-
tial screening using radioactively labeled probes generated
from the subtracted cDNA and unsubtracted cDNAs using
the Radprime DNA labeling kit and alpha P32 dCTP (see
Note 16).

6. Following random priming reaction the probes are cleaned
using the sephadex columns.

7. An aliquot (1 μL) of the purified probe from the sub-
tracted and unsubtracted samples are analyzed on a
scintillation counter to determine the total amount of
radioactivity incorporated. Equal counts of radiola-
beled probes (∼5 × 106 cpm) are used for the two
membranes.
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8. Membranes are allowed to hybridize in a rotary oven
overnight at 68◦C.

9. Membranes are washed twice using a solution of 2x SSC
and 0.5% SDS for 10 min duration each.

10. The membranes are then covered in plastic wrap and
exposed to phosphorimaging overnight.

11. The scanned images are transferred to the Imagemaster 2D
platinum software (GE Healthcare) to extract the signal
intensities around each spot. Clones that show a strong
signal with the subtracted cDNA probe compared with the
unsubtracted probe are selected for further analysis.

4. Notes

1. DEPC is carcinogenic and irritant. Wear gloves and open
the DEPC containing bottle under a fume hood.

2. The finer the tissue grinding, higher will be the yield of
RNA. We grind the plant tissue samples 3–5 times and
then transfer the fine powder to pre-weighed 2 mL Eppen-
dorf tubes to determine the exact weight of the samples.
Approximately 1 mg of total RNA is necessary for isolating
10 μg of mRNA.

3. When viewed under the UV light, the 28S ribosomal bands
must be twice the intensity of the 18S ribosomal bands.

4. The kit protocol recommends using 2 μg. In our expe-
rience with plants using 4–5 μg of mRNA gives bet-
ter results. Since the average size of plant mRNA is sig-
nificantly smaller compared with the animal mRNAs this
change is necessary.

5. For determining the efficiency of the Rsa I digest, take 5
μL of digested and the undigested cDNA samples, add 1
μL of ethidium bromide and 1 μL of 6x loading buffer
before loading the samples onto thin (less than 20 mL) 1%
agarose mini gels. This enables to visualize the products
on the gel very clearly. Run the digestion efficiency analysis
gel before the phenol: chloroform cleanup procedures. The
smear in the digested cDNA samples range between 100–
500 bp. If the smearing in the digested samples is similar to
the undigested samples, repeat the RsaI digestion again. If
repeating the digestion it is advisable to use more enzymes
and also extend the incubation time to 3–4 h.

6. The kit protocol recommends diluting 1 μL of the digested
cDNA with 5 μL of water. Based on our experience, in
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plants, we recommend using 1.5 μL of the digested cDNA
and adding 2.5 μL of water for dilution.

7. It is recommended to make 10 μL aliquots of the lig-
ase buffer. Use an aliquot and then discard the remain-
ing. Freezing and thawing the ligase buffer will lead to the
breakdown of the ATP and this in turn will reduce the lig-
ation efficiency.

8. The G3PDH primers provided in the kit are for the mouse
or human cDNA. For conducting the ligation efficiency
analysis for plant samples design a forward primer and a
reverse primer to amplify a housekeeping gene such as
G3PDH. The designed primers should give an amplified
product of about 400–500 bp and should not contain an
internal Rsa I restriction site.
The cDNA amplifications using the PCR primer 1 from the
kit and the 3′ or the 5′ G3PDH primers should be at least
25% the intensity of the PCR amplifications using the 3′
and 5′ G3PDH primers. If the results are not as expected
do not proceed to the next step. Repeat the ligations again
using more concentrated cDNAs.

9. The hybridization buffer tube must be stored at room tem-
perature.

10. Protocol recommends adding 200 μL of the dilution
buffer. For the plant samples we recommend adding 100
μL of the dilution buffer.

11. The kit protocol recommends using 1 μL of the subtracted
cDNA. For plant samples we found that taking 2.5 μL of
the diluted subtracted cDNA gives better results.

12. The Advantage Taq polymerase can be replaced with
Takara Taq polymerase. However, remember to use the
appropriate polymerase buffer.

13. Mix 0.5–1 μL of ethidium bromide to the primary and
secondary PCR products before running them on thin 1%
agarose gel. This ensures to visualize the products clearly.

14. Subtraction efficiency analysis is conducted as described in
the kit protocol except for the use of the plant-specific
G3PDH primers. Instead of setting up a 30 μL reaction
we recommend 50 μL volumes. This ensures that there are
sufficient volumes left over when removing 5 μL aliquots
of samples after 28 and 33 PCR cycles.

15. It is advisable to make copy plates from each master plate.
This is done by transferring 2–3 μL of the overnight
cultures growing in 96-well plates to new 96-well plates
containing LB and ampicillin. Use the copy plates for
conducting PCR amplifications for macroarraying or
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microarraying. Add 100 μL of glycerol to the original 96-
well plates, mix well, seal with a new plate seal before stor-
ing them in −80◦C freezer.

16. Only licensed and trained personnel can use radioactivity.
Ensure that protective clothing, gloves, eyewear are avail-
able before conducting radioactive work. It is important
to conduct radioactive work behind half-inch plexi-glass
shield.
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Chapter 10

Identification of DNA-Binding Proteins and Protein-Protein
Interactions by Yeast One-Hybrid and Yeast Two-Hybrid
Screen

Peter Klein and Karl-Josef Dietz

Abstract

The regulation of gene activity is a crucial factor in coordinating development, growth and acclimation
to environmental changes. By this means, metabolic processes are adjusted according to cellular needs by
changing gene expression patterns. In the genome of the model plant Arabidopsis thaliana, more than 7%
of the genes are estimated to encode proteins directly involved in gene regulation. Transcription factors
(TFs) are able to bind to specific DNA motifs named cis-elements and control the expression of target
genes. The regulation may be either activation, stimulation, inhibition or suppression. The activation of
genes is mediated by well-coordinated protein–protein interactions between transcription factors and a
various number of cofactors. The gene activation networks are still poorly understood. In order to address
the involved protein–DNA and protein–protein interactions, a number of methods have been developed
that efficiently address cis-element interacting partners. This chapter describes two powerful methods:
the yeast one-hybrid system and the yeast two-hybrid system. In combination these techniques provide
the ability to identify cis-element-binding transcription factors and their upstream interaction partners.

Key words: Protein–protein interactions, transcription factors, yeast one-hybrid system, yeast
two-hybrid system.

1. Introduction

In the late 1990s Stanley Fields and Ok-kyu Song described a
revolutionary method for identifying protein interaction part-
ners, the yeast two-hybrid screen (1). The big advantage of this
technique is its capability to identify a high number of protein
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interaction partners in an easy straightforward approach and
within a reasonable short time period.

The yeast two-hybrid system is based on the fact that many
eukaryotic transcription factors contain at least two physically
and functionally independent domains. For example, the well-
characterized Saccharomyces cerevisiae GAL4 transcription factor
is a 99.35-kDa protein (2). Its DNA-binding domain (BD) is
encoded in the first 147 amino acids, whereas its transactivation
domain (AD) is encoded in the amino acids 768–881 (3).

Fields and Song (1) showed that the separation of the BD
domain from the AD domain of GAL4 transcriptional activa-
tor did not affect their activity after reconstitution. This feature
was utilized to design bait and prey vectors, first expressing the
GAL4 BD domain and then the GAL4 AD region. To investigate
new protein–protein interactions, a known bait protein is fused
to the GAL4 BD domain. The second vector contains either a
cDNA library element or a gene encoding another specified pro-
tein downstream of the GAL4 AD activation domain. As selec-
tion markers, both vectors harbour genes involved in amino acid
biosynthesis. The suitable S. cerevisiae host strain lacks the corre-
sponding genes. Host cells expressing the marker genes that are
contained on both vectors have the ability to grow on selective
media lacking the appropriate amino acids.

In the case of positive interaction between the bait pro-
tein and its putative interacting partner, the fused GAL4 BD
and AD are localized close enough to act as a fully functional
GAL4 transcription activator (Fig. 10.1). The GAL4 BD inter-
acts with specific GAL1, GAL2 and MEL1 upstream activating
sequences (UASs) in the reporter gene promoter. The positioned
AD domain initiates the assembly of the preinitiation complex
(PIC) and causes the expression of the reporter gene (4).

UAS min. promoter reporter gene

BD

AD

PIC

bait prey

Fig. 10.1. Scheme for the activation mechanism of a reporter gene in yeast two-hybrid
system. The GAL4 DNA-binding domain (BD) binds to the upstream activating sequence
(UAS) upstream of the reporter gene minimal promoter. The binding of an appropriate
partner protein to GAL4 activation domain (AD) mediates assembly of the preinitiation
complex (PIC) and results in transcription of the reporter gene.
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In subsequent work, modifications of the yeast two-hybrid
system were introduced, one of which was the yeast one-hybrid
system. In contrast to other descendants, this powerful tech-
nique allows researchers to identify proteins with DNA-binding
properties. This special ability is utilized to investigate transcrip-
tion regulation mechanisms of genes and helps to character-
ize transcription-regulative cis-elements inside promoter regions
(Fig. 10.2). In the case of the yeast one-hybrid system also,
two vectors are required. The bait carries a target DNA element
upstream of a reporter gene. Similar to the yeast two-hybrid sys-
tem, each one-hybrid system vector also harbours a gene for nutri-
ent selection. The prey vector is similar to that in the two-hybrid
system, except its lower copy number in yeast cells and decreased
expression level of prey proteins.

bait min. promoter reporter gene 

BD 

AD

PIC 

Fig. 10.2. Activation mechanism of a reporter gene in the yeast one-hybrid system. The
GAL4 activation domain (AD) fused to a protein with putative DNA-binding properties
interacts with the DNA bait element and arranges the GAL4 AD domain close to the
minimal promoter of the reporter gene. The reporter gene activation is the result of the
interaction between the AD domain and the PIC subunits.

2. Materials

2.1. cDNA Library
Construction

2.1.1. First-Strand cDNA
Synthesis

1. SMART III primer (Clontech)
5′-AAGCAGTGGTATCAACGCAGAGTGGCCATTA

TGGCCGGG-3′.
2. CDS III primer (Clontech)

5′-ATTCTAGAGGCCGAGGCGGCCGACATG-
d(T)30-3′.

3. MMLV reverse transcriptase (Promega).
4. First-strand buffer (5×; Promega).
5. RNase H (NEB Biolabs).
6. DTT (dithiothreitol) (20 mM).
7. dNTP mix (10 mM each).
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2.1.2. cDNA
Amplification

1. 5′-PCR primer
5′-TTCCACCCAAGCAGTGGTATCAACGCAGAGTGG-

3′.
2. 3′-PCR primer

5′-TATCGATGCCCACCCTCTAGAGGCCGAGGCGGC
CGACA-3′.

3. GC-Melt solution (10×; Clontech).
4. Advantage 2 PCR Kit (Clontech).

2.2. One-Hybrid
Screen

1. Genomic DNA containing the promoter region of interest.
2. Double-stranded cDNA library constructed with SMART

technique.
3. pHIS2: bait vector with TRP1 marker and HIS3 reporter

gene (Clontech); pGADT7-Rec2 AD: GAL4 AD domain
fusion vector with LEU2 marker.

4. pHis2 reverse primer: 5′-ATCGAGTGCTCTATCGCTAG-
3′.

5. pGADT7-Rec2 prey vector: GAL4 AD fusion vector with
LEU2 selection marker (SmaI linearized).

6. S. cerevisiae strain Y187: MATα, ura3–52, his3–200,
ade2–101, trp1–901, leu2–3, 112, gal4Δ, gal80Δ, met−,
URA3::GAL1UAS–GAL1TATA–LacZ MEL1.

2.3. Two-Hybrid
Screen

1. S. cerevisiae strain AH109: MATa, trp1–901, leu2–3,
112, ura3–52, his3–200, gal4Δ, gal80Δ, LYS2::GAL1UAS–
GAL1TATA–HIS3, GAL2UAS–GAL2TATA–ADE2, URA3::
MEL1UAS–MEL1TATA–lacZ.

2. pGBKT7 bait vector: GAL4 BD fusion vector with TRP1
selection marker.

3. Available prey cDNA library from organism of inter-
est inserted into appropriate AD fusion vector such as
pAct2. For selection purposes this vector carries a LEU2
marker.

2.4. Additional
Material

1. LB (Luria–Bertani) medium (1 L): 10 g tryptone, 10 g
yeast extract, 5 g NaCl [add 1.8 % (w/v) agar for solid
medium].

2. Ampicillin (Sigma).
3. Kanamycin sulphate (Sigma).
4. YPDA medium (1 L): 20 g peptone, 10 g yeast extract, 15

mL of 0.2% filter-sterilized adenine hemisulphate; for plates
add 20 g agar.
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5. Amino acid solution (10×, 1 L): 200 mg L-adenine,
200 mg L-arginine, 200 mg L-histidine, 300 mg
L-isoleucine, 1,000 mg L-leucine, 300 mg L-lysine,
200 mg L-methionine, 500 mg L-phenylalanine, 2,000 mg
L-threonine, 200 mg L-tryptophan, 300 mg L-tyrosine,
200 mg L-uracil, 1,500 mg L-valine.
Exclude amino acids to produce appropriate dropout (DO)
solution.

6. Autoclaved glucose stock (40%, w/v).
7. 3-Amino-1,2,4-triazole (3-AT): filter-sterilized 1 M stock,

stored at −20◦C.
8. Synthetic drop out medium (SD): autoclave 0.67% yeast

nitrogen base (Dofco) solution. Depending on selection,
add 1:10 volume of appropriate 10× amino acid solution
and 40% glucose stock solution to a final concentration of
2%. If necessary, add also the His3 inhibitor 3-AT to sup-
press the background growth. For plates, use the agar con-
centration of 2% w/v.

9. Polyethylene glycol (PEG) stock (50%, w/v): filter-
sterilized 3350 PEG (Sigma).

10. TE buffer (10×): 0.1 M Tris–HCl, 10 mM EDTA, adjust
to pH 7.5 and autoclave.

11. LiAc solution (10×): 1 M lithium acetate (Sigma), adjust
to pH 7.5 with acetic acid and autoclave.

12. TE/LiAc solution (10 mL): 1 mL of 10× TE buffer,
1 mL of 10× LiAc solution, 8 mL sterile H2O, prepare
fresh before use.

13. PEG solution (10 mL): 1 mL of 10× TE buffer, 1 mL
of 10× LiAc solution, 8 mL of 50% GEP stock, prepare
before use.

14. Sheared salmon sperm DNA (Sigma): 5 mg/mL; denatu-
rate the DNA by boiling appropriate volume at 95◦C for
5 min before use and cool immediately on ice.

15. Z-buffer (1 L): 16.1 g Na2HPO4, 5.5 g NaH2PO4, 0.75 g
KCl, 0.246 g MgSO4, adjust to pH 7.0 and autoclave.

16. X-Gal stock: prepare an X-Gal (5-bromo-4-chloro-
3-indolyl-β-D-galactopyranoside) in 20 mg/mL N,N-
dimethylformamide (DMF) solution and store it at −20◦C.

17. Z-buffer/X-Gal working solution: 100 mL Z-buffer, 0.27
mL β-mercaptoethanol, 1.67 mL X-Gal stock.

18. Rescue buffer: 50 mM Tris–HCl (pH 7.8), 10 mM EDTA,
0.3% β-mercaptoethanol.
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19. Lysis solution: 50 mM Tris–HCl (pH 7.8), 10 mM EDTA,
0.3% β-mercaptoethanol, 2,000 U/mL β-glucuronidase
from Escherichia coli (Sigma).

20. Wizard R© Plus SV Minipreps DNA Purification System
(Promega).

21. Wizard R© SV Gel and PCR Clean-Up System (Promega).

3. Methods

In this chapter we provide instructions for two highly potent tech-
niques to identify DNA–protein and protein–protein interacting
partners. Both techniques essentially follow the same work flow.
Once optimized, one is able to switch between one- and two-
hybrid screenings without any big trouble (Fig. 10.3).

3.1. One-Hybrid Bait
Construction

Co-expression of genes involved in the same or similar pathways
can be driven by the same regulatory mechanism. The analysis of
this co-regulation is one possible first step in the determination

Grow Y187 or AH109 yeast 
strain on YPD plates. 

Tansform the bait vector 
into the yeast host strain 

Test the transformants for 
autoactivation of the HIS3

reporter gene. 

Clone the bait element into: 
-  pHis2 vector for one hybrid screen 
- pGBKT7 vector for two  hybrid screen 

Construct or amplify appropriate 
cDNA library. 

Perform the cDNA library 
transformation. 

Screen for interactions on 
SD/-Leu/-His/-Trp + 3-AT 

selective plates. 

Use grown colonies for 
further analysis. 

Fig. 10.3. Experimental workflow to identify DNA–protein and protein–protein interactors using the yeast one-hybrid and
yeast two-hybrid system.
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of bait elements. Publicly available online tools using microarray
data sets are suitable tools to start with. Promoter regions of genes
showing similar expression pattern must be compared and com-
mon putative cis-elements determined. Next step is to confirm
these promoter elements in vivo by deletion experiments. Based
on a combination of bioinformatics and in vivo data a promising
bait element can be constructed by PCR amplification from the
determined promoter section. Alternatively, a completely empir-
ical approach may take advantage of an easily scorable trait such
as the activation or the inhibition of reporter gene expression.
In combination with site-directed mutagenesis, this approach
allows to identify regulatory cis-elements within a promoter of
interest.

To avoid false-positive signals, the bait pHis2 vector car-
ries a yeast low-copy CEN6/ARS4 origin. Downstream of
a HIS3 minimal promoter it carries a HIS3 reporter gene.
The DNA element of interest should be inserted into the
multiple cloning site upstream of the mentioned minimal
promoter.

1. In the very beginning the DNA region of interest should be
amplified with appropriate restriction sites for the insertion
into the bait vector pHis2.

2. Clone the putative cis-element into pHis2 vector by standard
cloning procedure.

3. For amplification purposes, transform the ligation reaction
into E. coli DH5α host strain and select for clones on LB
agar plates with 50 μg/mL kanamycin.

4. Identify positive clones via colony PCR by using vector-
specific pHis2 reverse primer and insert specific forward
primer.

5. Incubate several of these colonies overnight in 6 mL
LB/kanamycin liquid media. Extract the pHis2 vector using
a standard plasmid purification protocol and verify the pres-
ence as well as the right orientation of the insert by PCR
reaction using purified vector as template.

6. Determine sequence of the inserted DNA showing positive
PCR signal and verify the result by comparison with reported
sequence in DNA database.

7. Use the small-scale transformation protocol (Section 3.1.2)
to introduce the bait pHis2 vector into Y187 cells.

8. To get isolated colonies on selective agar medium, plate each
100 μL of 1:100 and 1:1,000 dilution, respectively, on SD/-
Trp selective medium.

9. Seal the plates with parafilm and incubate them at 30◦C until
colonies appear.
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3.1.1. Yeast Competent
Cell Preparation

The lithium acetate method for preparation of highly competent
S. cerevisiae cells is easy to handle and saves time. Additionally
it provides transformation efficiency of about 106 colonies per
1 μg of vector DNA (5, 6). A very high transformation efficiency
of competent yeast cells is required especially for yeast transfor-
mation with cDNA libraries as prey molecules since a representa-
tive coverage of all expressed genes is essential. For this efficiency
reason, a large number of optimized small- and large-scale trans-
formation protocols have been developed based on the lithium
acetate method.

For best transformation results, prepare new working plates
of yeast strains every 4 weeks. Use fresh yeast colonies of at least
2 mm in diameter for competent cell preparation.

1. Inoculate 5 mL YPDA or appropriate SD liquid selection
media with a single yeast colony and grow the culture at
30◦C with 170 rpm shaking for at least 16 h.

2. Prepare a sterile 250-mL flask with 50 mL prewarmed
appropriate liquid medium and transfer sufficient volume of
your overnight culture to reach an OD600 nm of 0.2.

3. Incubate the culture on a shaker with 170 rpm at 30◦C until
the cell density reaches an OD600 nm value of approximately
0.5–0.6.

4. Collect the cells in two 50-mL centrifugation tubes at room
temperature by centrifugation at 700×g for 5 min.

5. Discard the supernatant by inverting the tubes and remove
the remaining medium by washing the sediment with 50 mL
sterile H2O and centrifuge the cells as described above.

6. Remove the supernatant completely and then resuspend the
cell pellets in 1.5 mL of 1× TE/LiAc solution.

7. Collect the cell by centrifugation at high speed for 15 s.
Resuspend the cell pellet in 600 μL of 1× TE/LiAc solu-
tion. The yeast cells are now in a competent state and ready
for transformation.

3.1.2. Small-Scale Yeast
Transformation

1. Prepare yeast competent cells (Section 3.1.1).
2. Combine 0.2 μg of the vector with 0.2 mg denatured her-

ring testes carrier DNA in a fresh 1.5-mL tube.
3. Transfer 100 μL competent yeast cells to the DNA mixture

and mix the tube by vortexing.
4. Add 600 μL of the PEG/LiAc solution to the transforma-

tion reaction and incubate the tube at 30◦C for 30 min.
Keep cells in solution by gently mixing every 10 min.

5. To increase the transformation efficiency, add 70 μL
DMSO and mix the solution by inverting the tube.
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6. Place the reaction in 42◦C water bath for 15 min.
7. Cool the transformed cell suspension on ice for 2 min.
8. Sediment the cells by centrifugation at 13,000×g for 10 s

and remove the supernatant.
9. Resuspend the cells in 0.5 mL sterile H2O or 1× TE buffer.

10. Plate the transformants on appropriate selective agar
plates.

3.1.3. Compensation
of Leaky Expression
of HIS3 Reporter Gene

The expression of the HIS3 reporter gene is crucial for the suc-
cess of the yeast one-hybrid screen. Unfortunately its expression
is not fully controllable. Due to the presence of PminHIS3 pro-
moter the HIS3 reporter gene is transcribed even in the original
pHis2 vector. This basal level may be increased after inserting a
DNA fragment of the plant promoter of interest. Therefore each
bait element must be tested separately for reporter gene expres-
sion level. The titration with competitive inhibitor 3-amino-
1,2,4-triazole (3-AT) of the HIS3 gene product is used to elimi-
nate the background growth caused by leaky expression of HIS3
gene.

1. Use the small-scale transformation protocol (see Section
3.1.2) to transform the bait element containing pHis2 vec-
tor into Y187 yeast strain cells and plate an aliquot of 10 μL
on 150-mm SD/-Trp master plates.

2. Incubate the plates at 30◦C until colonies appear.
3. Restreak several colonies on SD/-Trp/-His plates contain-

ing different 3-AT concentrations. Start with 10 mM and
increase the 3-AT concentration up to 70 mM.

4. Analyse the growth ability of each clone on the plates after
7 days of incubation at 30◦C (see Note 1). Clones showing
no growth on plates with certain 3-AT concentration must
be recovered from the master plate and stored as glycerol
stock at −70◦C for following screens.

3.2. Construction
of cDNA Library
for Recombinatorial
Cloning

One essential precondition for successful identification of cis-
element-interacting proteins or pure protein interactions is a
good-quality cDNA library which should represent all genes
expressed by the organism or the tissue of interest. Additionally
the protein-encoding regions should be available as full-length
molecules in the right codon reading frame to guarantee the
proper function of putative interactors.

The guidelines given below provide the method to generate a
highly diverse and full-length cDNA library from small amounts
of purified total RNA or mRNA (7). In combination with prey
vectors such as pGADT7-Rec2 or pGADT7-Rec, it is directly
usable for yeast one- and two-hybrid screenings (Clontech).
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3.2.1. SMART
First-Strand cDNA
Synthesis

SMART (switching mechanism at 5′-end of RNA transcript) tech-
nology is a PCR-based technique for cDNA library construc-
tion. A special oligo (dT) primer containing an additional CDS
III sequence at its 5′-end is used as oligonucleotide for the
first-strand synthesis. In the process of cDNA synthesis, MMLV
(Moloney murine leukaemia virus) reverse transcriptase adds sev-
eral deoxycytidines to the 3′-end of the cDNA strand independent
of the template (8). This deoxycytidine region helps to anneal
with the 3′-end of the SMART III primer. Once hybridized the
MMLV reverse transcriptase switches the template and completes
the first cDNA strand, containing a 3′-end complementary to the
SMART III primer.

1. Purify either the total RNA or ideally poly(A)-tailed mRNA
which is highly enriched in protein-coding transcripts with
preferred method and test its quality by denaturing agarose
gel electrophoresis (see Note 2). Consider thoroughly the
plant growth condition that is optimal for RNA isolation,
e.g. the tissue type and plant age, the stress regime, its dura-
tion and strength. In order to identify it in the screening, the
proteins of interest must be expressed under the respective
conditions.

2. The reverse transcription reaction has to be prepared in an
RNase-free 250-μL tube, by adding the following:
a. RNA (2.0 μL; 0.5 μg poly(A) mRNA or 2 μg total

RNA).
b. CDS III-extended primer (1.0 μL).
c. RNase-free H2O (1.0 μL).

3. Mix the components carefully and spin down the solution.
4. Denature the secondary structure of the RNA molecules by

incubation at 72◦C for 2 min and immediately cool the sam-
ple on ice for 2 min.

5. Combine the reaction with
a. First-strand buffer (2 μL, 5×).
b. DTT (1.0 μL, 20 mM).
c. dNTP mix (1.0 μL).
d. MMLV reverse transcriptase (1.0 μL).

6. Store the sample at 42◦C for 10 min and add 1 μL SMART
III oligonucleotide.

7. Perform the reverse transcriptase reaction at 42◦C for 1 h.
Terminate the first-strand synthesis by heat inactivation of
MMLV reverse transcriptase by placing the reaction tube
into a thermostat of 75◦C for 10 min.

8. After cooling on ice, add 1 μL RNase H to the reaction.
RNase H hydrolyses RNA in RNA–DNA hybrid molecules.
Then incubate the sample at 37◦C for further 20 min. The
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constructed first-strand cDNA may be stored at −20◦C for
2 months.

3.2.2. Second-Strand
Synthesis

The second-strand cDNA synthesis consists of an ordinary two-
step PCR reaction using 5′- and 3′-primers which are comple-
mentary to cDNA-flanking SMART III and CDS III regions.
The desired number of PCR cycles for cDNA library amplifica-
tion depends on the quality and amount of mRNA you started
with. To keep the cDNA library diversity high, the number of
amplification steps should be kept to a minimum. In our hands,
experiments with a wide range of 16–30 amplification cycles still
gave satisfactory results.

1. The second strand is produced by PCR:
a. First-strand cDNA (5 μL)
b. Sterile H2O (70 μL)
c. Advantage 2 PCR buffer (10 μL)
d. dNTP mix (2 μL)
e. 5′-PCR primer (2 μL)
f. 3′-PCR primer (2 μL)
g. GC-Melt solution (10 μL, 10×)
h. Advantage 2 polymerase mix (2 μL, 50×)

2. Before starting the PCR reaction, mix the reaction gently
and centrifuge the solution down.

3. Use the following two-step PCR program to amplify the
second DNA strand (x denotes the amplification cycles usu-
ally between 16 and 30, see above):
a. 30 s at 95◦C

b. 10 s at 95◦ C

c. 6 min at 68◦ C

}
x cycles

d. 5 min at 68◦C
4. Check for sufficient cDNA second-strand amplification by

loading 10 μL of the PCR reaction on 1.2% agarose gel
besides 0.25 μg of a 1-kb DNA marker and separate the
double-stranded cDNA at 130 V for 15 min. Keep the
remaining PCR product on ice (see Note 3).

5. Remove DNA fragments caused by incomplete amplifica-
tion and unspecific primer hybridization before continuing
with the yeast one-hybrid screening. Therefore, use either a
cDNA size fractionation column or separate the PCR prod-
uct on 1.2% agarose gel and extract DNA fragments with
sizes bigger than 400 bp.

6. Concentrate finally the purified double-stranded cDNA
library in 20 μL H2O by ethanol precipitation and store it
at −20◦C.
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3.3. Yeast One-Hybrid
Library Screening
Protocol

To show the functionality of the described one-hybrid system, a
385-bp promoter region of stromal ascorbate peroxidase (sAPX)
gene from Arabidopsis thaliana was chosen as bait and cloned into
the pHis2 vector, tested for HIS3 reporter gene autoactivation
and finally screened against A. thaliana cDNA library using the
protocol described below.

1. Prepare competent Y187 strain yeast cells containing the
bait vector.

2. Denature a 50 μL aliquot of herring testes carrier DNA by
boiling at 100◦C for 5 min and cool it on ice immediately.

3. Combine the following components in a sterile 15-mL
tube:
a. 30 μL denatured herring testes carrier DNA

(5 mg/mL) (see Note 4)
b. 10 μL SmaI-hydrolysed pGADT7-Rec2 vector (0.5 μg

DNA/μL)
c. 20 μL purified ds cDNA

4. Transfer 600 μL competent cells to the DNA mixture and
vortex the transformation reaction at low speed.

5. Add 2.5 mL PEG/LiAc solution and mix by gentle
vortexing.

6. Incubate the cells for 45 min at 30◦C. Mix the cells every
15 min by tapping to keep in solution.

7. For high transformation efficiency, add 160 μL DMSO to
the solution and mix by thorough swirling.

8. Heat shock the cells in a 42◦C water bath for 20 min.
Mix the cells every 10 min to assure that they stay in
solution.

9. Spin down the cells by centrifugation at 700×g for 5 min,
discard the supernatant and resuspend the cells in 3 mL
YPD liquid media.

10. After a 90-min recovery period at 30◦C with 170 rpm shak-
ing, collect the cells by centrifugation at 700×g at room
temperature for 5 min.

11. Remove the complete supernatant and resuspend the cells
in 6 mL NaCl solution.

12. Spread aliquots of 150 μL on 150 mm Ø Petri plates con-
taining SD/-Leu/-His/-Trp with optimal 3-AT concen-
tration agar media.

13. In order to determine the transformation efficiency of
cDNA library, plate also each of the 1:10, 1:100 and
1:1,000 dilutions of the culture on 150-mm SD/-Leu and
SD/-Leu/-Trp plates.
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14. Incubate the plates at 30◦C for 5 days and recover growing
clones to verify the interaction.

15. To quantify the transformation efficiency, count the
colonies on 1:10, 1:100 and 1:/1,000 SD/-Leu/-Trp
dilution plates. Use the following formula to determine the
number of screened clones (see Note 5):

Colonies on SD/-Leu/-Trp (multiplication point) dilution (multiplication point) 6ml
volume plated (mL)

= screened clones

In the case of our promoter screening experiment a set of
21 colonies grew on SD/-Leu/-Trp/-His + 3-AT selective plates
after 5 days of incubation. To exclude false positives we fol-
lowed the positive interaction verification test as described below
(Section 3.5).

3.3.1. Bait Construction
for Yeast Two-Hybrid
Screen

Investigations of protein–protein interactions with the two-hybrid
system require the construction of a bait vector. The full-length
coding cDNA of the bait protein has to be cloned in-frame down-
stream of the GAL4 BD into the pGBKT7 vector. Follow steps
below to construct a two-hybrid system bait element.

1. Determine the coding sequence of your target protein and
design primers with restriction sites on 5′- and 3′-ends for
cloning into pGBKT7 vector. Check for preservation of
codon reading frame.

2. Amplify the sequence by standard PCR reaction and purify
the fragments using PCR purification kit.

3. Digest the PCR product and the pGBKT7 vector with
appropriate restriction endonucleases and purify them as
described above.

4. Insert the protein-coding sequence into the pGBKT7 vector
by ligation reaction overnight.

5. Use the complete ligation reaction for transformation into
E. coli DH5α strain and plate the transformants on LB agar
plates containing 50 μg/mL kanamycin and incubate the
plates overnight at 37◦C.

6. Check grown colonies for the presence of the bait element
by performing a colony PCR.

7. Prepare 5 mL liquid culture inoculated with positive clones
and extract the vector for further confirmations like vector
PCR and sequencing. Prepare a glycerol stock by adding
sterile glycerol to final concentration of 25% and store
aliquots at −75◦C.

8. Sequence the bait element using sequencing primer and
check the sequence and correct the reading frame of the bait
element.
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3.3.2. HIS3
Auto-expression in
AH109 Yeast Strain

The reporter gene HIS3 that is usually used in the two-hybrid
system is under the control of the GAL4 transcription activator.
A basal expression of the gene often leads to a significant num-
ber of false-positive clones. Therefore, similar to the one-hybrid
system, the autoactivation of each gene should be tested and if
necessary the leakiness must be suppressed by addition of 3-AT
(see Note 6).

1. Transform the AH109 yeast strain cells with the pGBKT7
bait vector containing the protein of interest using the small-
scale transformation protocol (Section 3.1.2).

2. Restreak AH109 growing clones on SD/-Trp/-His + 3-AT
agar plates. Optimize the 3-AT concentration required to
suppress the basal expression of the HIS3 gene.

3. Seal the plates with parafilm and incubate them at 30◦C for
1 week.

4. Based on the colony growth on SD/-Trp/-His + 3-AT
selective plates, determine the 3-AT concentration suffi-
cient to suppress the activity of the HIS3 gene prod-
uct. Use this inhibitor concentration for your two-hybrid
screens.

3.4. Large-Scale
Yeast Transformation

1. Prepare 50 mL SD/-Trp medium in a 250-mL flask and
inoculate with a single yeast colony harbouring the con-
structed bait vector.

2. Grow the culture with shaking at 30◦C for 16 h. Warm up
200 mL SD/-Trp liquid media in the incubator.

3. Centrifuge the overnight culture, discard the supernatant
and transfer sufficient cells into prewarmed 200 mL SD/-
Trp medium to get the OD600 between 0.2 and 0.3.

4. Incubate the culture at 30◦C with 200 rpm shaking for at
least two cell divisions which takes about 4–5 h.

5. Prepare the following transformation mix in a sterile 50-
mL tube:
a. PEG 50% (v/v), 7.2 mL
b. LiAc (1.0 M), 1.08 mL
c. Single-stranded carrier DNA (5 mg/mL) (see Note 4),

1.5 mL
d. cDNA library (pAct2) (40 μg) + H2O, 1.02 mL

6. Collect the cells in sterile 50-mL tubes by centrifugation
at 700×g for 5 min at room temperature and discard the
supernatant.

7. Remove the medium by washing the pellets in 50 mL
sterile H2O and repeat the centrifugation step as described
above.
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8. Resuspend each cell pellet in 10 mL H2O, pour the cells in
a single tube and collect them by centrifugation at 700×g
at room temperature for 5 min.

9. Discard the supernatant completely and resuspend the cells
thoroughly by adding the transformation mix.

10. Incubate the cells at 30◦C for 45 min. To keep the cells in
solution, gently mix the reaction every 15 min.

11. Place the cells in 42◦C water bath for 20 min and mix every
10 min.

12. Collect the cells by centrifugation at 700×g for 5 min at
20◦C and discard the supernatant.

13. Resuspend the transformants in 20 mL sterile H2O and
plate 400 μL aliquots on 150-mm Ø plates containing
SD/-Trp/-Leu/-His + optimal 3-AT concentration.

14. Determine the transformation efficiency by plating 100 μL
of 1:100 and 1:1,000 dilutions on SD/-Trp and SD/-
Trp/-Leu agar plates.

15. Seal the plates with parafilm and incubate the plates for 7
days at 30◦C (see Note 7).

16. Collect growing clones and proceed with confirming the
interaction (Section 3.5).

3.5. Strategies to
Confirm Positive
Interactions

In the case of the one-hybrid screening, the positive DNA–
protein interaction and in the two-hybrid assay the protein–
protein interplay should enable the growth of colonies on selec-
tive SD/-Leu/-Trp/-His + 3-AT agar plates within 7 days. As
already mentioned the described methods are very sensitive and
according to many reports the majority of primary screened
clones show false-positive signals. Depending on the screening
type, follow the appropriate instruction to eliminate the false-
positive clones (Fig. 10.4).

3.5.1. Test of Positives
from Primary Yeast
One-Hybrid Screen

Rescue fast-growing clones and replate them on SD/-Leu/-
His/-Trp plates with increasing 3-AT amounts (Note 8),
starting with previously determined optimal concentration.
Unfortunately, not every growing colony represents a real pos-
itive interaction. According to our experience, a high number
of replated primary clones produce very small colonies or fail
to grow at all (Fig. 10.5) (see Note 9). To verify the DNA–
protein interaction in rescued clones, reproduce the result by
repeated vector transformation (see Note 10). First extract the
prey protein-encoding vector from yeast cells using “extraction
of prey vectors” method (Section 3.5.2.2). Retransform the vec-
tor again into yeast cells strain harbouring previously used bait
element. Use the original pHis2 prey vector as negative control.
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common  methods

screened clones
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vector retransformation into
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growing colonies
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Fig. 10.4. Workflow to isolate true-positive interaction partners among rescued clones in one- and two-hybrid
screenings.

Plate the transformants on agar plates containing SD/-Leu/-
Trp/-His + optimal 3-AT concentration and incubate them at
30◦C for 5 days. This second in vivo selection will decrease
the number of clones with putative interactions. Among 21 res-
cued clones showing positive interaction with the sAPX promoter
region of interest, only clone 21 was able to grow after the
retransformation into yeast. To target the region containing the
putative cis-element inside the sAPX promoter fragment, split the
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Fig. 10.5. In the one-hybrid screen using an sAPX promoter fragment as bait, 21 clones
showing positive protein–DNA interaction were restreaked on SD/-Leu/-His/-Trp +3-AT
agar plate. For interaction verification by retransformation analysis, prey vectors from
growing clones 1, 11, 14, 15 and twice clone 21 were extracted and sequenced. The
dotted squares labelled with (a) and (b) represent two individual restreaks: (a) with little
growth of a false-positive and (b) vigorous growth of a true-positive interaction.

a

e

b

f

c

g

d

h

Fig. 10.6. Result of the one-hybrid screen with four subfragments of the sAPX promoter region. The control transfor-
mation for each fragment was plated on SD/-Trp/-Leu agar plates (a–d). The DNA–protein interaction was screened
on SD/-Trp/-His/-Leu + 30 mM 3-AT selective plates (e–h). A positive interaction was observed between a cis-element
within the first subfragment of the sAPX promoter region (e) as seen by colony growth.

bait element into four fragments with overlapping ends and clone
separately into pHis2 vector. For each subfragment, perform a
one-hybrid screen (Fig. 10.6).

The purified prey vector from clone 21 was sequenced
and the results were used for further in silico studies (see
Note 11). The nucleotide and amino acid sequences were
analysed by comparing with NCBI blast and database tools
(http://blast.ncbi.nlm.nih.gov/Blast.cgi).

Analysis of the amino acid sequence revealed a known DNA-
binding domain and classified the protein as an ANAC transcrip-
tion factor. The final proof for the DNA–protein interaction has
to be done in vitro. The identified putative prey protein must
be expressed and purified. Use the electrophoretic mobility shift
assay (EMSA) or DNA footprinting technique to prove the inter-
action between the target DNA element and the identified DNA-
binding protein.
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3.5.2. Test of Positives
from Primary Yeast
Two-Hybrid Screening

The protein–protein interaction specificity of growing clones can
be tested by restreaking the colony on SD/-Leu/-His/-Trp/-
Ade + increasing 3-AT concentration containing 150-mm Ø
agar plates. Due to the fact that GAL4 transcription activator
also controls the ADE2 gene expression of the AH109 yeast
strain, the false-positive colonies develop reddish coloured phe-
notype on L-adenine-lacking SD/-Leu/-His/-Trp/-L-Ade agar
medium. Strong interaction between the bait and the prey acti-
vates the ADE2 reporter gene and turns the colony colour to
white.

3.5.2.1. β-Galactosidase
Filter Lift Assay

In AH109 yeast strain, the lacZ reporter gene is controlled by the
GAL4 transcription activator. Positive bait–prey interaction acti-
vates the expression of the lacZ gene and leads to accumulation
of β-galactosidase. This enzyme is able to cleave β-D-galactosides
with a diverse range of aglycone groups. The cleavage takes place
between the glycosyl oxygen and the anomeric partner molecule.
In the case of synthetic X-Gal (5-bromo-4-chloro-3-indolyl-
β-D-galactoside) as substrate, the hydrolase reaction produces
D-galactose and the easily detectible blue-coloured 5-bromo-4-
chloro-indigo molecules (9). The following protocol was adapted
from Clontech laboratories:

1. Pre-wet a round filter paper of suitable size to cover the
entire Petri dish surface with Z-buffer/X-Gal solution.

2. Place an identical but clean filter carefully on SD/-Leu/-
His/-Trp/-Ade + 3-AT plates. Make sure that clones of each
colony are transferred on the filter. For subsequent identifi-
cation of positive clones, mark the filter position on the Petri
dish.

3. Using forceps transfer the filter with clones in liquid nitrogen
and freeze it for 20 s.

4. Remove the filter from liquid nitrogen and place it with
clone side up on the presoaked Z-buffer/X-Gal filter (see
Note 12).

5. Incubate the filter at 30◦C for 8 h. Clones with positive
protein–protein interaction should be revealed by the devel-
opment of blue colour.

6. Blue-coloured clones indicate the expression of the LacZ
reporter gene. Rescue these colonies from the original plate
and grow them on separate SD/-Leu/-His/-Trp/-Ade +
3-AT agar plates.

3.5.2.2. Extraction of
Prey Vectors from Yeast

The protocol described below provides a simple and reliable
method for vector extraction from yeast cells.

1. Inoculate a single yeast clone into 5 mL SD/-Leu liquid
medium and grow at 30◦C with shaking overnight.
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2. Centrifuge for 20 s at 13,000×g to sediment the cells.
Remove the medium, wash the cells twice with 1 mL sterile
H2O and once with rescue buffer.

3. Resuspend the yeast cells in 25 μL lysis buffer and incubate
at 37◦C for 1 h.

4. Add 25 μL of 10% SDS solution and incubate at room
temperature for a further 1 min.

5. Add 100 μL of 7.5 M ammonium acetate to the reaction
and place it at −70◦C for 20 min.

6. Thaw the reaction slowly on ice and centrifuge it at
13,000×g at 4◦C for 15 min.

7. Transfer the DNA-containing supernatant into a fresh 1.5-
mL tube and add 300 μL isopropanol. Precipitate the
DNA on ice for 20 min.

8. Centrifuge at 13,000×g at 4◦C for 15 min and aspirate the
complete supernatant.

9. Wash the DNA with 300 μL of 70% ethanol. Remove
ethanol and dry the DNA in air at room temperature.

10. Resuspend the DNA in 10 μL H2O. Transform the
extracted DNA into E. coli DH5 strain and grow the trans-
formants on LB–ampicillin plates for 16 h.

11. Pick several E. coli clones and extract the prey vector by
standard mini-plasmid preparation protocol.

3.5.2.3. Mating of Yeast
Cells

For sexual reproduction, S. cerevisiae forms haploid vegetative
cells which can differentiate into gametes. The gametes are spec-
ified by the harboured MAT allele, i.e. either MATa or MATα

mating types. As response to MATa and MATα, the cells in their
haploid state produce mating pheromone which differentiates the
matable gametes. Only MATa and MATα gametes are able to
mate and form MATa/α diploid yeast cell (10).

In order to prove that identified protein–protein interaction
is true, researchers utilize the yeast mating process to introduce
the bait and prey vectors into one cell during sexual reproduction
and screen for interaction on suitable selective agar plates.

1. Transform the Y187 MATα strain with the bait vector.
Transform also the extracted prey vectors separately into
AH109 MATa yeast strain. Use the small-scale protocol for
both transformation experiments (Section 3.1.2). Incubate
the bait and prey transformants on SD/-Trp and SD/-Leu
agar medium, respectively, for 4 days at 30◦C.

2. Combine one colony from each plate in 0.5 mL YPDA
medium.

3. Resuspend the cells by vortexing and incubate them at
200 rpm shaking for 24 h.
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4. Control the mating result by plating the cells on double
dropout SD/-Leu/-Trp agar plates. For interaction analy-
sis, plate the mating culture also on SD/-Ade/-Leu/-His/-
Trp + 3-AT agar medium.

5. Incubate the plates at 30◦C for 4–5 days.
6. Rescue the growing colonies and perform the β-

galactosidase filter lift assay to verify the protein–protein
interaction (Section 3.5.2.1).

3.5.3. Further
Protein–Protein
Interaction Tests

Sequence the prey vector which enabled from the positive inter-
action with the protein of interest and analyse the sequence for
putative interaction regions. Change the reading frame of the
prey cDNA by subcloning into the prey vector and repeat the
two-hybrid screen with modified prey element. Switch finally to
in vitro tests suitable to reveal the protein–protein interactions
like plasmon resonance, pull-down assays with antibodies, overlay
Western blots and isothermal titration calorimetry.

4. Conclusions

Yeast one- and two-hybrid screens are routinely used in molecu-
lar biology and stress research. The search for “yeast AND hybrid
AND Arabidopsis” in the Science Citation index gives 761 hits
(19 Dec 2008, less than 10% false hits not dealing with inter-
action studies). Many of these studies deal with abiotic stress
responses and have provided novel information on protein net-
works in plant cell signalling. For example, Tardif et al. (11) have
analysed the protein interaction network associated with abiotic
stress response and development in wheat. From 97 interactions
of 73 proteins identified in an intensive yeast two-hybrid screen,
21 could be confirmed by bimolecular fluorescence complemen-
tation (BIFC) in vivo. A review on interaction studies is available
from Uhrig (12). Once interesting pairs of interacting proteins
are being identified, in vitro and in vivo studies must address the
biochemical and physiological significance of these interactions
for plant development and acclimation.

5. Notes

1. Under normal conditions the basal level of expressed HIS3
gene product can be inhibited by 3-AT. If inhibition is not
achieved even with more than 70 mM 3-AT, check the
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following parameters: (i) Were more than one pHis2 bait
vector introduced into one cell? (ii) Is the excessive growth
caused by high amount of plated cells? To solve the prob-
lem, perform a new transformation with less vector and
plate a small volume of transformants on SD/-Leu/-His/-
Trp + 3-AT medium. In very rare cases it is not possible to
adjust the appropriate 3-AT concentration. Then a redesign
of the bait element is unavoidable, for example, by further
truncation.

2. The RNA used for the cDNA library construction should
be intact and contain full-length mRNAs. The character-
istic band pattern of total RNA sample, caused by riboso-
mal RNA molecules, must appear on denaturing agarose
gel. A weak smear from lower to higher molecular mass is
also a sign for good mRNA quality. Accumulation of small
molecules on the gel indicates degradation of the RNA. In
that case, prepare a new RNA sample before starting.

3. After cDNA library synthesis, a smear in the range between
0 and up to 8 kb should appear in the agarose gel. If the
smear is weak or completely missing, incubate the reaction
in the thermocycler for additional cycles.

4. Use small aliquots of herring testes carrier DNA. Denature
the DNA by boiling at 100◦C for 5 min and cool it imme-
diately on ice. Do not use the same aliquot more than five
times.

5. The performed yeast transformation protocol should gen-
erate at least 3 × 105 independent transformants on SD/-
Leu/-Trp control plates. If the transformation efficiency is
less, then try again using a young colony for competent cell
preparation.

6. Some bait proteins, especially transcription factors, can
cause some trouble in two-hybrid screenings because of
their own AD domains. They may be able to activate the
transcription of the reporter gene and make the 3-AT
adjustment impossible. In this case, subclone the bait into
the prey vector like pAct2 and the putative interaction part-
ner into the bait vector pGBKT7. Test the new bait for
autoactivation.

7. Colonies which appear later on the plate highly probably
are false positives which grow due to a leaky expression of
the HIS3 reporter gene.

8. Clones with true-positive interactions can deal with high
3-AT concentrations. By increasing the 3-AT concentra-
tion on selective plates, the interaction strength can be
estimated.
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9. Skip colonies with sizes smaller than 1 mm. Based on our
experience these clones are also false positives.

10. For interaction verification via retransformation, use the
small-scale transformation protocol.

11. It can happen that the insertion of the coding sequence
of a putative interaction partner causes a frameshift relative
to the GAL4 AD domain. Statistically only one out of six
protein-coding cDNA sequences is inserted in-frame with
the GAL4 AD domain (13). Studies show that yeast cells
at least in some cases are able to switch the reading frame
and restore the reading frame during translation (14).

12. Avoid the formation of bubbles between both filters.
Ensure that the Z-buffer/X-Gal solution is transferred on
the upper filter.
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Chapter 11

Functional Characterization of Water-Deficit Stress
Responsive Genes Using RNAi

Muthappa Senthil-Kumar, Makarla Udayakumar,
and Kirankumar S. Mysore

Abstract

In response to water-deficit stress, plants alter expression of thousands of genes and as a result, cellular,
physiological, and biochemical processes are modified. Understanding the functional role of water-deficit
stress-responsive genes is important in order to develop stress-tolerant plants. RNA interference (RNAi)
technology is one of the potential reverse genetics tool for assessing the functional significance of these
genes. We describe here the protocols for developing stable gene knockdown lines for stress-induced
genes using RNAi. In addition, stress imposition method that allows plants to experience gradual accli-
mation stress is enumerated. Further, precautions that should be taken while developing RNAi lines and
during stress imposition are discussed.

Key words: Drought stress, functional genomics, gene silencing, RNAi, stress imposition protocol.

1. Introduction

The mechanism of molecular responses of higher plants to water-
deficit stress has been well studied (1). Several water-deficit,
stress-induced genes have been identified and sequence infor-
mation is available in the form of expressed sequence tags
(ESTs) and/or genomic sequence. However, functional relevance
of genes corresponding to many of these ESTs and genomic
sequences from diverse stress cDNA databases is yet to be stud-
ied (2). Therefore, developing novel tools and approaches for
functional analyses of these water-deficit stress-related genes are
critical. Although gene expression profiling experiments can pro-
vide clues, the functional relevance of genes in imparting stress
tolerance in plants can be studied only by functional genomic
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approaches involving either gene overexpression or downregula-
tion. RNA interference (RNAi) technology using constructs tran-
scribing self-complementary hairpin RNA is one of the reverse
genetics approaches to downregulate genes in plants (3, 4). The
process of post-transcriptional gene silencing (PTGS) by RNAi
can be divided into few steps. It is initiated by the production
of double-stranded RNA, which is recognized and cleaved by a
nuclease, DICER, to produce 21–23-nucleotide small interfering
RNAs (siRNAs). These siRNAs are incorporated into the enzyme
complex, named RNA-induced silencing complex that is respon-
sible for sequence-specific degradation of corresponding endoge-
nous homologous mRNAs in the cytoplasm (3–5).

1.1. Advantages of
RNAi and Use of
Heterologous Gene
Fragments for
Silencing

In contrast to transient gene silencing methods in plants like
virus-induced gene silencing (VIGS), RNAi technology leads to
stable silencing that can be inherited. Unlike mutagenesis meth-
ods, RNAi silencing can be made inducible. These attributes
can be used to study genes crucial for water-deficit stress toler-
ance. A single RNAi construct can silence all members of a gene
family, making it possible to characterize genes with redundant
copies in the genome. Further, recent reports on efficient use
of heterologous gene fragments for silencing their orthologs (6,
7) in transformation-efficient species will extend the application
of RNAi-mediated reverse genetics to characterize genes from
transformation-recalcitrant plant species.

1.2. Use of RNAi to
Study Abiotic Stress
Tolerance

Stable gene-silenced lines developed through RNAi technology
are particularly useful to analyze the role of genes showing altered
expression during abiotic stress. Apart from a prominent study
showing the role of free proline in salt tolerance in tobacco cells,
several studies used RNAi as a tool to assess relevance of abiotic
stress-induced genes (8, 9). RNAi has also been used to develop
commercial water-deficit-tolerant crop plants (10). One of the
advantages of RNAi in stress studies is its ability to develop plants
with varying levels of silencing that can be used to relate tran-
script levels of stress-responsive genes to degree of stress toler-
ance. Hence RNAi is an excellent approach to dissect water-deficit
stress tolerance mechanisms.

1.3. Analyses of
Stress Tolerance
Require
Well-Established
Stress Protocols

There is a need for the assessment of stress tolerance of trans-
genic plants using appropriate stress protocols (11, 12). Char-
acterization of water-deficit stress-regulated genes using gene
downregulation approaches require optimum stress imposition
that can clearly distinguish between wild-type and silenced plants.
Along with this, appropriate stress effect quantification methods
are important for realistic evaluation of gene of interest (GOI).
Further, biphasic stress treatments involving mild acclimation
stress followed by severe stress that can assess basal and acquired
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tolerance are useful to better understand the functional relevance
of stress-regulated genes (13).

Present challenge of water-deficit stress studies is to bridge
the gap between agronomic or physiological field experiments
with the basic research using green house-grown model plants.
In this chapter we enumerate the methods and discuss relevant
aspects that can better bridge this gap. We also discuss examples
that can be of assistance to researchers in designing stress exper-
iments that are suitable for genetic studies and rapid screening
of stable transgenic plants modified to confer water-deficit stress
tolerance.

This chapter is aimed to provide procedures to perform the
following with specific reference to the model plant tobacco
(Nicotiana tabacum):

• To develop RNAi constructs to silence water–deficit stress-
regulated genes.

• To develop and confirm stable RNAi transgenic plants.
• To perform water-deficit stress imposition in gene-silenced

plants.
• To quantify stress effects in RNAi plants.

2. Materials

2.1. Developing RNAi
Constructs

2.1.1. RT-PCR and BP
Reaction

1. Gene-specific primers with attB sites added.
2. Omniscript Reverse Transcription Kit (Qiagen, Inc., Valen-

cia, CA, USA).
3. Total RNA (2 μg) isolated using RNeasy Plant Mini Kit

(Qiagen).
4. BP reaction kit, pDONR 207 plasmid (150 ng), and pro-

teinase K (Invitrogen Corporation, Carlsbad, CA, USA).
5. JM109 (Promega, Madison, WI, USA) Escherichia coli cells

and LB medium (Q-BIOgene, Irvine, CA, USA) with gen-
tamicin (12.5 mg/L).

6. NanoDrop spectrophotometer (Thermo Scientific, Wilm-
ington, DE, USA).

2.1.2. LR Reaction 1. Plasmids (150 ng each) of entry clone from BP reaction and
destination RNAi vector pK7GWIWG2(I).

2. LR reaction kit and proteinase K (Invitrogen).
3. Agrobacterium strain EHA105 and LB medium (Q-

BIOgene) with rifampicin (25 mg/L) and kanamycin
(50 mg/L).
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2.1.3. Confirmation of
Cloning

1. Three sets of primers (a) attB1 (forward) and attB2
(reverse); (b) destination vector promoter (CaMV35S for-
ward) and attB2 (reverse); (c) destination vector terminator
(CaMV35S forward) and attB2 (reverse).

2. Suitable gene-specific primers and attB1–attB2 sequencing
primers to sequence PCR products.

2.2. Agrobacterium-
Mediated Plant
Transformation for
Developing Stable
RNAi Lines in
Tobacco

1. Agrobacterium (strain EHA105) containing suitable RNAi
construct.

2. Half-strength Murashige and Skoog (MS) medium (Caisson
Laboratories, Inc., North Logan, UT, USA).

3. Co-cultivation medium: MS + 0.2 mg/L NAA +
2 mg/L BA.

4. Selection medium: MS + 0.2 mg/L NAA + 2 mg/L BA +
100 mg/L kanamycin + 300 mg/L cefotaxime.

2.3. Confirmation of
RNAi Lines

2.3.1. Confirmation of
Genetic Transformation
by PCR

1. Genomic DNA of wild-type, vector control, and RNAi
plants isolated using DNeasy Plant Mini Kit (Qiagen).

2. PCR primers attB1 and attB2; nptII gene-specific forward
and reverse primers.

2.3.2. Quantitative
RT-PCR to Study
Downregulation of
Endogenous Gene

1. Total RNA (2 μg) from wild-type, vector control, and RNAi
plants isolated using RNeasy Plant Mini Kit (Qiagen).

2. Omniscript Reverse Transcription Kit (Qiagen).
3. SYBR Green (DyNAmo SYBR Green qPCR Kit; Finnzymes,

Finland) and related accessories to perform real-time RT-
qPCR (Opticon2; MJ Research, Watertown, MA, USA).

2.4. Water-Deficit
Stress Imposition

1. WP4 dew point potentiometer (Decagon Devices, Inc.,
Washington DC, USA) for soil water potential measure-
ments.

2. Weighing balance or mini lysimeter with rain out shelter
facility for gravimetric studies.

3. About 40-day-old wild-type, vector control, and RNAi
plants planted on suitable potting medium.

2.5. Quantification of
Stress Effects

2.5.1. Relative Water
Content (RWC)

Leaf punch (cork borer) (1 cm diameter) and de-ionized
water.
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2.5.2. Cell Membrane
Stability (CMS)

De-ionized water and conductivity meter Orion 555A (Thermo
Electron Corporation, Waltham, MA USA).

2.5.3. Cell Viability Triphenyltetrazolium chloride (TTC) test (EMD Chemicals, Inc.,
Gibbstown, NJ, USA), 50 mM sodium phosphate buffer (pH
7.4), 2-methoxyethanol (Sigma Aldrich, Inc., St. Louis, MO,
USA), and spectrophotometer (UV 2450; Shimadzu Corpora-
tion, Kyoto, Japan).

3. Methods

3.1. Developing RNAi
Constructs

3.1.1. RT-PCR and BP
Reaction

1. Perform RT-PCR to synthesize first-strand cDNA from total
RNA using oligo(dT)15 primers. Partial sequences (300–
350 bp) of GOI should be PCR amplified using specific
primers along with attB1 and attB2 sites from total cDNA
pool. More details are described in Ref. [14] and also see
Notes 1, 2, and 8. For stress-only-induced genes, cDNA
should be made from water-deficit stress-experiencing
leaves.

2. Clone the PCR products into pDONR 207 by BP Clonase-
mediated recombination reaction by incubating reaction mix
at room temperature (21◦C) overnight (12 h). Follow the
manufacturer’s instructions to set up the reaction mix.

3. Stop the reaction by treating with proteinase K and trans-
form (about 3–5 μL) into JM109 cells by following heat-
shock method of bacterial transformation.

4. Plate the culture on LB agar plates containing gentamicin
(12.5 mg/L). Colonies will appear in about 16 h of incuba-
tion at 37◦C.

5. Select colony containing correct entry clones by performing
colony PCR with gene-specific primers.

6. Isolate plasmid, quantify using NanoDrop, and proceed with
LR reaction.

3.1.2. LR Reaction 1. Mobilize the gene fragments of GOI from entry clone
into gateway ready pK7GWIWG2(I) RNAi vector (15) by
LR Clonase-mediated recombination reaction by following
manufacturer’s protocol. This gateway cloning will facilitate
cloning gene fragments in sense and antisense orientation
intervening with a spacer (intron) which is already provided
in the destination vector.
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2. Transform about 5–7 μL of LR reaction product to
EHA105 cells by following electroporation method of bac-
terial transformation.

3.1.3. Confirmation of
Cloning

1. Verification of cloning correct fragment of DNA is necessary.
This can be done by PCR amplification with attB and pro-
moter/terminator primer combination. Perform indepen-
dent PCR reactions using three different sets of primers and
select the transformed colony that tested positive in all three
reactions.

2. Sequence PCR products and perform NCBI–BLAST analy-
ses to ensure specificity of amplified genes.

3. Clone partial sequence of a green fluorescent protein (GFP)
by following above said protocols into pK7GWIWG2(I).
This construct can be used to develop vector control (mock)
plants. We suggest readers to refer Ref. (14) for detailed
methods for selection of gene fragment and target RNAi
vector development.

3.2. Agrobacterium-
Mediated Plant
Transformation for
Developing Stable
RNAi Lines in
Tobacco

1. Collect healthy leaves from the wild-type tobacco plants and
surface sterilize by using 0.1% HgCl2 for 3 min. Rinse with
sterile water for 5–6 times. Perform all further steps under
aseptic conditions.

2. Cut the leaves into small segments (avoid midrib and veins)
and incubate on the MS medium for 2 days.

3. Inoculate leaf segments with Agrobacterium harboring
respective RNAi construct for 5 min with moderate shak-
ing. Blot dry on sterile tissue paper and co-cultivate for
2 days in co-cultivation medium. Wash the leaf segments,
blot on tissue paper, and incubate on selection medium for
30 days.

4. During this period the shoots produced from explants can be
subcultured at 10-day interval into fresh selection medium.
Grown-up shoots can be transferred to half-strength basal
MS medium for rooting.

5. Putative T0 transgenic plants with 3–4 leaves can be hard-
ened and grown in green house until maturity. Perform PCR
with suitable primers to confirm integration of RNAi con-
struct.

6. Collect the seeds from T0 plants, sterilize, and germinate on
MS medium supplemented with 100 mg/L kanamycin.

7. Transfer only healthy seedlings (T1 generation) to green
house. Also the segregation can be assessed at this gener-
ation.
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3.3. Confirmation of
RNAi Lines

3.3.1. Confirmation of
Genetic Transformation
by PCR Analyses

1. Isolate genomic DNA from T1 generation plants and per-
form PCR with attB1 and attB2 primers and plant selec-
tion marker (nptII) gene-specific primers. Amplification of
Actin gene can serve as loading control. Use only PCR-
positive plants for further experiments. To rule out Agrobac-
terium contamination, PCR with virulence (vir) gene-
specific primers can be done.

2. Perform southern blotting for further confirmation and to
study integration pattern of RNAi construct (this step is
optional).

3.3.2. Quantitative
RT-PCR to Study
Downregulation of
Endogenous Gene

1. Isolate total RNA from wild-type, vector control, and
selected RNAi lines (T1 generation) and perform RT reac-
tion to synthesize first-strand cDNA using oligo(dT)15
primers.

2. Perform real-time RT-qPCR with SYBR Green by following
manufacturer’s protocol. Primers can be designed to anneal
to a region of targeted transcript outside of sequence cloned
in RNAi vector.

3. Relative transcript expression ratio of respective genes can be
assessed from Ct values (16). Use elongation factor 1-α gene
expression as internal standard for normalization (see
Notes 3 and 8).

3.4. Water-Deficit
Stress Imposition

1. Grow the young seedlings under well-watered condition
in green house having temperature range of 20–22◦C
with daytime relative humidity (RH) of around 60% and
12 h photoperiod with light intensity ranging from 400 to
600 μmol/m2/s. Supplement with artificial light if natural
light does not meet this requirement.

2. Transfer plants (about 30-day old) to green house condi-
tions having temperature range from 22◦C to 25◦C with
daytime RH of around 40% and 12 h photoperiod with mid-
day light intensity ranging from 1,000 to 1,200 μmol/m2/s.
Maintain all plants at 100% field capacity (FC) for 10 more
days until imposition of water-deficit stress. These green
house environmental conditions are maintained until end of
stress imposition period.

3. Arrange adequate number of plants from wild-type, vec-
tor control, and RNAi transgenic line in two batches with
several subsets. Maintain one batch of plants at 100% FC
and impose water-deficit stress to other batch of plants.
Impose water-deficit stress by gradually withholding irri-
gation. Monitor soil moisture regimes gravimetrically by
weighing the pots twice a day, morning and evening. Also
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establish a correction factor for water loss due to direct soil
evaporation by maintaining a pot without plant.

4. Decrease the soil water status gradually over 1 week until it is
reduced to 50% of FC (acclimation treatment). Then divide
three subsets of plants containing at least 10 replicates each
and impose severe stress for each set at 60%, 40%, and 20%
FC, respectively, for 3–7 days by replenishing exact amount
of water lost through transpiration.

5. In parallel, maintain a set of non-acclimated plants by
directly exposing them to severe stress levels without accli-
mation. The non-acclimated plants can be used to assess
basal tolerance. Plants exposed to acclimation followed
by severe stress can be used to assess acquired stress
tolerance.

6. Analyze the plants for stress effects. See Fig. 11.1 for details
(see Note 4).

3.4.1. Recovery
Response

1. After stress period, re-water all plants to 100% FC and main-
tain it for 3–7 days (short-term observations) and 1 month
(to study stress effects on reproductive stage).

2. Analyze plants for recovery response. See Figs. 11.1 and
11.2 for details.
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Fig. 11.1. General stress imposition protocol for studying water-deficit stress effects in tobacco plants. Water-deficit
stress is imposed by gradually withholding water to plants. Initially about 40-day-old plants are subjected to acclima-
tion in such a way that soil water status is reduced from 100% to 50% FC over a period of 6–7 days. Later plants are
subjected to different severe stress levels (for example, 60%, 40% or 20% FC) for 3 days (or more). During this period,
if the silenced gene(s) has a role in stress tolerance, the RNAi plants might show early or late wilting compared to wild-
type (WT) and vector control (VC). Right top panel photograph shows marginal wilting phenotype of early light-inducible
protein (ELIP)-downregulated RNAi tobacco plant. To study recovery phenotype, stressed plants are re-watered to 100%
FC in two stages. Right bottom panel photograph shows recovery response of re-watered ELIP gene-downregulated
RNAi tobacco plant. ELIP data is reproduced with permission from Senthil-Kumar (2007). Analysis of several physi-
ological, biochemical, and molecular parameters is done independently during acclimation and severe stress periods
and also after re-watering. Note that these protocols need to be customized prior to experimentation using wild-type
plants. This figure is a simulation conceived based on the data presented in Senthil-Kumar (2007). FC, field capac-
ity; x-axis shows days after plants are subjected for stress experiment. For example, age of plant at day 0 would be
∼40 days.
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Fig. 11.2. Flow diagram showing steps involved in the characterization of water-deficit, stress-induced genes using
RNAi. Phase I, development of RNAi line: Appropriate fragment of gene to be silenced or its homolog is identified and
cloned into a suitable RNAi vector. This vector is transformed into plant and stable knockdown lines are developed.
Plants confirmed for silencing are raised in appropriate soil medium along with wild-type and vector control plants. A
subset of these plants subjected to stress imposition and other set are maintained under non-stress conditions. Phase II,
stress imposition: Gradual soil drying is done in such a way that plants undergo acclimation stress followed by specific
severe stress. During this period, moisture content in plant tissue reduces gradually to reach physiologically severe stress
levels. Duration and intensity of stress vary with the plant species and the type of gene under study. Plants subjected
to acclimation followed by severe stress and directly exposed to severe stress are separately maintained. Phase III,
plant analyses: Plants are re-watered to 100% FC to assess recovery response. Plant analyses at this stage can reveal
functional role of GOI during rehydration response, especially the ones related to re-allocating resources to different
organs. GOI, gene of interest; FC, field capacity; DRH, daytime relative humidity; Ψw, soil water potential; DAS, days after
sowing.

3.5. Quantification of
Stress Effects

3.5.1. Relative Water
Content (RWC)

1. Collect leaf discs (1 cm diameter) from stress (at the end of
stress period) and non-stress plants during midday. Deter-
mine fresh weight.

2. Float leaf discs on de-ionized water for 5 h at 22–25◦C and
determine turgid weight.

3. Dry leaf discs and determine dry weight.
4. Calculate RWC (%) using the following formula: [(fresh

weight–dry weight)/(turgid weight–dry weight)] × 100
5. At a given stress level, if silenced plants have altered RWC

compared to wild-type plants, then the gene under study
has some relevance in imparting stress tolerance.

3.5.2. Cell Membrane
Stability (CMS)

1. Collect leaf discs (1 cm diameter) from stress (at the end of
stress period) and non-stress plants during midday.

2. Rinse leaf discs to remove solutes leaking at cut end surface
and incubate (about five per replication) in de-ionized water
for 8 h at 22–25◦C.
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3. Record initial solute and ion leakage readings of stress
(T1) and non-stress (C1) leaf discs using conductivity
meter.

4. Boil leaf discs in same solution for 30 min or per-
form autoclaving. Cool down and record final reading for
stress (T2) and non-stress (C2) samples using conductivity
meter.

5. Calculate CMS using the following formula: CMS (%) = (1–
(T1/T2)] / (1–(C1/C2)] × 100.

6. At a given stress level, if silenced plants have altered CMS
compared to wild-type plants, then the gene under study
has some relevance in imparting stress tolerance.

3.5.3. Cell Viability 1. Collect leaf discs (1 cm diameter) from stressed (at the end
of stress period) and non-stressed plants.

2. Prepare triphenyltetrazolium chloride (TTC) solution by
dissolving 0.4% of TTC in 50 mM sodium phosphate buffer.

3. Gently shake freshly obtained leaf discs in TTC solution at
room temperature for 5 h.

4. Wash leaf discs to remove unbound formazan and boil with
5 mL of 2-methoxyethanol till dryness.

5. Extract bound TTC using 2-methoxyethanol and record
absorbance at 485 nm using UV-2450 UV–visible spec-
trophotometer.

6. At a given stress level, if silenced plants have altered
absorbance values (less cell viability) compared to wild-type
plants, then the gene under study has some relevance in
imparting stress tolerance.

3.5.4. Phenotypic
Observations

All through the stress period, observe silenced and control plants
for phenotypes such as leaf wilting, drooping, yellowing, and
senescence. Observe changes in growth and reproductive param-
eters during recovery.

This section deals with only few examples of quantification
methods. For realistic stress effect assessment, the researcher is
expected to perform more assays (see Notes 5 and 6). Some
useful suggested readings about these methods are given in
the reference section (6, 13, 17, 18). Further, all the data
from stressed plants should be normalized with correspond-
ing non-stress plants (see Note 7). Assessing changes in stress-
associated genes including genes involved in signaling pathways,
transcription, ion/water transport, ubiquitin-mediated protein
degradation, nutrient uptake, senescence, ROS scavenging, and
detoxification would be beneficial. Also, assessing changes in
stress-associated metabolites like osmoprotectants, polyamines,
and carbon metabolism would be useful.
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4. Notes 1. One of the limitations of RNAi is off-target gene silenc-
ing due to high degree of homology within a small stretch
of DNA (21–23 nucleotides) between the target gene
and other genes in plant genome. Off-target silencing can
complicate interpretation of the results. Therefore, selec-
tion of appropriate gene fragment to make RNAi con-
struct is necessary. Xu et al. (19) has developed a software
(http://bioinfo2.noble.org/RNAiScan.htm) that can pre-
dict possible off-targets of the gene fragment used for silenc-
ing and can be used to make better RNAi constructs to
prevent unintended silencing (19). On the contrary, if a
family of closely related genes is targeted for silencing, this
software can also be used to select gene fragment in the con-
served region while designing RNAi constructs (7).

2. The pK7GWIWG2(I) vectors described in Ref. (15) are
widely used to develop RNAi constructs. This RNAi
gateway-compatible vector with choice of promoter, intron,
and plant selection marker can be obtained from VIB
Department of Plant Systems Biology, Ghent Univer-
sity, Belgium (http://www.psb.ugent.be/gateway/). Apart
from these, several other vectors including the ones that
employ conventional cloning strategies are also available
(14, 20).

3. Effect of silencing may vary for individual transformants.
Hence plants selected for water-deficit stress experiments
should be confirmed for degree of silencing and comparison
should be made among those showing similar levels of gene
downregulation. RNAi plants with a wide range of silencing
are useful to select plants that look normal during non-stress
condition.

4. Precautions to be taken during water-deficit stress imposition:
Determining severity of stress, duration of stress, method
used to impose stress, and parameters to be measured are
important aspects for better understanding the functional
role of silenced genes (6). Following two major precautions
during stress experiments will help researchers to obtain reli-
able results.

Plant material and soil or potting medium characteris-
tics: Uniform aged plants with similar leaf area index (LAI)
should be used for all experiments. This will minimize varia-
tion in stress levels due to differential plant transpiration and
soil evaporation. Planting the wild-type, vector control, and
RNAi lines in same container or mini lysimeter adopting sim-
ple randomized complete block design (RCBD) will avoid
any position effect and variation due to soil characteristics.
Potting medium should be such that FC can be gradually
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decreased facilitating not more than 2–3% reduction in leaf
RWC per day during stress. Normally a natural soil or an
artificial medium that has water-holding capacity (WHC)
and porosity (ϕ) range of 30–40% and 40–60%, respectively,
can be a good choice for stress experiments. In addition,
knowledge about physical properties like bulk and particle
density of potting medium is recommended. More impor-
tantly, interpretation of stress levels as soil moisture con-
tent or FC should be accompanied by its corresponding
water potential measurements. For example, at 100% and
40% FC, red soil and sand mix (1:1) hold water at neg-
ative potential (–Ψw) of approximately 0.03 and 0.8 mPa,
respectively.

Environmental conditions: Vapor pressure deficit (VPD)
necessitates plant to draw more water from the potting
medium favoring stress imposition. Hence maintaining RH
and air temperature range that can create adequate VPD to
drive transpiration water loss is important. In addition, main-
taining higher midday light intensity and stimulating natural
variations in the green house will help in optimum stress
imposition. Preferably observations and sample collection
should be performed during midday when the silenced plant
possibly show transient lower leaf wilting phenotype (6).

5. Other methods for inducing dehydration or desiccation stress:
Apart from stress imposition at whole plant level, osmotic
stress can also be induced, in vitro, using PEG. Excised leaf
discs, young seedlings, and seeds can be used for these assays.
Assessing desiccation response of leaves by estimating leaf
water loss in detached leaves is also a useful method.

6. Quantification techniques: Techniques for precise estimation
of physiological changes along with supporting information
from biochemical analyses in the silenced plant are important
to dissect role of GOI. We suggest the researchers to include
some of the following techniques or growth parameters as a
baseline to compare results between wild-type and silenced
plant. Selection of parameters depends on the type of plant
species and preliminary information available for the gene
under study.
a) Physiological analyses: Assess relative growth rate, net

assimilation rate, specific leaf area, stem–leaf ratio, root
length, root–shoot ratio, and leaf ash contents during
vegetative growth stage. Apart from this, canopy temper-
ature, photosynthetic rate, transpiration rate, light sat-
uration, CO2 compensation point, other gas exchange
parameters, solute potential, tissue water potential,
osmotic adjustment, chlorophyll florescence, and car-
bon isotope discrimination are also useful parameters.
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During reproductive stage, yield-attributing parameters
like number of days took to 50% flowering, pollen viabil-
ity, total biomass, and grain or leaf drop are important.

b) Biochemical analyses: Estimation of cell death, reac-
tive oxygen species, lipid peroxidation, enzyme activity,
chlorophyll degradation, anthocyanin content, content
of other anti-oxidants, incorporation of [35S]methionine
into total protein, and cuticular wax content will be use-
ful. Also profiling of protein expression pattern, primary,
and secondary metabolites may place the gene in a spe-
cific pathway.

7. Interpretation of results to assign functional relevance to the
silenced gene: All the silenced plants should have normal phe-
notype and maintain basic metabolic function. Stress imposi-
tion to already sick plant may not identify the role of silenced
gene in water-deficit stress. In addition, maintaining appro-
priate positive and negative controls will help to compare
the results. For example, including an RNAi line silenced
for a well-characterized gene already implicated in impart-
ing water-deficit stress tolerance (for example, late embryo-
genesis abundant, LEA) can serve as positive control. Fur-
ther, stress levels should be such that most of the silenced
plants experience higher water-deficit stress effects to pro-
duce visible symptoms that can be distinguished from wild-
type plants. RNAi approach can provide only preliminary
role of the silenced gene during water-deficit stress. Hence,
other supporting approaches like gene overexpression are
necessary to fully understand the functional role of the GOI
during water-deficit stress.

8. General rule of thumb during experimentation: Use of sen-
sitive transcript quantification techniques like real-time RT-
qPCR requires proper internal controls and many replica-
tions. DNase treatment of RNA is a must before analyzing
samples. Determine RNA quality using Agilent Bioanalyzer
2100 (Foster City, CA, USA) or a similar equipment and run
the PCR products on gel.
• Transforming LR reaction mix directly to Agrobacterium

might give some false positives and hence needs PCR con-
firmation of transformed colonies.

• Both plasmids of pDONR and destination vectors should
be made fresh and quality should be checked before using
it for BP or LR reactions.

• Maintain a positive control and empty vector control in
all PCR and RT-PCR reactions.

• Rooting of antibiotic resistant tobacco plants during
transformation with kanamycin selection often varies. We
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suggest standardizing lethal dose of kanamycin prior to
the experiment. Use half strength MS medium for better
rooting.
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Chapter 12

Difference Gel Electrophoresis as a Tool to Discover
Stress-Regulated Proteins

Jenny Renaut

Abstract

Two-dimensional electrophoresis is a powerful tool to explore the plant proteome and to unravel changes
in protein expression between samples. However, the acquisition of images on which thousands of spots
may be resolved has some weak points, as always pointed out by scientists working with gel-free tech-
niques, such as the lack of reproducibility. Nowadays, this inconvenience can be bypassed by the use of
a technique known as “difference gel electrophoresis” or DIGE. This technique requires the labelling
of proteins by fluorochromes before their separation on 2DE gels. This technique may be applied to a
wide array of plant stress studies. Providing accurate quantitative results, differentially abundant spots are
usually subjected to tryptic digestion and identified using electrospray ionization, matrix-assisted laser
desorption/ionization-time of flight-MS and/or tandem MS.

Key words: Two-dimensional electrophoresis (2DE), quantitative approach, DIGE, protein
abundance, plant stress.

1. Introduction

Proteomics, i.e. the study of the protein complement of the
genome (1), is one of the numerous high-throughput techniques
of the post-genome era, such as transcriptomics, metabolomics,
phenomics, taking advantage of the completion of several
sequenced genomes (e.g. Arabidopsis, rice, poplar) (2–4). As
proteins are directly related to the function of phenotype of
plants, proteomic techniques are more and more used in the
plant biology field. It can be divided into two important types
of techniques: the gel-based approach (e.g. 2DE) and the gel-
free analyses (e.g. LC-MS/MS), each presenting advantages and
inconveniences. Moreover, a majority of the results are still pro-
vided by the use of classical 2DE [see (5) for a review]. A
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traditional workflow of 2DE includes the extraction of proteins,
their separation by 2DE, the staining of the gels, the software-
based analysis and finally the cutting of the spot out of the
gel before the identification by mass spectrometry and database
search. At the beginning of this decade, a new technique called
difference gel electrophoresis (DIGE) offered to the proteomists
to make a step forward in the quantification results (6, 7), reduc-
ing gel-to-gel variations drastically by sample multiplexing on the
gels.

2. Materials

In our laboratory, the equipment comes mainly from GE Health-
care, but many other suppliers with equivalent equipment can also
be considered.

2.1. Sample
Preparation

1. Reswelling tray (GE Healthcare, Uppsala, Sweden).
2. Rehydration buffer: 7 M urea, 2 M thiourea, 0.5/2% Phar-

malyte or IPG buffer, 0.002% bromophenol blue, 2% 3-((3-
cholamidopropyl)dimethylammonium)-1-propanesulpho-
nate (CHAPS).

3. pH test strips 4.5–10.0 pH, resolution: 0.5 pH unit (Sigma
Aldrich).

4. CyDyes (Cy2, Cy3 and Cy5) stock solution: Add 25 μL
dimethylformamide (DMF, less than 3 months old) to
25 nmol of dye.

5. Labelling buffer: 7 M urea; 2 M thiourea; 4% CHAPS;
30 mM Tris (see Note 1).

6. Stopping solution: 10 mM lysine.

2.2.
Isoelectrofocusing

1. Sample buffer (2×): 7 M urea, 2 M thiourea, 4% CHAPS, 2%
(v/v) ampholyte, 2% (w/v) dithiothreitol (DTT) (see Notes
1 and 2).

2. IPGphor (GE Healthcare, Uppsala, Sweden) or similar elec-
trophoresis apparatus.

3. Manifold, paper wicks, sample cups.
4. Immobilized pH gradient strips: Gels strips may have differ-

ent lengths and pH gradients. In the present example, we
present the protocol for IPG strips of 24 cm on a pH gradi-
ent of 4–7.

5. Mineral oil (e.g. dry strip cover fluid; GE Healthcare).

2.3. Second
Dimension

1. Dalt twelve Gel Caster (GE Healthcare, Uppsala, Sweden).
2. Displacing solution: 0.375 M Tris–HCl (pH 8.8), 50%

(v/v) glycerol, trace of bromophenol blue.
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3. Acrylamide stock solution: 30.8% (30% acrylamide, 0.8%
N,N ′-bisacrylamide). This solution can be adjusted for dif-
ferent applications.

4. Homogenous solution for gels: 12.5% T acrylamide stock
solution, 1.5 M Tris–HCl (pH 8.8), 0.1% (w/v) sodium
dodecyl sulphate (SDS), 0.1% (w/v) ammonium per-
sulphate (APS), 0.01% (v/v) tetramethylethylenediamine
(TEMED).

5. Low-fluorescence glass plates.
6. Bind-Silane solution: 80% (v/v) ethanol, 0.2% (v/v)

glacial acetic acid, 0.01% (v/v) Bind-Silane (γ-methacry-
loxypropyltrimethoxysilane).

7. Fluorescent reference markers.
8. Equilibration buffer: 6 M urea, 50 mM Tris–HCl (pH 8.8),

30% glycerol, 2% SDS.
9. Agarose sealing solution: 25 mM Tris base, 192 mM

glycine, 0.1% SDS, 0.5% agarose, 0.002% bromophenol
blue.

10. Running buffer: 250 mM Tris base, 1.92 M glycine, 2%
(w/v) SDS.

11. Ettan Dalt twelve (GE Healthcare, Uppsala, Sweden) or
Protean Plus Dodeca cell (Bio-Rad).

12. Typhoon 9400 (GE Healthcare, Uppsala, Sweden).
13. Fixing solution: 40% (v/v) ethanol, 1% (v/v) glacial acetic

acid.
14. Ettan Spot Handling Workstation (GE Healthcare, Upp-

sala, Sweden).

2.4. Handling of
Spots and Peptide
Extraction

1. Ninety-six-well polypropylene microplates (v-shaped;
NUNC).

2. Washing solution: 50% (v/v)methanol (MS grade), 50 mM
ammonium bicarbonate

3. Acetonitrile (75%, v/v, MS Grade).
4. Trypsin solution: 5 μg/mL Trypsin Gold (mass spectrome-

try grade; Promega) in 20 mM ammonium bicarbonate.
5. Peptide extraction solution: 50% (v/v) acetonitrile, 0.1%

(v/v) trifluoroacetic acid (TFA).
6. Sample-spotting solution: 50% (v/v) acetonitrile, 0.1%

(v/v) TFA.
7. Matrix solution: α-cyano-4-hydroxycinnamic acid

(10 mg/mL in sample-spotting solution).
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3. Methods

The first step of DIGE is, of course, the extraction of the pro-
teins from the sample. Many extraction methods can be used and
before the introduction of DIGE in the experimental set-up, it
is important to optimize the extraction protocol and the sample
handling to avoid interfering substances (lipids, phenolics, nucleic
acids, etc.). Some references for protein extraction methods using
TCA/acetone precipitation, hot SDS and/or phenol extraction,
respectively, are given (8–10). However, a protocol should be
optimized for individual studies. Fractionation steps to isolate,
e.g. chloroplasts, mitochondria, nuclei or membranes (11–13),
can precede these different methods.

The labelling reaction between the CyDyes and the proteins
is based on the formation of a covalent bond between the lysine
residues of the proteins and the N-hydroxysuccinimidyl ester
reactive group. The CyDyes have been designed to have approx-
imately the same mass (around 500 Da) and to carry a positive
charge to replace the intrinsic positive charge of the lysine. This
will thus ensure that the pI of the protein is not modified and its
mass barely changed, although it may be visible in the low molec-
ular mass range.

Once the extraction has been optimized, the proteins from
different samples are quantified, labelled, separated and com-
pared (see Note 3). It is of primary importance to correctly
plan the experimental design, the number of samples needed, the
homemade solutions and the time needed for the different steps.
Fig. 12.1 presents a chronological scheme grouping the different
steps that will be described here below.

3.1. Preparation of
Samples for
Labelling

1. Before starting the labelling, IPG strips have to be rehy-
drated. Four-hundred and fifty microlitres of rehydration
solution containing ampholytes of pH 4–7 (24 cm) is placed
in each lane of the reswelling tray. The IPG strip can be
placed in the lane with or without the light plastic cover
protecting the gel itself, with the gel side down. The gel is
covered with mineral oil to avoid drying and crystallization
of urea. This step has to be carried out overnight or at least
10 h.

2. The extracted proteins are resolubilized in the labelling
buffer. The high concentration of urea allows the denatu-
ration of proteins in order to obtain all the proteins present
in one conformation before their separation.

3. Reconstitution of CyDye with DMF (dimethylformamide):
An anhydrous solution of DMF (>99.8% purity) has to be
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Protein extraction 
and solubilization

Experimental
design: e.g. 4
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Fig. 12.1. Chronological scheme of a DIGE experiment over several days. An important step is the planning of the
experiment itself (number of replicates, table with the labelling tags to respect the dye swap, number of gels to be
rehydrated, casted, and so on). In parallel, IPG strips are rehydrated overnight to efficiently prepare the first dimension.
The next day, after extraction of the protein according to your optimized method and solubilization in the appropriate
buffer, the pH of the solution is adjusted prior to quantification and labelling. This being done, the first dimension can
be started and the casting of the SDS-PAGE performed. The next morning, after completion of the IEF, IPG strips are
equilibrated and placed on top of the SDS-PAGE to start the second dimension. Once the blue dye front has reached
the bottom of the gels, images can be acquired and processed to unravel differentially expressed proteins before their
identification.

used (see Note 4). To prepare a stock solution of dyes, the
adequate volume of DMF is added to the tube containing
the CyDye to reach the concentration of 1 nmol/μL. This
solution may be kept for 2 months at −20◦C.

4. The solution containing the proteins has to be equilibrated
at a pH between 8.0 and 9.0, the optimum pH for the reac-
tion between the CyDye and the proteins being 8.5. A first
test of pH can be done with 0.5 μL of solution on pH paper
and the adjustment is done by using NaOH solutions (0.1 or
1 M depending on the starting pH of the protein solution).

5. Before the labelling and after the pH adjustment, the con-
tents of the protein sample have to be quantified. Several
methods are available from different companies (Bio-Rad,
GE Healthcare, Sigma, etc). Most of these methods are
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based on a short protocol of precipitation before the quan-
tification by colorimetry. The optimal concentration for the
labelling reaction is around 5 μg/μL.

6. An example of experimental design is presented in Fig. 12.1.
Thirty micrograms of protein is labelled for each sample by
Cy3 and Cy5, and the internal standard is prepared with an
equal part of each sample, before the labelling with Cy2,
classically used for the internal standard (see Note 5).

7. Each CyDye is added to the Eppendorf tube containing the
protein solution. The ratio of 400 pmol/μL of dye to 50 μg
of protein has to be respected to optimize the labelling reac-
tion, i.e. in our laboratory, 0.24 μL of dye solution is added
to each tube containing 30 μg of protein solution. After vor-
texing and a short centrifugation to concentrate the solu-
tion at the bottom of the tube, the mixture is incubated for
30 min on ice in the dark.

8. After 30 min of incubation, 1 μL of stopping solution is
added and the mixture is vortexed and incubated again for
10 min on ice in the dark.

9. The labelled samples can be stored at −80◦C (for up to
3 months) or be used directly (see Note 6).

3.2. First-Dimension
Separation:
Isoelectrofocusing

1. The labelled samples have to be combined in one tube
before the loading; each gel should contain 30 μg of pro-
tein labelled with Cy3, a second sample of 30 μg labelled
with Cy5 and 30 μg of internal standard labelled with Cy2.

2. The volume of each combination has to be set at 120 μL
before cup loading by adding 2× sample buffer solution
containing DTT and ampholytes.

3. The rehydrated IPG strips are removed from the reswelling
tray and transferred, gel side up, into the manifold properly
positioned on the IPGphor system.

4. Electrode paper wicks, wetted with de-ionized water, are
placed at the end of the IPG strips. Electrode is set on top of
these papers before the positioning of the cup. It is impor-
tant that the electrode wires are in contact with the paper.

5. IPG strips have to be covered with mineral oil to avoid dry-
ing during the first-dimension run. Pour around 100 mL on
top of the gels into the manifold (see Note 7).

6. The combination of the three samples (labelled with Cy3,
Cy5 and internal standard, respectively) is loaded in the cup.
Before starting the electrophoretic run, the samples have to
be covered with mineral oil, still to avoid dehydration and
the formation of urea crystals in the cups.
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7. The electrophoretic run can be started: in this example, the
conditions of the run are the following at 20◦C: 100 V for
2 h, 300 V for 3 h, 1,000 V for 6 h, a gradient step up to
8,000 V during 3 h and a constant step at 8,000 V to reach
60,000 V h with a maximum current setting of 50 μA/strip.

8. If the IPG strips are not used directly after the IEF run, they
can be stored at −80◦C between plastic sheets and main-
tained horizontally.

3.3. Second-
Dimension
Separation:
SDS-PAGE

1. Casting of the gels between low-fluorescence glass plates:
The glass plates are placed in the gel caster. The homoge-
neous solution for gels is first cooled (4◦C) and degassed
before addition of APS and TEMED. These last two com-
pounds catalyse the polymerization of the gels and thus can
be added directly only before casting. This solution is poured
into the gel caster, and 1 mL of water-saturated butanol is
added on top of each gel. The polymerization must be per-
formed for at least 4 h.

2. Before the second dimension, the IPG strips are equilibrated
in a buffered solution containing SDS (see Note 8), saturat-
ing the proteins in the IPG strips with negative charges to
allow the mass-dependent separation of the protein in the
second-dimension gel. A first step is carried out in equilibra-
tion buffer containing 1% DTT (w/v) for 15 min and then
a second step with the equilibration buffer complemented
with 2.5% (w/v) iodoacetamide to avoid formation of ran-
dom S–S (see Note 9).

3. After equilibration, IPG strips are deposited on top of the
SDS-PAGE and then sealed with hot agarose solution.

4. The gels are put in the electrophoresis vertical tank “Ettan
Dalt twelve” and the running buffer is poured into the tank.
The second-dimension run is started either for several hours
(first 30 min at 1.5 W per gel, then 17 W per gel for 5 h) or
overnight (first 30 min at 1.5 W per gel, then 2.5 W per gel
for the night) at 20◦C until the dye front reaches the bottom
of the gels.

3.4. Image
Acquisition and
Analysis

1. When the gels are taken out of the SDS-PAGE tank, they
are thoroughly rinsed with water (see Note 10) and dried
with paper before the image acquisition in a scanner with
three different lasers –or lasers able to combine three ade-
quate wavelengths of emission and excitation – (here a
Typhoon imager). Images are acquired by using three dif-
ferent lasers at 488, 532 and 633 nm (excitation wave-
lengths) and 520, 590 and 680 nm (emission wavelengths)
for Cy2-, Cy3- and Cy5- labelled proteins, respectively
(thus, three images per gel, corresponding to the two sam-
ples and the internal standard) (see Note 11).



214 Renaut

2. After image acquisition, the first step for the image analysis
is the detection of the spots. Softwares dedicated to DIGE
image analysis are able to detect the spots simultaneously
on the three images obtained from the same gel. One of
the main advantages of the DIGE is the use of the internal
standard for the gel-to-gel matching (as the same sample is
run on all the gels from the experiment) but also for the
normalization among the different gels. This feature helps
the future analysis of the different gels and the comparison
of the protein abundances. After the gel-to-gel matching,
powerful statistical analyses can be achieved on thousands
of spots present in all the gels (14, 15).

3. Once proteins of interest for the experiment have been
selected on the basis of statistical analysis, the next step
is the excision of the protein from a preparative gel (i.e.
a gel containing more than 90 μg of proteins to obtain
enough material for MS spectra acquisition). Depending
on the excision mode (automated or manual), the use of
Bind-Silane-coated glass plate has to be considered. A gel
containing more or less 300 μg of proteins is run; the
IEF step is performed on the same pH range, but with an
increased amount of total volt per hour (e.g. ±90,000 V
h for 24 cm on a pH 4–7). The SDS-PAGE is carried out
in the same conditions. This preparative gel is then stained
with Coomassie blue or a fluorescent post-migration stain
(see Note 12).

4. After the scanning of the preparative gel and matching with
analytical ones, a pick list is generated and used with the
automated picker (e.g. here the Ettan Picker; GE Health-
care). Excised gel plugs are collected in microplates and
used for protein identification protocols (see Note 13).

5. In this example, the protocol described is automatically
performed on the Ettan Spot Handling Workstation (GE
Healthcare), composed of an Ettan Picker, a digester and
a spotter, in a closed cabinet to avoid contamination
with keratin, for example (see Note 14). The digestion is
performed in a temperature-controlled closed microplate
tower. Washing steps aiming at removing interfering sub-
stances on the gel plugs such as Coomassie blue, excess of
SDS (providing high background on the MS spectra) are
then performed with the washing solution (150 μL, two
or three times for 20 min depending on the intensity of the
staining if Coomassie blue has been used). A solution of
75% acetonitrile is then added in the microplate wells for
30 min, then removed and the gel plugs are left to dry at
room temperature.
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6. Protein contained in the gel plug is digested by the addi-
tion of trypsin or another proteinase; here 6 μL of trypsin
solution is added to the dried gel piece, the microplate is
covered and the digestion is performed at 37◦C for 4 h.

7. Extraction of peptides: 35 μL of peptide extraction solu-
tion is added in the well at the end of the digestion step and
the supernatant is recuperated in a new microplate. This
step is repeated twice and the supernatant pooled with the
previous one. Peptides are then concentrated by drying.

8. Peptides are resuspended in 3 μL sample-spotting solution
and mixed in the microplate wells. Then, 0.7 μL of this
mixture is put on a MALDI target, and 0.7 μL of matrix
solution is added on top (with three mixing strokes in the
spotter needle before final deposition).

9. Once the peptides are on the MALDI target, the instru-
ment is calibrated with a mixture of known peptides and
the acquisition of spectra (MS and MS/MS) is started.

10. The data acquired on the mass spectrometer are used for
identification searches in a protein databases. Several types
of software may be used for automated and manual inter-
pretation of the results. A non-exhaustive list of the web
sites offering this feature is given here:
a. http://fasta.bioch.virginia.edu/fasta_www2/fasta_

list2.shtml
b. http://www.matrixscience.com/search_form_select.

html
c. http://prospector.ucsf.edu/
d. http://www.expasy.org/tools/popitam
e. http://phenyx.vital-it.ch/pwi/login/login.jsp

The MS spectrum provides a list of masses corresponding
to peptides generated during the digestion of the protein. The
MS/MS spectra allow the sequence of amino acids from a spe-
cific peptide selected for fragmentation. The obtained masses and
sequences are compared with existing databases. After identifi-
cation, literature survey is usually requested to link the results
obtained to the initial biological question. More information
about MS can be found in the following selection of excellent
reviews: general mass spectrometry (16) in plants (17, 18) and in
non-model plants (19).

3.5. Additional
Features of DIGE in
Proteomics

Difference gel electrophoresis can be applied not only to the clas-
sical 2D electrophoresis techniques but also to e.g. Blue Native-
PAGE (20). In this case, the multiplexing technique is applied
for example to protein complexes extracted from chloroplasts.
This method is used to unravel the composition of the protein
complexes (e.g. specific subunit stoichiometry, assembly). In the
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BN-PAGE technique, the proteins are solubilized in their native
state with appropriate non-denaturating detergents (such as digi-
tonin or dodecylmaltoside) and coupled with Coomassie blue
G, which brings negative charge on the protein and ensure the
migration towards the anode (21, 22). Protein complexes are
then separated according to their mass, then the lanes are treated
with SDS under reducing conditions before a second separation
based again on their mass, but in denaturing conditions (SDS-
PAGE). CyDyes can be added to the proteins complexes prior to
the first dimension.

4. Notes

1. Urea and thiourea help the solubilization of proteins.
2. Dithiothreitol (DTT) preserves the fully reduced state of

denatured, unalkylated proteins.
3. The classical colorimetric method of Bradford (23) cannot

be used for protein quantification, as the components of
the labelling solution interfere with the Bradford solution
(e.g. the high concentration of urea, detergent).

4. The DMF solution should not be contaminated with water,
which degrades DMF to amine compounds. Select a DMF
solution of ≤0.005% H2O, ≥99.8% of purity, and this solu-
tion should be replaced at least every 3 months.

5. A dye swap is always recommended to avoid preferential
labelling.

6. Optionally, the labelling reaction can be checked on a small
SDS-PAGE on some of the samples before running the
complete series of DIGE.

7. When the mineral oil covers the gels, check that there is no
leakage (no oil in the sample cups).

8. Sodium dodecyl sulphate (SDS) denatures proteins and
forms negatively charged protein–SDS complexes.

9. Iodoacetamide alkylates thiol groups on proteins, prevent-
ing their reoxidation during electrophoresis. Protein reox-
idation during electrophoresis can result in streaking and
other artefacts. Iodoacetamide also alkylates residual DTT
to prevent point streaking and other silver-staining arte-
facts.

10. In the above text, if it is not mentioned otherwise, “water”
means double-distilled water.

11. If it is not possible to scan all the gels at the same day, they
can be stored at 4◦C for 48 h without variation in the signal
and the position on the gel. For longer storage periods, the
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gels have to be fixed in fixing solution and then kept at 4◦C.
Before scanning, leave the gels on the bench for a while to
reach room temperature (as the temperature impacts the
signal intensity).

12. Preparative gels, containing high amount of proteins, can
be prepared separately for the identification of proteins.
In this case, we recommend either to prepare an impor-
tant amount of proteins coming from the different con-
ditions or to run one preparative gel per sampling condi-
tion. In this case, the labelling step is omitted and the gel
is stained with Coomassie or another fluorescent solution
(Sypro Ruby, Lava Purple or others). At least 300 μg have
to be loaded on the IPG strips, and the time for IEF has to
be extended (for a 24-cm gel, pH 4–7, the recommended
value to reach is 90,000 V h). It is also recommended to
use Bind-Silane-coated glass plates to facilitate the picking
(by avoiding shrinking or deformation of the gels).

13. Care is needed with the microplates; digestion carried out
in microplates from several suppliers has resulted in the
presence of polymers in the mass spectra, rendering the
MS/MS spectra unreadable.

Small plate

Reference

markers

B

Large plate

Spacers

A

Agarose sealing

IPG strip

SDS - PAGE

C 

Fig. 12.2. Preparation of the glass plates and final assembled gel “sandwich”. (a) Large
plate with the spacers; (b) smaller plate coated with Bind-Silane. Reference markers
have been put on the glass plate and covered with Bind-Silane (position: in the median of
the height and not on the spacers!). (c) Final assembling of the two glass plates showing
the reference markers and the IPG strip position sealed with the agarose solution on top
of the gel of the second dimension (SDS-PAGE gel).
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14. If the preparative gels are stained with fluorescent dyes
and/or used for picking with the Ettan Spot picker or
the Spot Handling Workstation, reference markers must
be placed on the Bind-Silane-coated plate as shown in
Fig. 12.2.
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Chapter 13

Thiol–Disulfide Redox Proteomics in Plant Research

Meenakumari Muthuramalingam, Karl-Josef Dietz,
and Elke Ströher

Abstract

Abiotic stresses often cause metabolic imbalances which affect cellular redox homeostasis and alter the
rate of reduction state of functional and regulatory protein thiols and the rate of reactive oxygen species
release. Excessive displacement from redox equilibrium causes oxidative damage to cell structures and
may elicit cell death. The understanding of the cell response to progressive stress must include knowledge
on the thiol redox state of specific proteins. This chapter describes selected gel-based biochemical meth-
ods (i) to identify thiol–disulfide redox proteins that undergo major redox-dependent conformational
changes by 2D redox SDS-PAGE and (ii) to determine the thiol redox state of proteins by sequential
blocking and labeling with N-ethylmaleimide and methoxypolyethylene glycol maleimide-5000 (mPEG-
Mal-5000). Both sets of methods provide experimental information that defines the redox proteome of
the cell.

Key words: 2D electrophoresis, acrylamide gel electrophoresis, maleimide labeling, redox
proteome analysis, thiol protein.

1. Introduction

In general, the thiol group of the amino acid cysteine is one
of the main redox centers found in biologically important
peptides and proteins. Alteration of its redox state provides a
decisive mechanism to regulate functional features of specific
proteins, thereby affecting the entire cell. Posttranslational thiol
modifications include intra- and intermolecular disulfide forma-
tion, and also S-nitrosylation, and alter protein functions, e.g.,
enzyme activities and binding properties for interaction part-
ners (1). In the plant cell, protein thiols are reduced by elec-
tron donors ultimately linked to NAD(P)H, ferredoxin, and
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glutathione and oxidized by electron acceptors, particularly by
reactive oxygen species (2, 3). Thiol oxidation is stimulated
under oxidizing conditions that occur in cells subjected to abi-
otic or biotic stress and may be considered as a prime and central
metabolic response to stress which is used for feedback regula-
tion via different signaling cascades, aiming at readjusting redox
homeostasis (4). Depending on the midpoint redox potential of
the target thiols, thiol modifications are early responses. In later
stages of stress, other amino acid residues are oxidized as well (5).
Thus monitoring the thiol state of proteins provides important
information needed to assess the actual redox state and link it to
the cellular response to specific stress. Since peptide and protein
thiols represent functional groups with defined reactivity, chem-
icals and probes are at hand to covalently bind to the cysteinyl
sulfur atom and, thereby, to block and/or mark reduced pro-
tein thiols. Well-characterized thiol-reactive groups are iodoac-
etamide and maleimide, often coupled to fluorescent or isotopi-
cally labeled probes, or to linear polymers to ease the detection.
The diagonal 2D redox SDS-PAGE enables the identification of
redox proteins that alter their electrophoretic mobility as a conse-
quence of redox-dependent conformational changes (6, 7). This
method works best with subfractions of tissues and fractionated
protein extracts and also with membrane proteins (7, 8).

2. Materials

2.1. Blocking and
Labeling of Free
Thiols

1. Dithiothreitol (DTT, 1 M) should be prepared fresh in aque-
ous buffer of pH 7.0 (see Note 1).

2. Copper(II) chloride (CuCl2) stock solution: 1 mM in water.
3. Hydrogen peroxide (H2O2) stock solution: 10 mM in water.
4. N-Ethylmaleimide stock (NEM, 2 M) solution is prepared

in 100% ethanol. Working solutions are prepared by further
dilution in labeling buffer.

5. Methoxypolyethylene glycol maleimide-5000 (mPEG-Mal-
5000, 25 mM) (Fluka, Seelze, Germany) stock was prepared
directly in labeling buffer just prior to use. Working solutions
are prepared by further dilution in labeling buffer.

6. Labeling buffer: 6 M urea, 200 mM Bis–Tris (pH 6.5), 0.5%
(w/v) SDS, 10 mM EDTA (see Note 2) frozen in (500 μL)
aliquots for single use at −80◦C (see Note 3). Just prior to
use, the labeling buffer is supplemented with 100 mM NEM
or 2–5 mM mPEG-Mal (see Note 4).

7. Incubator at 25◦C.
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8. Trichloroacetic acid (TCA) solution (100%, w/v). Stored in
dark bottle at 4◦C (see Note 5). The following dilutions are
prepared:
a. Ice-cold 20% (v/v) TCA solution, stored in dark bottle at

4◦C.
b. Ice-cold 10% (v/v) TCA solution, stored in dark bottle at

4◦C.
c. Ice-cold 5% (v/v) TCA solution, stored in dark bottle at

4◦C.

2.2. Non-reducing
SDS-Polyacrylamide
Gel Electrophoresis
(SDS-PAGE)

1. Stacking gel buffer (4×): 0.5 M Tris–HCl, pH 6.8. Store at
4◦C.

2. Thirty percent (w/v) acrylamide/bisacrylamide solution
(ratio 37.5:1) (Roth, Karlsruhe, Germany) (see Note 6).

3. N,N,N′,N′-Tetramethylethylenediamine (TEMED) (Sigma-
Aldrich, Seelze, Germany), store at room temperature (RT).

4. Ammonium persulfate (APS) solution (10%): prepare
100 mg in 1 mL water. Store at 4◦C and prepare fresh
weekly.

5. Isopropanol (100%) to overlay the separating gel to ensure a
flat surface and to exclude oxygen during polymerization.

6. Running buffer (10×): 125 mM Tris, 960 mM glycine, 0.5%
(w/v) SDS. Store at room temperature. For 1× running
buffer, add 100 mL of 10× running buffer to 900 mL ultra-
pure H2O.

7. Unstained molecular weight marker: PageRulerTM

Unstained Protein Ladder (Fermentas, St. Leon-Rot,
Germany).

8. SDS electrophoresis system: chamber, comb, set of glass
plates, spacer, rubber gum, clamps, power supply, cables. A
Hamilton syringe to apply the samples and additional 10-mL
syringe fitted with a 20-gauge needle to wash the wells after
removing the comb.

9. Loading buffer (5×): 225 mM Tris–HCl (pH 6.8), 5%
(w/v) SDS, 50% glycerol, 0.05% bromophenol blue (with-
out reducing agent). Store at room temperature.

2.3. Diagonal 2D
Redox SDS-PAGE

2.3.1. Preparation of
Extracts for Diagonal 2D
Redox SDS-PAGE:
Reduction/Oxidation and
Subsequent Blocking of
Free Thiol Groups

1. Protein extract, e.g., isolated and fractionated chloroplasts,
at a concentration of 3.5 mg/mL.

2. Buffer stock solutions: 1 M Tris–HCl (pH 7.5), 1 M Tris–
HCl (pH 8.0). Dilutions are made from the stock solutions
and the pH values are adjusted if necessary.

3. Dithiothreitol (DTT) stock solution: 1 M in 1 M Tris–HCl,
pH 7.5 (see Note 1).
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4. Hydrogen peroxide (H2O2) stock solution: 100 mM in
water.

5. Iodoacetamide (IA) (Fluka, Seelze, Germany) stock solu-
tion: 1 M prepared in 1 M Tris–HCl, pH 8.0 (see Note 7).

6. Incubator at 25◦C.

2.3.2. Preparation and
Running the Second
Dimension of the
Diagonal 2D Redox
SDS-PAGE

Similar to Section 2.2.
Additional:

1. Glass plates for the second dimension: To simplify the
attachment of the excised gel segment (corresponding to a
lane of first dimension) for the second dimension, it is rec-
ommended to use either (a) a set of notched glass plates,
which consists of one rectangular piece of glass plus comple-
mentary piece of the same size with a cut made on the top
edge leaving two “ears,” one on each corner which addition-
ally aids at fixing the gel lane or (b) a set of hinged spacer
plates with one of the glass plates approximately 1.5–2 cm
shorter than the other.

2. Comb with 1 cm broad teeth, can be self-made from Teflon
plates (see Note 8).

3. Blue cap tubes (50 mL) or similar tubes for incubation of
the gel slices after the first dimension.

4. Roller mixer (see Note 9).
5. Sharp new razor blade to cut the gel slice corresponding to

one complete lane.
6. Loading buffer (1×): 800 mL deionized H2O supplemented

with 200 mL of 5× loading buffer.
7. Dithiothreitol (DTT).
8. Iodoacetamide (IA).
9. Agarose sealing solution: 0.5% (w/v) agarose solution,

0.01% (w/v) bromophenol blue in 1× loading buffer. Heat
the solution in the microwave or on a heating stirrer until
the agarose is melted. Dispense in aliquots and store at 4◦C.

2.4. Detection and
Analysis

2.4.1. Silver Staining

All solutions are prepared with high-quality ultrapure water, as
impurities have a strong effect on silver staining.

1. Fixation solution: 50% (v/v) ethanol (see Note 10), 12%
(v/v) acetic acid, 38% (v/v) H2O.

2. Washing solution: 50% (v/v) ethanol.
3. Sensitizer stock solution: 2 g Na2S2O3 · 5 H2O in 100 mL

H2O.
4. Sensitizer solution: 5 mL sensitizer stock solution in

495 mL H2O.
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5. Staining solution: 0.2% (w/v) AgNO3 in H2O, store in
dark at RT.

6. Developer stock solution: 0.4 g Na2S2O3 · 5 H2O in
100 mL H2O.

7. Developer: 60 g Na2CO3, 1 mL developer stock solution,
add H2O to 1 L.

8. Stopping solution: same as fixation solution.
9. Formaldehyde (37%).

10. Horizontal shaker.

2.4.2. MALDI-TOF
Analysis

1. Sharp scalpel.
2. Reaction tubes (1.5 mL), 96-well microtiter plates

(depending on the number of spots to be analyzed).
3. Washing solution A: 0.1% (w/v) trifluoroacetic acid/60%

(v/v) acetonitrile (see Note 11).
4. Washing solution B: 50% (v/v) acetonitrile.
5. Washing solution C: 50% (v/v) acetonitrile/50 mM

NH4HCO3.
6. Washing solution D: 50% (v/v) acetonitrile/10 mM

NH4HCO3.
7. Trypsin: 0.013 mg sequencing grade trypsin in 10 mM

NH4HCO3, pH 8.0 (Promega, Mannheim, Germany).
8. Buffer: 10 mM NH4HCO3, pH 8.0.
9. Matrix: α-Cyano-4-hydroxycinnamic acid (Sigma-Aldrich,

Seelze, Germany).
10. MALDI-TOF mass spectrometer: Biflex III matrix-assisted

laser desorption/ionization-time of flight (MALDI-TOF)–
MS (Bruker, Bremen, Germany).

11. Software that uses the MS data to identify proteins
from primary sequence databases, e.g., MASCOT software
(Matrix Science, London, UK).

3. Methods

Redox-dependent posttranslational modifications enable, disable,
and modulate protein functions. The involved cysteinyl thiol
groups undergo inter- or intramolecular disulfide bond formation
with adjacent thiol groups and are oxidized to sulfenic, sulfinic, or
sulfonic acid derivatives or S-nitroso groups. These thiol modifi-
cations change steric properties, charge distribution, protein con-
formation, and thereby function.
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In order to analyze proteins regulated via defined redox-
dependent modifications, methods are needed to identify such
proteins, to arrest the thiol redox state in situ, to label the thiol
groups, and to visualize the protein reduction state. Most of the
methods aim at identifying redox-regulated thiol groups, espe-
cially those prone to oxidation to sulfenic acid, based on the
sequential labeling with thiol-specific reagents, such as maleimide-
or iodoacetamide-coupled substances (Fig. 13.1). Such a method
is presented in the first part of this chapter (summarized in
Fig. 13.2). The second part focuses on proteins undergoing
major conformational changes due to redox-mediated processes.
A special 2D SDS-PAGE technique facilitates their identification.

Fig. 13.1. Reaction of the amino acid cysteine with thiol-specific reagents. Thiol-
specific reagents generally act on the thiolate anion of the cysteinyl residue. (a) Iodoac-
etamide and therewith coupled substances react irreversibly with thiol groups to form
a stable thioether bond through a substitution reaction. (b) The maleimide group of
N-ethylmaleimide and other derivatives react by nucleophilic attack of the thiolate
ion through an addition reaction. The derivative methoxypolyethylene glycol (mPEG)
maleimide increases the molecular mass of the labeled protein depending on the length
of the polymer, thereby shifting the protein migration within SDS-PAGE analysis. R2 and
R3 are the neighboring ends of the peptide chains.
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Fig. 13.2. Detection of redox-regulated proteins via a sequential labeling strategy. Step
1 includes the adjustment of redox state using either the enzymatic system (e.g., thiore-
doxin or glutaredoxin system) or artificial reductants (e.g., dithiothreitol) or oxidants (e.g.,
hydrogen peroxide and copper chloride). In step 2, free thiol groups are blocked using
alkylating reagents (e.g., iodoacetamide, N-ethylmaleimide) under denaturing condi-
tions. Subsequently, proteins are completely reduced with reductants in step 3. The
newly freed thiol groups are labeled via thiol-specific reagents like mPEG-maleimide-
5000 in step 4. The introduced molecular mass increase of about 5 kDa enables the
detection of thiol-containing protein via SDS-PAGE analysis in step 5.

3.1. Labeling and
Detection of Free
Thiols

3.1.1. Adjustment of
Redox State of the
Proteins (Step 1)

1. Protein concentration: Purified protein is adjusted to a con-
centration of 0.1 mg/mL in 50 mM Tris–HCl, pH 7.5.

2. Complete reduction is achieved by addition of 20 μL of 1 M
DTT (final concentration 100 mM DTT) to 180 μL of pro-
tein extract and incubation at 25◦C for 60 min.

3. Oxidation is achieved by addition of 20 μL of 10 mM H2O2
or 1 mM CuCl2 (final concentrations: 1 mM H2O2 and
100 μM CuCl2, respectively) to 180 μL of protein extract
and incubation at 25◦C for 60 min.

3.1.2. Labeling of Free
Thiols (Step 2)

1. Add 25 μL ice-cold 100% (w/v) TCA to quench the thiol–
disulfide reaction and to remove excess reducing/oxidizing
agent via precipitation (see Note 12). Mix well by vortexing
and incubate on ice for at least 30 min.

2. The precipitated proteins are obtained by centrifugation at
20,000×g at 4◦C for 15 min (see Note 13).

3. Remove the supernatant completely and wash the pellets
with 500 μL ice-cold 10% (v/v) TCA.

4. Vortex briefly and centrifuge for 2 min at 20,000×g to pel-
let the proteins. Carefully remove the wash solution com-
pletely without disturbing the pellet.
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5. Add 250 μL ice-cold 5% (v/v) TCA solution and vortex
briefly.

6. Centrifuge at 20,000×g for 2 min to pellet the proteins.
Carefully remove the wash solution completely without dis-
turbing the pellet.

7. Thoroughly resuspend the pellet in 180 μL of labeling
buffer containing 100 mM NEM (171 μL labeling buffer
plus 9 μL of 2 M NEM) by vortexing (see Notes 2 and
14).

8. The alkylation is performed at 25◦C in the dark for 60 min.
9. The reaction is stopped by addition of 180 μL ice-cold 20%

(v/v) TCA (see Note 15).
10. Mix well by vortexing and the precipitation is performed

for 30 min on ice.
11. The precipitated proteins are centrifuged at 20,000×g for

15 min at 4◦C.
12. Repeat steps 3–6.

3.1.3. Complete
Reduction of Thiols
(Step 3)

1. Dissolve the pellet in 180 μL of labeling buffer supple-
mented with 100 mM DTT (162 μL labeling buffer plus
18 μL of 1 M DTT) to reduce all reversible thiol modifica-
tions such as disulfide bonds and sulfenic acid residues (see
Note 14). Mix by vortexing.

2. Incubate the samples at 25◦C for 1 h to ensure complete
reduction.

3. The reaction is stopped by adding 180 μL of ice-cold 20%
(v/v) TCA (see Note 15).

4. The precipitation is performed on ice for 30 min.
5. Repeat steps 3–6 of Section 3.1.2.

3.1.4. Labeling of Newly
Reduced Thiols (Step 4)

1. Thoroughly dissolve the protein pellet in 180 μL of labeling
buffer supplemented with the labeling reagent mPEG-Mal-
5000 (Fig. 13.3).

2. The typical labeling reaction contains 0.1 mg/mL reduced
protein in labeling buffer supplemented with mPEG-Mal-
5000 at a molar ratio of 1:250 (thiol:mPEG-Mal).

3. The labeling reaction is performed at 25◦C in dark for 1 h.
4. The reaction is stopped and excess labeling reagent is

quenched by addition of 2 μL of 1 M DTT in labeling buffer
(final concentration 10 mM DTT) (see Note 16).

5. The samples are supplemented with 5× loading buffer
(180 μL sample plus 45 μL of 5× loading buffer).
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Fig. 13.3. Site-directed protein modification. SDS-PAGE analysis of the heterologously expressed and purified proteins
Escherichia coli thioredoxin A (TrxA), Arabidopsis thaliana 2-cysteine peroxiredoxin A (2-CysPrxA), A. thaliana Deg1 pro-
tease (Deg1) after titration with increasing molar ratios of thiol-specific modification reagent. The extent of modification
was quantified after SDS-PAGE analysis and subsequent silver staining. Proteins were chosen according to the position
of the redox-active cysteines: In the case of TrxA, one of the two active sites of cysteines is on the surface, whereas the
second one is more buried. Accordingly, binding of the first mPEG-Mal to the exposed Cys occurs at very low mPEG-Mal
concentrations, while binding to the second is visualized by further shifting only at a ratio ≥100:1 (mPEG-Mal to protein
thiols). The two active cysteines of 2-CysPrxA are buried within its dimeric structure. The band corresponding to the
unlabeled protein nearly completely disappears and labeling is completed at a ratio ≥250:1. For the protease Deg1, a
ratio of ≥100:1 is sufficient to completely label the single cysteine. It has to be mentioned that the double band detected
without labeling reagent had already been described before (8). The cysteine is accessible only in the conformation rep-
resented by the lower band, which interestingly corresponds to the active protease (8). The acrylamide concentration
was changed according to the size of the analyzed proteins: 16% for TrxA and 12% for 2-CysPrxA and Deg1.

6. The labeled proteins are analyzed using non-reducing SDS-
PAGE. The percentage is chosen according to the molecular
mass of the protein of interest.

7. The proteins can be detected by any of the staining tech-
niques applicable to SDS-PAGE analysis, for example, via sil-
ver staining (see below). In more complex protein mixtures
or extracts, immunodetection after Western blotting allows
for the identification of the redox state of specific proteins.

3.2. Non-reducing
SDS-PAGE (Step 5)

1. These instructions assume the use of an SDS-PAGE system
with gels of 18 cm (width) × 10 cm (height) × 1 mm
(thickness). The volumes can be easily adapted to other
formats.

2. Thoroughly clean all components of the gel electrophoresis
system (e.g., the glass plates, spacers, and comb) with 70%
ethanol and a lint-free tissue (e.g., Kimwipes).

3. Assemble the system according to the manufacturer’s
recommendations.

4. Prepare 15 mL of 12% separating gel by mixing 3.7 mL
separating gel buffer with 6 mL acrylamide solution (see
Note 6), 5.2 mL water, 100 μL APS solution, and 14 μL
TEMED. The polymerization process will start as soon as
APS and TEMED have been added. Avoid formation of air
bubbles.
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5. Pour the gel between the plates carefully, overlay with 1 mL
100% isopropanol, and wait until the gel is polymerized
(takes approximately 30 min).

6. Pour off the isopropanol and rinse twice with distilled
water. Remove the water completely using a lint-free tis-
sue.

7. Prepare 5 mL of 6% stacking gel by mixing 1.25 mL stack-
ing gel buffer with 1 mL acrylamide solution, 2.65 mL
water, 50 μL APS solution, and 5 μL of TEMED.

8. Pour the stacking gel and carefully insert the comb, avoid
introduction of air bubbles.

9. Once the stacking gel is polymerized (∼20 min), assem-
ble the gel electrophoresis system by attaching the gel to
the chamber and fill the reservoir chambers with 1× run-
ning buffer. After removing the comb, wash the wells with
1× running buffer using a 10-mL syringe fitted with a 20-
gauge syringe needle.

10. Centrifuge the samples supplemented with loading buffer
for 5 min at 17,000×g at room temperature to pellet any
insoluble matter.

11. Reducing agents and boiling are omitted in this protocol
as remaining disulfide bonds should be maintained.

Fig. 13.4. Detection of redox-sensitive thiol groups of E. coli thioredoxin A (TrxA) and A. thaliana 2-cysteine peroxire-
doxin A (2-CysPrxA) using the sequential labeling strategy. Heterologously expressed and purified proteins were employed
to optimize the labeling method. After the initial reduction (Red) and oxidation (Ox) with 100 mM DTT and 100 μM CuCl2,
respectively, aliquots of steps 2–4 were taken and subjected to non-reducing SDS-PAGE analysis and subsequent sil-
ver staining. For TrxA and 2-CysPrxA, complete reduction and oxidation can be linked to conformational changes and
concomitant changes in electrophoretic mobility. Oxidized TrxA is more compact due to intramolecular disulfide bond
formation and the molecular mass of oxidized 2-CysPrxA increases due to dimer formation. Blocking of reduced thiol
groups in step 2 is confirmed, as the band pattern corresponds to the reduced and oxidized state, respectively. Complete
reduction of both proteins in step 3 is indicated by the migration behavior as reduced and oxidized protein, respectively.
Subsequently, only newly reduced thiol groups are labeled, which is confirmed by the banding pattern obtained after
step 4. For TrxA 16% and for 2-CysPrxA 12% acrylamide concentrations are used for the separation, depending on their
molecular masses. It should be noted that the band identified after step 2 (ox) corresponds to the 2-Cys Prx dimer. The
same band is seen after step 4 (ox) below the strong mPEG-Mal-labeled band.
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12. Carefully apply 10 μL of sample (approximately corre-
sponding to 1 μg) per well using the Hamilton syringe.

13. Run the gel at constant current (60 mA) until the running
front reaches the bottom.

14. Visualize the proteins via silver staining (see below). An
example of the results produced is shown in Fig. 13.4.

3.3. Diagonal 2D
Redox SDS-PAGE

3.3.1. Preparation of
Extracts: Adjustment of
Redox State and
Subsequent Blocking of
Free Thiol Groups

1. If necessary, protein extracts are concentrated to 3.5 mg pro-
tein/mL using Amicon centrifugation units (cutoff 3 kDa;
Millipore, Schwalbach, Germany) according to the manufac-
turer’s recommendations.

2. Protein extract (180 μL) in 50 mM Tris–HCl (pH 7.5) is
completely reduced by addition of 20 μL of 1 M DTT or
oxidized by addition of 20 μL of 100 mM H2O2 (final con-
centration 100 mM DTT and 10 mM H2O2, respectively)
(see Note 17).

3. The sample is mixed by vortexing and incubated for 30 min
at 25◦C.

4. In order to prevent thiol reshuffling, e.g., re-oxidation,
22 μL of 1 M iodoacetamide is added (final concentration
100 mM) (see Note 18).

5. The sample is mixed by vortexing and incubated at 25◦C in
the dark for 30 min.

6. Reaction is stopped by addition of 55 μL of 5× load-
ing buffer followed by gel electrophoretic separation (see
below).

3.3.2. Diagonal 2D
Redox SDS-PAGE
Electrophoresis

1. These instructions assume the use of an SDS-PAGE system
with gels 18 cm (width) × 20 cm (height) × 1 mm (thick-
ness). The volumes can be easily adapted to other formats.

2. Prepare 30 mL of 12% separating gel by mixing 7.4 mL
separating gel buffer with 12 mL acrylamide solution,
10.4 mL water, 200 μL APS solution, and 28 μL TEMED,
avoid formation of air bubbles (see Note 6). Pour the gel,
overlay with 1 mL of 100% isopropanol, and wait until
the gel is polymerized (takes approximately 30 min) (see
Note 19).

3. Pour off the isopropanol and rinse the surface of the sep-
arating gel twice with distilled water. Remove the water
completely using a lint-free tissue.

4. Prepare 10 mL of 6% stacking gel solution by mixing
2.5 mL stacking gel buffer with 2 mL acrylamide solu-
tion, 5.3 mL water, 100 μL APS solution, and 10 μL of
TEMED, avoid formation of air bubbles.
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(a) Pour the stacking gel and carefully insert the comb,
avoid introduction of air bubbles.

(b) The stacking gel for the second dimension SDS-PAGE
is prepared without a comb; instead prepare stacking
gel of 1 cm height but do not completely fill the assem-
bled glass plates with stacking gel, spare 0.3–0.5 cm to
trap the gel section afterward.

5. Add running buffer to the upper and the lower chambers
of the gel unit and wash the wells with running buffer using
a 10-mL syringe fitted with a 20-gauge needle.

6. Slowly load 250 μL of each sample (corresponding to
about 500 μg protein) in each well (see Note 20).

7. Protein samples are subjected to electrophoresis at 40 mA
constant current for approximately 4 h (see Note 21).

8. Stop the electrophoresis when the running front reaches
the bottom.

9. Disassemble the electrophoresis system and carefully excise
the gel sections corresponding to single lanes using a sharp
razor blade aided with a ruler (e.g., the spacer) positioned
along the markings made during the gel run. The stacking
gel is discarded (see Note 22).

10. Prepare 10 mL of 1× loading buffer supplemented with
100 mM DTT (154.3 mg in 10 mL of buffer) per gel lane
in a 50-mL blue cap tube.

11. Carefully place the gel lane in the blue cap tube. Avoid
contact of the gel lane with dry surfaces.

12. Incubate for 15 min on the roller mixer at RT (see
Note 23). Discard the buffer; be careful not to lose the gel.

13. Wash the gel by adding 20 mL of 1× running buffer to
remove excess DTT from the surface of the gel and the
tube. Discard the buffer; be careful not to lose the gel.

14. Add 10 mL of 1× loading buffer supplemented with
100 mM IA (184.96 mg in 10 mL of buffer) per gel lane
and tube.

15. Incubate for 15 min on the roller mixer at RT (see
Note 23). Discard the buffer; be careful not to lose the gel.

16. Washing is achieved by adding 20 mL of 1× running buffer
to remove excess IA from the surface of the gel and the
tube.

17. Lay the SDS-PAGE prepared for the second dimension
horizontally on the table with the eared glass plate on top
pointing to the experimenter (see Note 24).
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18. Apply the gel section horizontally on top of the stacking
gel and push it gently between the glass plates until it has
contact with the stacking gel (see Note 22). Avoid trapping
air bubbles.

19. Molecular weight marker is applied by pipetting 5 μL on
a 0.4 cm × 0.4 cm Whatman paper (0.34 mm thick). The
piece is picked up with forceps and applied to the top sur-
face of the stacking gel next to one end of the applied gel
section.

20. The gel and the piece with the molecular weight marker
can be fixed on top of the gel using 1 mL agarose seal-
ing solution. Slowly distribute the sealing solution using a
1 mL pipette. Allow agarose sealing solution to solidify and
assemble the electrophoresis system.

21. Electrophoresis is performed in the second dimension at
constant current of 50 mA per gel for about 14 h, e.g., in
a Hoefer gel apparatus.

22. Protein spots are detected using silver staining (see below)
or stained with colloidal Coomassie according to the
method of Chan et al. (9). An example of the results pro-
duced is shown in Fig. 13.5b.

3.4. Detection and
Analysis

3.4.1. Silver Staining
(Modified According to
Blum et al. (10))

1. These instructions are designed for an SDS-PAGE system
with gels of 18 cm (width) × 10 cm (height) × 1 mm
(thickness). If other dimensions are utilized, volumes have
to be adjusted in order to ensure complete coverage of the
gel with the solutions during the different steps of the silver
staining procedure.

2. All equipments must be cleaned with detergent and rinsed
thoroughly with water, as detergents can interfere with sil-
ver staining.

3. Put the gel in a clean staining container with 50 mL fixation
solution supplemented with 35 μL of 37% formaldehyde
(see Notes 22, 25, and 26).

4. Agitate for at least 15 min on a shaker at room temperature.
5. Discard fixation solution and wash the gel in 50% (v/v)

ethanol three times for 10 min on a shaker at RT.
6. Discard ethanol, add sensitizer solution, and shake the box

by hand for 60 s. Take care that the gel is covered by solu-
tion also on the top surface. Since the gel is hydrophobic
due to previous washing with ethanol, it will not be covered
evenly by the sensitizer when agitated only on the shaker.

7. Discard the sensitizer solution and wash the gel with ultra-
pure water two times for 20 s (prolongation will lead to
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Fig. 13.5. Diagonal 2D redox SDS-PAGE. (a) Schematic presentation of the method. Oxidized and reduced proteins
are separated using non-reducing SDS-PAGE. Sections corresponding to a complete lane of the first dimension are cut
out and horizontally applied to the second dimension gel for SDS-PAGE after complete reduction and alkylation. Disul-
fide bonds are solved and the proteins migrate according to their molecular masses. Proteins previously engaged in
intermolecular bonds migrate faster and proteins containing intramolecular disulfide bonds migrate slower after reduc-
tion and are detected below and above the diagonal, respectively. (b) Exemplary results obtained with diagonal 2D
redox SDS-PAGE. The indicated fractions of isolated chloroplasts from A. thaliana were separated. Protein extracts were
reduced with 100 mM DTT or oxidized with 10 mM H2O2 as described in Ref. (8). Altogether, 74 proteins were identi-
fied utilizing this approach, e.g., the spots highlighted by arrows are identified as follows: 1, phosphoribulokinase (PRK)
(At1g32060); 2, chloroplast glyceraldehyde 3-phosphate dehydrogenase A (GAPA) (At3g26650); 3, β-carbon anhydrase
1 (CA1) (At3g01500); 4, 2-cysteine peroxiredoxin (At3g11630); 5, photosystem I apoprotein A1 (ArthCp022); 6, photosys-
tem II protein D1 (ArthCp002).

decreased sensitivity of the staining). Shake by hand con-
stantly.

8. Discard water completely and add 50 mL staining solu-
tion supplemented with 35 μL of 37% formaldehyde (see
Notes 26 and 27).

9. Agitate for at least 30 min on a shaker at room temperature.
10. Discard the staining solution and wash the gel with ultra-

pure water twice for 20 s to remove staining solution from
the surface of the gel and the container. Shake by hand
constantly.

11. Discard water completely and add 50 mL developer supple-
mented with 35 μL of 37% formaldehyde (see Note 26).
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12. Shake by hand constantly until the intensities of the bands
and the contrast are satisfactory.

13. Discard the developer solution completely.
14. Add fixation solution to stop the developing process.
15. Incubate for 10 min on the shaker.
16. Discard the fixation solution, replace with fresh fixation

solution, and incubate for 1 h or overnight before prepar-
ing for long-term storage in 1% (v/v) acetic acid solution
or drying of the gel.

3.4.2. In-Gel Tryptic
Digest and Mass
Spectrometric Analysis

1. Prearrangement: 1.5 mL reaction tubes and/or 96-well
microtiter plates used for collecting the excised protein
spots and for aliquoting trypsin.

2. Carefully excise protein spots of interest from the gel with
minimum gel volume using a clean scalpel.

3. Place the gel pieces in either a well of a microtiter plate or
a reaction tube.

4. Wash gel slices with 150 μL washing solution A by incu-
bating on a shaker for 5 min.

5. Discard the solution completely.
6. Add 150 μL washing solution B and incubate on the shaker

for additional 30 min.
7. Discard the solution completely.
8. Add 150 μL washing solution C and incubate on the

shaker for additional 30 min.
9. Discard the solution completely and let the gel pieces dry

entirely until they become completely white, either in a vac-
uum centrifuge or overnight in the fume hood.

10. Rehydrate the gel pieces in 15 μL trypsin solution at 4◦C
for 1 h (see Note 28).

11. Digest at 37◦C for 12–16 h.
12. Store the reaction in this state at −20◦C or proceed

immediately.
13. Mix the solution containing the released peptides with the

matrix α-cyano-4-hydroxycinnamic acid at a 3:2 ratio.
14. The mass spectrum can be obtained, e.g., on a Biflex III

matrix-assisted laser desorption/ionization-time of flight
(MALDI-TOF)–MS (Bruker, Bremen, Germany), and the
subsequent annotation of the peptide mass fingerprints
is performed, e.g., by the MASCOT software (Matrix
Science, London, UK). The subsequent search can be per-
formed in the National Center for Biotechnology Informa-
tion (NCBI) protein database.
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The methods described in this chapter rely on equipments
available in most biochemical and molecular laboratories and, in
addition, on access to a proteome facility. The gel-based meth-
ods can be adapted to determine the redox midpoint poten-
tial by incubation in redox buffer of defined ratios of reduced
to oxidized dithiothreitol (DTTred/DTTox) either by quantifi-
cation of redox-dependent gel shifts (8) or using labeling tech-
niques as described here. Fluorescence-based probes also enable
to monitor redox-dependent thiol modifications (6). The two-
dimensional difference gel electrophoresis (2D-DIGE) is a pow-
erful technique to sensitively and fluorometrically quantify thiol
modifications under stress and is described in another chapter
of this book. DIGE depends on sensitive but expensive labeling
compounds and scanning equipment. Following the identifica-
tion by redox proteomics, the significance of the redox environ-
ment for the functionality of proteins needs to be established,
e.g., by activity tests and protein interaction studies, in combi-
nation with site-directed mutagenesis of the affected cysteines or
reverse genetics approaches.

4. Notes

1. DTT (1 M) in water is acidic with a pH value around
5.0. DTT is highly prone to oxidation by air, a process
promoted also by multiple freeze–thaw cycles. Therefore,
aliquots for single use can be prepared and stored at -20◦C,
but it is strongly recommended to prepare DTT solutions
fresh prior to usage.

2. The reaction of maleimide groups as present in NEM
and mPEG-Mal with thiol groups is more specific in the
pH range between 6.5 and 7. Therefore the pH value
has to be controlled tightly during all steps. At least for
the first time the pH should be checked with pH indi-
cator strips. High urea and SDS concentrations are uti-
lized to achieve complete reaction between the thiol group
and the thiol-specific reagent (either within the blocking
or the labeling step). The achieved complete denatura-
tion of the proteins permits access even to buried thiols.
Buffer is modified from a protocol, utilizing iodoacetamide
derivates (11).

3. In aqueous solutions, urea degrades to cyanate and ammo-
nium. In the presence of heat, cyanate can carbamylate
proteins, an unwanted modification which often leads to
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confusing results after mass spectrometric analysis as pep-
tides with unexpected retention times and masses occur.
This process is inhibited at −80◦C.

4. The optimum concentration of mPEG-Mal-5000 depends
on the amount of thiol groups either derived from the
amino acid sequence of the purified protein or determined
for protein extracts and is best around a 1:250 ratio of thiol
to mPEG-Mal-5000 (Fig. 13.3). But this should be opti-
mized/checked for each single protein, as the increase in
size per each bound mPEG-Mal molecule might exceed
the theoretical value of 5 kDa. The mPEG-Mal molecule
itself is bulky and highly solvated, thereby possibly inhibit-
ing complete saturation of the protein with SDS and alter-
ing the separation behavior. A titration with different molar
ratios of labeling reagent to thiol group enables to assign
the number of labeled thiols to the bands visualized in
the gel.

5. TCA is a strong acid and should be handled with care while
working with solid TCA or solutions.

6. Acrylamide is a potent neurotoxin and is absorbed through
the skin. Take appropriate safety measures (gloves, fume
hood, and mask), particularly if weighing solid acry-
lamide/bisacrylamide and while working with the solutions
and gels.

7. The reaction of iodoacetamide with thiol groups is more
specific at a pH between 7.5 and 8. Therefore the pH has
to be controlled tightly during all steps. At least prior to
the first experiment the pH should be checked with pH
indicator strips.

8. Wells generated from 1 cm teeth allow application of sam-
ple volumes up to 250 μL. Higher volumes can be applied
but require wider wells and with increasing width the han-
dling of the gel section after the first dimension gets diffi-
cult.

9. To keep the volume of the buffer small, the roller mixer is
needed to ensure complete coverage of the gel slice during
the incubation of the gel sections with buffer supplemented
with DTT or IA.

10. Denatured ethanol also works for all steps of the silver
staining procedure and is much cheaper than pure ethanol.

11. As acetonitrile is harmful, solutions with acetonitrile should
be stored in a fume hood.

12. Thiol groups of excess reductant compete with protein thi-
ols for attachment of thiol-reactive labels such as maleimide
or iodoacetamide. Therefore, excess reductant must be
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removed before the labeling procedure, but simultaneously
care has to be taken to prevent thiol reshuffling, e.g., re-
oxidation. These two prerequisites make TCA precipitation
to be the preferred precipitation method when it comes to
analysis of redox-mediated processes. The acidic environ-
ment ensures protonation of the thiol groups and thereby
inhibits oxidation.

13. Place the tube in the centrifuge in the same orientation
during the entire procedure. The pellet remains on the
same side of the tube after each centrifugation. This will
minimize loss of protein pellet during centrifugation and
washing.

14. It is recommended to prepare a master mix, sufficient for
all samples, with 10% additional volume in order to com-
pensate for reagent loss.

15. It is important to use 20% (v/v) TCA instead of a
smaller volume of 100% (v/v) TCA to dilute the high
urea and SDS concentrations in the labeling buffer
which might otherwise prevent proper precipitation of the
proteins.

16. The unbound mPEG-Mal-5000 may distort the protein
migration; hence excess labeling reagent must be removed.
In addition already a minor fraction of unlabeled protein
might be oxidized during the SDS-PAGE, leading to con-
fusing banding pattern that is difficult to interpret. The
presence of DTT prevents the re-oxidation.

17. Some proteins are prone to overoxidation, therefore dif-
ferent concentrations and possibly also different oxidizing
agents should be tested, e.g., copper chloride.

18. Besides iodoacetamide, N-ethylmaleimide can be employed
for alkylation of free thiol groups. Some thiol groups reveal
differential accessibility toward the two reagents, presum-
ably due to the different thiol-specific reactive groups.
Thereby, analyzing complex protein extracts often neces-
sitates a compromise regarding the completeness of block-
ing and labeling, a fact that supports the recommendation
to utilize reagents derived from the same reactive group for
both steps.

19. Altering the acrylamide concentration may improve sep-
aration of proteins of interest; however, in any case the
acrylamide concentrations of both dimensions must be
identical.

20. The amount of protein depends on the detection method,
i.e., staining and identifying of the protein spots, and can be
adjusted accordingly. Sample volumes larger than 250 μL
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require broader wells which subsequently lead to broader
gel lanes. This makes the handling and the attachment of
the gel section of the first dimension to the gel of the sec-
ond dimension difficult.

21. The position of the single lanes should be marked dur-
ing the gel run. This eases proper cutting of the gel
slice to separate neighboring lanes after the electrophoretic
separation.

22. Wet the gloves and all surfaces which make contact with
the gel with running buffer; otherwise the gel section
might stick to them and break, making the handling
of the gel difficult and in the case of the diagonal 2D
redox SDS-PAGE electrophoresis, the separation is often
unsatisfactory.

23. Do not prolong the incubation time since the SDS might
slowly wash out the proteins from the gel.

24. Preparation of the second dimension is easier when the
assembled glass plates containing the gel are slightly lifted
at the site where the gel lane of the first dimension has to
be applied.

25. Wear clean powder-free gloves at all times and do not press
the gels as this also produces background.

26. Never add formaldehyde directly on the gel, as this pro-
duces background. Mix formaldehyde and the correspond-
ing solutions in a separate container just prior to use. In
general, the stock solution has to be renewed from time to
time as oxidation can occur, and especially cold tempera-
tures lead to precipitation of trioxymethylene. As formalde-
hyde is a hazardous substance, care has to be taken for
proper disposal.

27. As silver nitrate is a hazardous substance, care has to be
taken for proper disposal.

28. If the gel piece is not completely covered with solution
after complete rehydration, additional buffer has to be
added.
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Chapter 14

Cloning of Stress-Responsive MicroRNAs and other Small
RNAs from Plants

Jose Luis Reyes, Catalina Arenas-Huertero, and Ramanjulu
Sunkar

Abstract

In plants, small RNA (microRNAs and other endogenous small RNAs)-guided target gene expression is
vital for a wide variety of biological processes including adaptation to stress conditions. Identification of
stress-regulated microRNAs or other classes of endogenous small RNAs advances our understanding of
post-transcriptional gene regulation important for plant stress tolerance. This chapter describes a detailed
step-by-step protocol for cloning of small RNAs. Following 5′ and 3′ adapter ligation to the purified
small RNAs, cDNA will be synthesized using reverse transcription, which will be further amplified using a
polymerase chain reaction. The resulting small DNA fragments can be either cloned and sequenced using
traditional sequencing method or subjected to direct high-throughput pyrosequencing or sequencing-
by-synthesis technology.

Key words: Abiotic stress, microRNAs, small RNAs, cloning, post-transcriptional gene regulation.

1. Introduction

MicroRNAs are small 20- to 23-nt-long RNA molecules that reg-
ulate mRNA expression at the post-transcriptional level in plants
and animals (1). This regulation is based on RNA–RNA base
pairing between the miRNA and its target mRNA that results
in mRNA cleavage and degradation or a block in its transla-
tion. Due to the extensive base pairing between miRNA and
mRNA, degradation is more commonly found in plants (2),
although translation inhibition has been observed (3). Identi-
fication of target mRNAs is largely based on this fact and has
allowed extensive analysis of miRNA function in diverse plants.

R. Sunkar (ed.), Plant Stress Tolerance, Methods in Molecular Biology 639,
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Although miRNA gene prediction has been successfully used,
cloning and sequencing of small RNA molecules found in the
RNA population of plant tissues is the preferred method if one
is to identify miRNAs that are altered under certain conditions,
such as drought or salt stress. Thus, sequencing of miRNAs has
become an essential tool for plant biologists studying this and
other phenomena. Its use to identify stress-regulated miRNAs has
been exemplified in plants such as Arabidopsis, rice, and poplar
(4–6). Here we describe a detailed methodology for small RNA
cloning, based on previously published procedures (7, 8). Small
RNA cloning protocol was developed specifically to capture Dicer
products that carry a 5′-phosphate and 3′-hydroxyl termini. Gen-
eral RNA degradation products will carry a 5′-hydroxyl termi-
nus. Small RNAs are initially isolated from total RNA by gel
electrophoresis. Oligonucleotide adapters are then added at the
5′- and 3′-ends to prime reverse transcription and subsequent
PCR amplification (Fig. 14.1). The protocol presented here is
specifically applied for cost-effective, high-throughput sequencing

Fig. 14.1 Diagrammatic representation of the steps leading to small RNA cloning. Indi-
vidual steps with the essential reagents used are shown along the path indicated by
arrows. At the end of the procedure there are three alternative outcomes, depending on
the purpose of the library obtained.
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Fig. 14.2. Stress-responsive miR159 expression analysis in Phaseolus vulgaris (com-
mon bean; Pvu-miR159). One of the miRNAs identified by sequencing of P. vulgaris small
RNAs obtained from stressed seedlings corresponds to miR159a. Northern blot analysis
of P. vulgaris seedlings exposed to different conditions for 48 h, including well-irrigated
control (Ctrl), cold (4◦C), 100 mM NaCl, drought (D), and ABA 100 μM treatment, con-
firms its expression under stress conditions. Detection of U6 snRNA was used as a
loading control.

technologies such as sequencing-by-synthesis. This method can
generate several millions of reads, which also facilitates the iden-
tification of stress-regulated miRNAs using direct sequencing of
small RNAs from unstressed and stressed samples (Fig. 14.2).
The protocol can also be applied to other high-throughput
sequencing technologies such as pyrosequencing (454) by replac-
ing the 5′ and 3′ adapters and correspondingly the RT-PCR
primers.

2. Materials

2.1. Isolation and
Preparation of RNA
for Denaturing Gel
Electrophoresis

1. TRIzol Reagent (Invitrogen).
2. Chloroform.
3. Isopropanol.
4. Ethanol (80%).
5. DEPC-treated water or RNase-free Milli-Q pure water,

sterile.
6. Deionized formamide solution (50%, in Milli-Q water).
7. Acrylamide (15%):Bisacrylamide (19:1) solution contain-

ing 8 M urea.
8. Ammonium persulfate (50% solution).
9. TEMED.

10. TBE (0.5×).

2.2. Size Selection
and Recovery of
Small RNAs

1. Siliconized microcentrifuge tubes (BioPlas) or low-
retention microcentrifuge tubes (Fisher).

2. Formamide loading buffer: 98% (w/v) deionized for-
mamide, 10 mM EDTA (pH 8.0), 0.02% (w/v) xylene
cyanol, 0.02% (w/v) bromophenol blue.
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3. Decade RNA markers (Ambion) labeled with T4 polynu-
cleotide kinase and [32P-γ]ATP as directed by the manu-
facturer.

4. Rotating shaker (rotisserie) for microcentrifuge tubes.
5. Elution solution (0.3 M NaCl).
6. TBE buffer (0.5×): 50 mM Tris, 50 mM boric acid, 1 mM

EDTA.
7. Electrophoresis chamber to cast and run 20-cm × 16-cm ×

1.5-mm (length × width × thickness) vertical polyacry-
lamide gels.

8. PhosphorImager or X-ray film.
9. Glycogen (20 μg/μL; Invitrogen).

10. Fluorescent labels.

2.3. Ligation

2.3.1. 3′ Adapter
Ligation

1. 3′ Solexa DNA Adapter (24 nt, DNA oligonucleotide). 5′-
rAppTCGTATGCCGTCTTCTGCTTGTddC-3′.

2. The oligonucleotide is adenylated at the 5′-end (rApp), and
the 3′-end is blocked (ddC) (see Note 1).

3. 3′ Ligation buffer 10×, [500 mM Tris–HCl (pH 7.5),
100 mM MgCl2, 100 mM DTT, 600 μg/mL BSA].

4. T4 RNA ligase (NEB).

2.3.2. 5′ Adapter
Ligation

1. 5′ Solexa RNA Adapter (26 nt, custom RNA oligonu-
cleotide). 5′-rGrUrUrCrArGrArGrUrUrCrUrArCrArGrUr-
CrCrGrArCrGrArUrC-3′.

2. 5′ Ligation buffer 10×, [500 mM Tris–HCl (pH 7.5),
100 mM MgCl2, 100 mM DTT, 600 μg/mL BSA, 10 mM
ATP].

3. T4 RNA ligase (NEB).

2.4. RT-PCR

2.4.1. Reverse
Transcription

1. Solexa RT primer (21 nt, DNA oligonucleotide), 5′-CAA-
GCAGAAGACGGCATACGA-3′.

2. SuperScript III Reverse Transcriptase (Invitrogen).
3. First-strand buffer (5×).
4. DTT solution (0.1 M).
5. dNTP solution (2.5 mM).
6. KOH (150 mM)/20 mM Tris base solution.
7. HCl solution (150 mM).

2.4.2. PCR Amplification
of cDNA

1. Forward primer: Small RNA PCR Primer (44 nt,
DNA oligonucleotide), 5′-AATGATACGGCGACCACC-
GACAGGTTCAGAGTTCTACAGTCCGA-3′.
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2. Reverse primer: Solexa RT primer (see reverse transcription).
3. PCR buffer 10×, [200 mM Tris–HCl (pH 8.4), 500 mM

KCl, 20 mM MgCl2].
4. Taq polymerase.

2.5. Gel Purification
of PCR Product

1. NuSieve R©GTG R© LMP (low melting point) agarose 2% gels
in 1× TAE buffer.

2. 25-Bp DNA ladder (Invitrogen).
3. TAE buffer (1×): 40 mM Tris-acetate (pH 8.4), 1 mM

EDTA (pH 8.0).
4. DNA loading buffer (6×) [30% glycerol, 0.02% (w/v)

xylene cyanol, 0.02% (w/v) bromophenol blue].
5. Thermal cycler.
6. Tris-buffered phenol, pH 7.9.

2.6. Cloning of PCR
Fragments

1. TOPO TA cloning kit (Invitrogen) including Escherichia coli
TOP10 chemical competent cells.

2. LB growth solid medium including ampicillin (100 μg/mL)
or kanamycin (50 μg/mL).

3. Methods

3.1. Isolation and
Preparation of RNA
for Denaturing Gel
Electrophoresis

1. Purify total RNA with TRIzol reagent following the manu-
facturer’s directions. We typically start with a volume equiva-
lent to 0.5 mL of liquid nitrogen-ground tissue per milliliter
of TRIzol reagent. During RNA isolations, low-retention
microcentrifuge tubes should be used during all steps and
the RNA pellet should be washed with 80% ethanol (not
70% ethanol) (see Notes 2 and 3).

2. Dissolve the RNA pellet in 50–100 μL of 50% formamide
solution.

3. Determine RNA concentration and purity by UV
absorbance using a Nanodrop apparatus. Formamide
does not interfere with UV reading. Test the integrity of
the RNA sample by resolving 1 μg of total RNA in a 1.5%
agarose gel in 1× TAE buffer (see Note 4).

4. The starting amount of total RNA for the library should be
in the range of 200–300 μg. Keep the concentration in the
range of 3–5 μg/μL. Keep the RNA sample on ice at all
times or store at −20◦C until used. Proceed to next step.
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3.2. Size Selection
and Recovery of
Small RNAs

1. Prepare a 15% polyacrylamide/8 M urea/0.5× TBE gel
(20 cm × 16 cm × 1.5 mm, length × width × thickness)
with a six-well comb: two small wells (5 mm width) on
both ends for size markers and four larger wells (30 mm
width) in the middle for samples.

2. Pre-run the gel in 0.5× TBE buffer at constant 25 mA for
20 min.

3. Dilute the RNA sample with one-sixth volume of for-
mamide loading buffer.

4. Heat at 65◦C for 5 min. Just before loading the samples,
rinse the wells with 0.5× TBE using a syringe to remove
urea eluted from the gel into the wells.

5. Load 50–100 μg of total RNA sample in each well.
6. Load 10 μL of Ambion Decade RNA markers on the side

wells.
7. Run the gel in 0.5× TBE at constant 25 mA until the bro-

mophenol blue migrates to two-thirds of the gel.
8. Remove the gel from the plates and place fluorescent

labels at four corners of the gel. Then wrap the gel with
saran wrap to expose to a PhoshorImager screen. Allow
5–10 min to expose and then develop. Alternatively, the gel
can be exposed to an X-ray film for autoradiography; note
that appropriate time should be considered for film expo-
sure (4◦C, 30–40 min). Place visible marks on the gel to
allow for accurate alignment between the gel and the image
or the film. This step is critical to ensure correct identifica-
tion of the acrylamide fragments to cut from the gel.

9. Align the image obtained from the PhosphorImager or
X-ray film with the gel and excise the bands correspond-
ing to around the 20-nt band marker (19–25 nt) into
2.0-mL siliconized/low-retention microcentrifuge tubes
using clean one-edge razor blades.

10. Determine the weight of the gel piece.
11. Add two or three volumes of 0.3 M NaCl and rotate in a

rotating shaker (rotisserie) at 4◦C overnight. Large bands
can be divided into small 3- to 5-mm-wide fragments to
facilitate elution. It is not necessary to crush the polyacry-
lamide bands.

12. Recover the eluate to a new tube and add 1 μl glycogen
(20 μg/μL; Invitrogen) to 400 μL elution solution. The
volume recovered might be less than the initial volume
added due to absorption by the polyacrylamide bands.

13. Add three volumes of 100% ethanol and mix by gentle
shaking.
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14. Incubate at −20◦C for 1 h.
15. Spin at 18,000×g for 15 min at 4◦C and wash the pellet

with 100% ethanol.
16. Spin at 18,000×g for 1 min at 4◦C and remove the resid-

ual ethanol. If necessary, remove the remaining liquid by
centrifuging and using a 0.02-mL pipette.

17. Let stand for 1 min and dissolve RNA pellet in 13 μL of
water and proceed to next section.

3.3. Adapter Ligation

3.3.1. 3′ Adapter
Ligation

1. Set up the following reaction:

19- to 25-nt small RNA fraction 13 μL
100 μM 3′ adenylated DNA adapter 1 μL
10× 3′ Ligation buffer (no ATP) 2 μL
DMSO 2 μL
T4 RNA ligase 2 μL
Final volume 20 μL

2. Incubate at 37◦C for 1 h
3. Proceed to next section.

3.3.1.1. Gel Purification
of 3′ Ligated Small RNAs

1. Prepare a 15% polyacrylamide/urea gel with 5-mm-wide
wells and 1.5 mm in thickness, as in step 1 of Section 3.2.

2. Pre-run the gel in 0.5× TBE buffer at constant 25 mA for
20 min.

3. Mix small RNA ligation reaction with an equal volume of
formamide loading buffer.

4. Heat at 65◦C for 5 min. Just before loading the samples,
rinse the wells with 0.5× TBE using a syringe to remove
urea eluted from the gel into the wells.

5. Load 10 μL of Ambion decade markers on both sides (see
Note 5).

6. Load 3′ ligation samples in the middle lane and keep at
least one empty well between two different samples.

7. Run the gel in 0.5× TBE at constant 25 mA until the bro-
mophenol blue reaches three quarters of the gel.

8. Expose plastic-wrapped gel to a PhosphorImager screen or
to an X-ray film as described above for the first polyacry-
lamide gel (steps 8 and 9 from Section 3.2).

9. Align the image with the gel and excise the appropriate
size bands [corresponding to 3′ adapter ligated to small
RNAs, i.e., 23+(1–25) nt] into 2-mL low-retention micro-
centrifuge tubes using a clean razor blade.
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10. Determine the weight of the gel piece.
11. Add two to three volumes of 0.3 M NaCl and rotate at 4◦C

overnight in rotisserie.
12. Transfer the eluate to a new low-retention microcentrifuge

tube and add 1 μL glycogen (20 μg/μL; Roche).
13. Add three volumes of 100% ethanol. Mix by gentle shaking
14. Incubate at −20◦C for 1 h.
15. Spin at 18,000×g for 15 min at 4◦C and wash the pellet

with 100% ethanol.
16. Spin at 18,000×g for 1 min at 4◦C and remove the residual

ethanol with a pipette.
17. Spin again and remove the remaining liquid with a 0.02-

mL pipette and dissolve the pellet in 13 μL of water.
18. Proceed to next section.

3.3.2. 5′ Adapter
Ligation

1. Set up the following reaction:

3′ Adapter ligated small RNAs 13 μL
100 μM 5′ RNA adapter 1 μL
10× T4 RNA ligase buffer 2 μL
DMSO 2 μL
5 units/μL T4 RNA ligase 2 μL
Final volume 20 μL

Incubate at 37◦C for 1 h.
2. Proceed to next section.

3.3.2.1. Gel Purification
of 5′ Ligated Small RNAs

1. Prepare a 15% polyacrylamide/urea gel (1.5 mm thickness,
as in previous sections) with a 20-well comb (each well
5 mm width).

2. Pre-run the gel in 0.5× TBE buffer at constant 20 mA for
20 min.

3. Mix 5′ ligation reaction with equal volume of formamide
loading buffer.

4. Heat at 65◦C for 5 min. Just before loading the samples,
rinse the wells with 0.5× TBE using a syringe to remove
urea eluted from the gel into the wells.

5. Load 10 μL of Ambion decade markers on both sides.
6. Load 5′ ligation samples and keep at least one empty well

between two different samples.
7. Run the gel in 0.5× TBE at constant 25 mA until the bro-

mophenol blue reaches the bottom of the gel.
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8. Expose the gel wrapped with saran wrap to a PhosphorIm-
ager screen or an X-ray film.

9. Align the image with the gel and excise the bands around
the 70-nt marker band (corresponding 26+23+[19–25] nt)
into 2-mL low-retention microcentrifuge tubes.

10. Determine the weight of the gel piece.
11. Add two to three volumes of 0.3 M NaCl and rotate at 4◦C

overnight in rotisserie.
12. Transfer the eluate to a new low-retention microcentrifuge

tube and add 1 μL glycogen (20 μg/μL; Roche) to it.
13. Add three volumes of 100% ethanol.
14. Incubate at −20◦C for 1 h.
15. Spin at 18,000×g for 15 min at 4◦C and wash the pellet

with 100% ethanol.
16. Spin at 18,000×g for 1 min at 4◦C and remove the residual

ethanol.
17. Spin and remove residual liquid with a 0.02-mL pipette and

dissolve the pellet with 10.5 μL of water.
18. Proceed to next step.

3.4. RT-PCR

3.4.1. Reverse
Transcription

1. Set up the following reaction:

3’ and 5’ ligated RNA product 10.5 μL
100 μM Solexa RT primer 0.5 μL
Final volume 11 μL

Incubate at 72◦C for 2 min.
2. Spin at 12,000×g for 1 min at room temperature.
3. Cool on ice for 2 min.
4. Add the following reagents.

Four microliters of 5× first-strand buffer
One microliter of 0.1 M DTT
Three microliters of 2.5 mM dNTPs
One microliter of SuperScript III Reverse Transcriptase

(Invitrogen).
5. Incubate at 50◦C for 1 h.
6. To remove RNA, add 40 μL of 150 mM KOH/20 mM Tris

base and incubate for 10 min at 90◦C. Neutralize solution
by addition of 40 μL of 150 mM HCl. The final pH of the
solution should be 8–9.
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3.4.2. PCR Amplification
of cDNA

1. Set up the following PCR mix in two tubes:

RT reaction (Section 3.4.1) 10 μL
100 μM small RNA PCR primer 0.5 μL
100 μM Solexa RT Primer 0.5 μL
10× PCR buffer 5 μL
20 mM MgCl2 5 μL
2.5 mM dNTPs (each) 5 μL
Water 23 μL
Taq polymerase 1 μL
Final volume 50 μL

2. Place in a thermal cycler with a heated lid.
3. Run the following PCR program:

94◦C 2 min
94◦C 30 s
54◦C 30 s
72◦C 30 s
72◦C 2 min

4. Monitor the reaction starting at cycle 12 and every other
cycle from there on removing 2 μL aliquots (see Note 6).

5. Resolve the PCR products in a 2% agarose gel.
6. Determine the optimal cycle number to obtain prod-

uct accumulation in the linear range of amplification (see
Note 7).

7. Repeat PCR with selected number of cycles using 50 μL
reaction volume.

3.5. Gel Purification
of PCR Product

1. Pre-warm phenol (pH 7.9) at room temperature.
2. Prepare a 2% NuSieve R©GTG R© agarose gel containing

1 μg/mL ethidium bromide.
3. Add 10 μL of 6× DNA loading buffer to each PCR tube.
4. Load 1 μg of 25-bp DNA ladder in a separate lane.
5. Load 60 μL of PCR product and keep at least one well

empty between two different samples.
6. Run gel in 1× TAE buffer at constant 100 V until bro-

mophenol blue reaches three-fourth of the gel length.
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7. Visualize the bands with a long-wave UV lamp and excise
the DNA band with a clean razor blade into a pre-weighed
2.0-mL Eppendorf tube.

8. Add 100 μL of 0.6 M NaCl per 100 mg of gel slices.
9. Incubate at 50◦C for 10 min mixing the tube every couple

of minutes to ensure complete melting of the agarose.
10. Add one volume of pre-warmed phenol (pH 7.9), vortex

for 15–30 s and spin at 18,000×g for 5 min.
11. Transfer the aqueous phase to a fresh 1.5-mL Eppendorf

tube.
12. Add one volume of phenol:chloroform:isoamyl alcohol

(25:24:1, pH 8.0), vortex for 15–30 s and spin at
18,000×g for 15 min.

13. Transfer the aqueous phase to a fresh 1.5-mL Eppendorf
tube.

14. Add one volume of chloroform:isoamyl alcohol (24:1),
vortex for 15–30 s and spin at 18,000×g for 15 min.

15. Transfer the aqueous phase to a fresh 1.5-mL Eppendorf
tube.

16. Add 2.5 volumes of 100% ethanol and incubate at −20◦C
for 1 h.

17. Spin at 18,000×g for 15 min at 4◦C, wash with 70%
ethanol.

18. Spin at 18,000×g for 2 min at 4◦C, remove the residual
ethanol.

19. Air dry and dissolve in 20 μL water.
20. Measure the concentration using a Nanodrop. The library

of PCR products is ready for high-throughput sequencing
using Solexa technology (see Note 8).

3.6. Cloning of PCR
Fragments

1. Thaw competent cells on ice, warm SOC medium and
warm LB-Amp plates.

2. Set up the following reaction:

PCR product (5–10 ng) 2 μL
Water 2 μL
Salt solution 1 μL
TOPO vector 1 μL
Final volume 6 μL

3. Mix the reaction gently and incubate at room temperature
for 30 min to 1 h.
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4. Cool on ice for 5 min.
5. Transfer 2 μL of cloning reaction into a vial of One Shot

TOP10 chemically competent E. coli and mix gently. Do
not mix by pipetting up and down.

6. Incubate on ice for 30 min.
7. Heat shock the cells at 42◦C for 30 s.
8. Immediately cool on ice for 3 min
9. Add 250 μL of room temperature SOC medium.

10. Cap the tube tightly and shake the tube at 200 rpm for 1 h
at 37◦C.

11. Spread 50–100 μL on a pre-warmed LB-Amp plate and
incubate overnight at 37◦C.

12. Isolate plasmid DNA from 50–100 clones from each library
for sequencing.

4. Notes

1. The 3’ adapter oligonucleotide is blocked at its 3′-end (ddC)
to avoid spurious ligation to other (5′) end of the adapter
(self-ligation). Other chemistries are available from different
companies.

2. RNA isolation is carried out with TRIzol reagent that gives
consistent yields and does not exclude small RNAs. Other
procedures, especially those using purification columns,
exclude small RNAs in the total RNA fraction as the small
RNAs are retained in the column. Low-retention microcen-
trifuge tubes should be used during RNA isolation to mini-
mize binding of the small RNA molecules to the tube.

3. The RNA pellet should be washed with 80% ethanol, not
with 70% ethanol. Washing with 70% ethanol may partially
solubilize the small RNAs and thus may reduce the small
RNA yield.

4. The integrity of the RNA sample is crucial for making a
successful small RNA library. Always check RNA integrity
by running total RNA using 1% agarose gel to visualize
sharp 26S and 18S ribosomal RNA. Small degraded RNA
fragments from highly abundant larger ribosomal or other
messenger RNAs are the main source of contaminating
sequences in small RNA libraries.

5. Use of an RNA marker such as Ambion Decade RNA lad-
der is sufficient to monitor the small RNAs ligated with the
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adapters. DNA oligonucleotides cannot be used as markers
since their migration is different from that of RNA oligonu-
cleotides.

6. The PCR reaction has to be monitored closely. Since
adapter-to-adapter ligation is possible, and such ligated
products can be amplified in the PCR step. These prod-
ucts can be separated from the small RNA ligated with the
adapters by running on 3% agarose gel.

7. PCR amplification of the small RNA ligated to adapters
can carry other molecules undesirable during cloning.
Other more easily amplifiable sequences can be also over-
represented, thus one should ensure that the PCR amplifica-
tion is in the linear range.

8. Prior to high-throughput sequencing, a small number of
clones should be confirmed by standard Sanger sequencing
to determine the success of small RNA cloning. Approxi-
mately 50–100 independent clones are sufficient to estimate
the result of the cloning procedure.
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Chapter 15

An Array Platform for Identification of Stress-Responsive
MicroRNAs in Plants

Xiaoyun Jia, Venugopal Mendu, and Guiliang Tang

Abstract

MicroRNAs (miRNAs) are approximately 22-nucleotide (nt)-long non-coding RNAs that play a key role
in plant development and abiotic stresses. We have developed a simple but effective array platform for
profiling plant miRNAs from various plant species. The array is composed of 188 non-redundant miRNA
probes that can detect both conserved and species-specific miRNAs from most plant species, including
Arabidopsis, rice, and poplar. In this chapter, we describe a protocol for developing the miRNA array
platform, which can be used to identify stress-responsive miRNAs in diverse plant species. Profiling of
miRNAs in tobacco seedlings exposed to different abiotic stress conditions has revealed that a number of
miRNAs, miR398, miR399, miR408, miR156, miR164, and miR168, were responsive to stresses. This
comprehensive and easy-to-follow protocol will be useful for studying roles of miRNAs in plant stress
response.

Key words: Abiotic stress, microRNAs, microRNA array, small RNA blot analysis.

1. Introduction

MicroRNAs (miRNAs) are a novel class of endogenous
small RNAs that play a key role in gene regulation at post-
transcriptional level in plants and animals (1). Since the first
cloning of plant miRNAs in 2002 from Arabidopsis (2–4), many
miRNAs and their target genes have been identified in diverse
plants species. Most miRNAs appear to play fundamental roles in
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plant development (5, 6). However, a subset of them was found
to play pivotal roles in plant responses to abiotic stresses (7, 8).
The initial evidence for the role of miRNAs in plant abiotic stress
tolerance came from the identification of miR398 that targets two
Cu/Zn superoxide dismutases (SODs) (9, 10), as well as from
cloning of small RNAs in stress-treated plants (9–13) and analyz-
ing the expression of small RNAs from samples of stressed plants
(14–16) by various methods such as micro-array technology (17).
In this chapter, we describe a protocol for developing the miRNA
array platform, which can be used to identify stress-responsive
miRNAs in diverse plant species. Further, we show that a subset
of the most conserved miRNAs is induced or suppressed by differ-
ent types of abiotic stresses in tobacco. The altered expression of
miRNA profiles from the array analysis was further validated using
small RNA blot analysis, indicating the reliability of our miRNA
array. Thus, the detailed protocol offered here should be useful in
various miRNA studies in plants.

2. Materials

2.1. The Overall
Design of a Simple
miRNA Array
Platform

1. MicroRNA data base (miRBase: http://microrna.sanger.
ac.uk/sequences/).

2. DNA oligonucleotide probes complementary to 188
selected miRNAs and probes for four external controls,
MAC2 (ATGGACCCGTCTACAGAGGCA), MAC3
(ATCCGGGGCTGCCGGCTTCGA), MAC4 (AGC-
TAGTCCTGGAACCCGGCA), and MAC5 (ATCTCCC-
CAAGAAAGCCGGCA), where MAC represents miRNA
array control, that are synthesized by Integrated DNA
Technologies (IDT).

3. Hybond N+ nylon membrane (Amersham).
4. A high-throughput array probe printing robot (Genetix

Qpix2).
5. UV cross-linker (Ultra-Violet Products).
6. SSPE (20×): 3 M NaCl, 0.25 M NaH2PO4, and 0.02 M

EDTA, adjust to pH 7.4.

2.2. Preparation
of Plant Material
and Stress
Treatments

1. Three-week-old plants grown on MS (Murashige and
Skoog) media at 24◦C with 16 h of light and 8 h of dark
in aseptic Magenta boxes.

2. NaCl.
3. Abscisic acid (ABA).
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2.3. Array Assay

2.3.1. RNA Preparation

1. TRIzol (Invitrogen).
2. Chloroform.
3. Isopropanol.
4. Cold ethanol (100%).
5. Cold ethanol (80%).
6. RNase-free water.
7. Nanodrop1000TM spectrophotometer (Nanodrop

Technologies).
8. Formamide loading dye: 98% (w/v) deionized formamide,

10 mM EDTA (pH 9.0), 0.025% (w/v) xylene cyanol,
0.025% (w/v) bromophenol blue.

9. SequaGel System (National Diagnostics).
10. TEMED (N,N,N ′,N ′-tetramethylethylenediamine).
11. APS (Ammonium persulfate, 10%).
12. TBE buffer (20×).
13. Vertical Gel Electrophoresis Apparatus (GIBCO-BRL

Model V16).
14. Gel elution buffer (100 mM Tris–HCl, pH 7.5; 300 mM

NaCl; 10 mM EDTA).
15. Glycogen (20 mg/mL; Roche).
16. External control RNAs: Four synthetic 21-nt small RNA

oligos UGCCUCUGUAGACGGGUCCAU (40 fmol),
UCGAAGCCGGCAGCCCCGGAU (20 fmol), UGC-
CGGGUUCCAGGACUAGCU (10 fmol), and UGCCG-
GCUUUCUUGGGGAGAU (5 fmol) are used as external
control RNAs that are complementary to external control
probes MAC2, MAC3, MAC4, and MAC5, respectively.

2.3.2. Small RNA
Dephosphorylation

1. Antarctic phosphatase (AP) (New England Biolabs).
2. Antarctic phosphatase (AP) buffer.
3. RNasin (40 U/μL; Promega).

2.3.3. Prehybridization 1. SSPE (20×): 3 M NaCl, 0.25 M NaH2PO4, and 0.02 M
EDTA, adjust to pH 7.4.

2. SSC (20×): 3 M NaCl and 0.3 M sodium citrate, adjust to
pH 7.0.

3. Denhardt’s reagent (50×): 1% (w/v) Ficoll (type 400; Phar-
macia), 1% (w/v) polyvinylpyrrolidone, 1% (w/v) bovine
serum albumin (Fraction V; Sigma).

4. Formamide.
5. SDS (10%).
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6. Herring sperm DNA (10 mg/mL; Invitrogen).
7. Array membrane.
8. Hybridization bottles.
9. Hybridization oven.

2.3.4. RNA Labeling,
Purification of the
Radiolabeled Samples,
and the Hybridization

1. Radiochemicals: [γ-32P]adenosine triphosphate ([γ-P32]
ATP) (6,000 Ci/mmol, ≥10 mCi/mL, NEN or ICN).

2. T4 polynucleotide kinase (PNK, 10,000 U/mL; New
England Biolabs).

3. T4 polynucleotide kinase buffer (10×): 700 mM Tris–HCl
(pH 7.6), 100 mM MgCl2, 50 mM DTT.

4. Formamide loading dye: 98% (v/v) deionized formamide,
10 mM EDTA (pH 8.0), 0.025% (w/v) xylene cyanol,
0.025% (w/v) bromophenol blue.

5. Sephadex G-25 chromatography column (Roche Applied
Science).

2.3.5. Membrane
Washing

1. SSC (20×): 3 M NaCl and 0.3 M sodium citrate, adjust to
pH 7.0.

2. SDS (10%).
3. Prepare washing buffer (2× SSC and 0.1% SDS).

2.3.6. Array Image
Output and Analysis

1. PhosphorImager screen.
2. PhosphorImager scanner (Typhoon 9400; Molecular

Dynamics).
3. ImageQuant TL software (GE Health Care).

2.4. Small RNA Blot
Analysis

1. The RNA preparation (see Section 2.3.1).
2. Trans-Blot Semi-Dry Electrophoretic Transfer Cell appara-

tus (Bio-Rad).
3. Hybond N+ nylon membrane (Amersham).
4. Whatman paper (3 MM).
5. SSPE (20×): 3 M NaCl, 0.25 M NaH2PO4, 0.02 M EDTA,

adjust pH to 7.4.
6. UV cross-linker (Ultra-Violet Products).
7. Prehybridization, RNA labeling, purification of the radio-

labeled sample, hybridization, and membrane washing (see
Sections 2.3.3, 2.3.4, and 2.3.5).

2.5. Probe Stripping 1. SSC (20×): 3 M NaCl and 0.3 M sodium citrate, adjust to
pH 7.0.

2. SDS (10%).
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3. Methods

High-quality RNA preparation is a key step to begin miRNA array
analysis (see Note 1).

3.1. The Overall
Design of a Simple
miRNA Array
Platform

More than 959 miRNAs have been identified in plants and
mature miRNA sequences are highly conserved across the plant
kingdom (18). miRNAs are divided into different families and
some family members (paralogs) differ only by one or two
nucleotides. Thus, cross-hybridization between the miRNAs and
their probes is inevitable. Single-nucleotide mutation and cross-
hybridization experiments showed that miRNAs with a stretch
of less than 18 continuous identical nucleotides have no cross-
hybridization and specific probes are needed for each of them.
On the other hand, miRNAs with a stretch of more than 18 con-
tinuous identical nucleotides will have cross-hybridization with
their probes, and thus only one probe is necessary to detect
their additive signals (19). Following this principle and based
on the known sequence information of miRNAs from miRNA
database (http://microrna.sanger.ac.uk/sequences/), a total of
188 miRNA antisense DNA oligos for known miRNAs was
selected, which cover the available (August 2006) conserved and
unique plant miRNAs from different plant species (20). Since
there is no standard internal control to normalize the expression
among different treatments, we designed four external control
probes (MAC2–5). The corresponding four synthetic external
control RNAs complementary to the external control probes were
added to the total RNA. This helps monitor the loss of small
RNAs during extraction and purification, as well as normalize the
array data. Any loss of small RNAs would be represented by the
loss of external control signals. The overall designing steps of the
miRNA array platform are outlined as the following:

1. Analyze the sequences of the entire plant miRNAs
from miRNA database (miRBase: http://microrna.sanger.
ac.uk/sequences/) using an Excel spreadsheet.

2. Select the conserved miRNAs that have a stretch of more
than 18 continuous identical nucleotides and design one
probe for each of such highly conserved miRNA clusters;
select those unique miRNAs that have a stretch of less
than 18 continuous identical nucleotides and design spe-
cific probe for each of them. The miRNAs we selected in
this chapter were based on the miRBase that was available in
August 2006.

3. Design and synthesize 188 miRNA antisense DNA oligos.
4. Design and synthesize four unique external controls.
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5. Design the array map (see Table 15.1) in a 16 row × 12
column format so that the 188 miRNA probes and the four
external control small RNA probes can be printed on the
array membrane. All the miRNA probes and the control
probes are printed in duplicate inside each cell of the array
map in a reasonable space area to detect high, medium, and
low levels of endogenous miRNAs simultaneously with easy
quantification.

6. Spot about 0.25 pmol of each probe in duplicate onto a
Hybond N+ membrane using a printing robot such as the
Genetix QPix2.

7. UV cross-link the spotted membrane twice with
1,200×100 μJ/cm2 for half a minute each time, before and
after floating the membrane on a 2× SSPE buffer with the
probe side up.

3.2. Preparation
of Plant Material
and Stress
Treatments

1. Grow the tobacco plants (Nicotiana tabacum) on MS media
with 3% sucrose at 24◦C with 16 h of light and 8 h of dark
in aseptic Magenta boxes.

2. Remove the plants from the Magenta boxes and expose
them to air under the same light and temperature condi-
tions until the plants lost 30% of fresh weight for dehydra-
tion treatments.

3. Immerse the plant roots in the Magenta boxes with MS liq-
uid media containing 300 mM NaCl for 4 h for salt (NaCl)
stress treatment.

4. For ABA treatment, immerse the plant roots in the Magenta
boxes with MS liquid media containing 100 μM abscisic acid
(ABA) for 3 h.

5. Place the Magenta boxes containing plants at 4◦C and 45◦C
for 1 h for cold and heat treatments, respectively.

6. Take 1 g of non-stressed and stressed tobacco leaves and
flash freeze them in liquid N2.

3.3. Array Analysis

3.3.1. RNA Preparation

3.3.1.1. Total RNA
Isolation

1. Chill the mortar and pestle with liquid Nitrogen.
2. Grind 1 g of each of the following leaf samples,

non-stressed, dehydrated, NaCl-stressed, ABA-treated,
cold-stressed, and heat-stressed, in liquid N2 to fine
powder with the pre-chilled mortars and pestles.

3. Immediately transfer the powder of each sample to another
ice–cold, pre-chilled mortar and pestle and homogenize it
by grinding the sample in 4 mL TRIzol (Invitrogen) for at
least 2 min.
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4. Transfer the 4 mL into four 1.5-mL tubes with 1 mL in
each tube.

5. Keep the sample at room temperature for 5 min to permit
the complete dissociation of nucleoprotein complexes.

6. Add 0.2 mL chloroform to each tube, close the cap well,
and shake vigorously for 1 min.

7. Keep the sample at room temperature for another 5 min.
8. Spin the sample for 15 min at 16,000×g at 4◦C to allow the

mixture to separate into a lower red, phenol–chloroform
phase, an interphase, and a colorless upper aqueous phase.

9. Carefully take the upper aqueous phase (containing total
RNA) to a fresh, RNase-free, 1.5-mL tube without touch-
ing the interphase (see Note 2).

10. Add 0.5 mL isopropanol to each tube containing the upper
aqueous phase and mix them well.

11. Place the tubes at −20◦C overnight to precipitate the
total RNA.

12. Centrifuge for 15 min at 16,000×g at 4◦C.
13. Carefully remove the supernatant, add 0.5 mL 80% cold

ethanol, and centrifuge for 10 min at 16,000×g at 4◦C.
14. Remove the supernatant carefully using a pipette.
15. Vacuum dry the RNA pellet for 1–3 min.
16. Dissolve the RNA pellet in 15–40 μL RNase-free water

or formamide (depending on the size of the pellet) and
then pool the total RNA from four tubes (see Note 3).
It is better to prepare 100 μg of total RNA for array and
20–25 μg for small RNA blot analysis in the formamide
loading buffer immediately to prevent RNA degradation.
RNA in sample buffer (formamide loading dye) can be
stored by keeping at −80◦C for future use.

17. Measure RNA concentration as micrograms per microliter
using Nanodrop.

3.3.1.2. Gel Preparation
for Small RNA
Enrichment
and Purification

1. Clean the gel plates with detergent and rinse the plates well
with tap water.

2. Assemble the plates with 3-mm-thick spacers.
3. Prepare 15% denaturing PAGE gel solutions (SequaGel-

National Diagnostics) as follows: 60 mL concentrate,
30 mL diluent, 10 mL of 10× buffer, 0.04 mL TEMED
(N,N,N ′,N ′-tetramethylethylenediamine) and 0.6 mL of
10% APS.

4. Pour the mixed solution between the gel plates (see
Note 4).
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5. Insert the comb immediately into the gel.
7. Wait for 20–30 min for the gel solution to polymerize.
8. Prepare the 0.5× TBE (running buffer) by diluting the

20× TBE.
9. Carefully remove the comb once the gel is polymerized.

10. Rinse the wells using running buffer with the help of a
3-mL syringe fitted with a 22-gauge needle.

11. Assemble the gel system with the gel running unit.
12. Add the running buffer to the upper and lower chambers

of the gel unit.
13. Pre-run for 1 h at a constant 20 W power.

3.3.1.3. Running the Gel
to Separate RNA
Samples

1. Mix 100 μg of total RNA in the sample buffer with 5 μL
external control siRNAs, which is a mixture of different
amounts (40, 20, 10, and 5 fmol) of synthetic 21-nt con-
trol RNAs that were complementary to four MAC probes.

2. Use 21–24-nt labeled synthetic RNA oligos as markers (see
Section 3.3.4 for 5′-end labeling using T4 polynucleotide
kinase).

2. Denature the RNA mixture in the sample buffer by boiling
the samples at 95◦C for 3 min.

3. Stop the pre-running and rinse the gel wells again for sample
loading.

4. Load the RNA samples into the wells (see Note 5).
5. Mark the sample number on the glass plate so that each sam-

ple identity is recognized for later steps.
6. Run the loaded samples at a constant power of 20–25 W for

about 1 h 40 min until the front dye (blue dye) has reached
the bottom of the gel (see Note 6).

7. Stop the running.

3.3.1.4. Gel Purification
of Small RNAs

1. Disassemble the gel apparatus and take away one of the
glass plates and leave the gel on the other glass plate.

2. Insert florescent labels at the four corners of the gel and
cover the gel together with the glass plate with a saran
wrap.

3. Expose the gel to an X-ray film for 3–5 min and develop
the film.

4. Overlay the gel on the X-ray film and place it on a light box
(light source coming from below the X-ray film and glass
plate).

5. Mark the position of 21 and 24 nt on the gel.
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6. Cut the gel fragment between 21 and 24 nt into small
squares (not too small, about 12 pieces).

7. Recover the small RNAs by soaking the gel slice in 1–2 mL
of gel elution buffer shaking overnight on a rotor at room
temperature.

8. Remove samples from the rotor and centrifuge at
16,000×g briefly at room temperature.

9. Transfer the elution buffer that contains the small RNAs
to a fresh 2-mL tube and spin for 5 min at 16,000×g to
remove the gel pieces, if any.

10. Take out the clean supernatant to a new 1.5-mL Eppendorf
tube.

11. Add 1 μL glycogen (20 mg/mL) per milliliter of eluted
sample solutions and mix them thoroughly by gentle
vortexing.

12. Divide the supernatant into four tubes. Add three volumes
of −20◦C chilled absolute ethanol, mix well, and precipi-
tate the small RNAs overnight at −20◦C.

13. Spin at 16,000×g for 15 min at 4◦C.
14. Carefully remove the supernatant and keep the pellet.
15. Add 1 mL of 80% cold ethanol and wash the pellet at

16,000×g at 4◦C for 10 min.
16. Discard the supernatant with a pipette and do not disturb

the small RNA pellet (see Note 7).
17. Vacuum dry the RNA pellet briefly for 1 min.
18. Dissolve completely the pellets of each small RNA sample

from the four tubes using a total volume of 51 μL RNase-
free water.

19. Take 1 μL of the small RNA sample to measure the con-
centration using a Nanodrop.

3.3.2. Removal of the
Monophosphate from
the 5 ′-End of the Small
RNAs

Plant miRNAs contain a monophosphate at their 5′-ends and it is
necessary to remove it using a phosphatase (i.e., Antarctic phos-
phatase; New England Biolabs) before labeling the small RNAs
with [γ-P32]ATP using polynucleotide kinase (PNK).

1. Prepare the following dephosphorylation reaction mixture:
6 μL Antarctic phosphatase (AP) buffer (10×), 1 μL
RNasin, 2 μL Antarctic phosphatase (AP), up to 50 μL small
RNA, use water to make up to 60 μL.

2. Mix them gently using a pipette.
3. Incubate at 37◦C for 1 h.
4. Inactivate the phosphatase by keeping at 65◦C for 10 min.
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3.3.3. Array
Prehybridization

1. Prepare hybridization buffer (10 mL/array) for prehy-
bridization: in 10 mL volume, add 5 mL of 100% for-
mamide, 2.5 mL of 20× SSPE, 1 mL of 50× Denharts,
0.5 mL of 10% SDS, 0.08 mL of 10 mg/mL sperm DNA
(denatured), and 0.92 mL H2O.

2. Put the array membrane in a small hybridization tube with
the probe face opposite to the wall of the hybridization tube.
Label the bottle with the name of your sample and mark the
array membrane series number.

3. Add the hybridization buffer and rotate in hybridization
oven at 37◦C for at least 2 h.

3.3.4. Small RNA
Labeling

1. After dephosphorylation, label the small RNAs (60 μL) by
adding the following: 7.5 μL of 10× PNK buffer, 2 μL
polynucleotide kinase (PNK), 1 μL RNasin (40 U), 4 μL
[γ-P32]ATP, 0.5 μL water to make a volume of 75 μL.

2. Incubate at 37◦C for 1 h to label the small RNAs.

3.3.5. Purification of the
Radiolabeled Sample
and the Hybridization

The labeled samples will be purified by passing through a G-25
spin column (Roche) and monitored for labeling efficiency with
GM counter (see Notes 8 and 9).

1. Take a G-25 column and remove air bubbles inside the
matrix by mixing thoroughly with the buffer.

2. Remove the top cap first and then the bottom cap.
3. Put it in a 15-mL tube with a collection tube inside.
4. Spin the column at 2,000×g for 1 min at room

temperature.
5. Discard the effluent and spin the column again at 2,000×g

for 2 min.
6. Replace the collection tube with a new tube.
7. Mark the sample name on the column and the collection

tube.
8. Load the radiolabeled small RNAs onto the G25 column

right in the middle of the matrix without touching the
matrix behind a radioactive shield.

9. Transfer the loaded column to a 15-mL capped tube and
tighten the cap behind a shield.

10. Spin the column at 2,000×g for 2 min and collect the puri-
fied labeled small RNAs using a fresh 1.5-mL tube. Check
the labeling efficiency with GM counter by reading the
counts for the eluted labeled RNA and the free isotope
inside the column. The labeling efficiency should be over
50% (see Note 10).
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11. Mark the sample name on the tube that contains the
labeled small RNAs. Use the labeled small RNAs imme-
diately for hybridization or store it at −20◦C for future
hybridization use.

12. Add the labeled small RNAs directly to the prehybridiza-
tion solution without a direct touch of the array filter after
2 h of prehybridization.

13. Mix well the labeled small RNAs with the prehybridization
buffer and continue the hybridization overnight.

3.3.6. Membrane
Washing

1. Pre-warm the washing buffer (2× SSC containing 0.1%
SDS) at 37◦C.

2. Transfer the hybridization solution containing the labeled
small RNAs to a 50-mL capped falcon tube, tighten the
cap, mark the sample name, and store it in a shield box in
a −20◦C freezer for future backup use.

3. Rinse the membrane in the hybridization bottle with 15 mL
pre-warmed washing buffer (see Note 11).

4. Wash the array membrane in the hybridization bottle with
30 mL washing buffer for 2–3 times for 20 min each.

5. Check the membrane for background with a GM counter
monitor. If the background is too high, wash the membrane
again until the background is reasonably low.

6. Wrap the membrane using saran wrap, label the sample
name, and expose it to a PhosphorImage screen overnight
or longer.

3.3.7. Document the
Array Picture, Signal,
and Array Analysis

3.3.7.1. Signal Detection
and Documentation

The PhosphorImager screen will be scanned using a Phosphor-
Imager scanner (Typhoon 9400; Molecular Dynamics). Array
picture output and quantification will be performed using Image-
Quant software (Amersham Biosciences). An example of the rep-
resentative array images of the control and the different abiotic
stress-treated tobacco plants is shown in Fig. 15.1 (see Note 12).

3.3.7.2. Data
Normalization

The intensities of duplicate spots on each array image will be
averaged. To compare the miRNA expression profiles between
different tissues, external controls will be used for array data nor-
malization. The external controls will be used to remove system-
related variations (e.g., amount variations, process-related loss of
small RNAs or signals, variations in labeling signal strength, and
signal gain differences between scanners) so that biologically rel-
evant variations could be faithfully revealed. An example of the
quantified data of miRNA profiling under different abiotic stress
conditions in tobacco is shown in Table 15.2.
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Fig. 15.1. MicroRNA array of the control and the abiotic stress-treated tobacco plants. Total RNA was extracted from the
stress-treated and control plants. One hundred micrograms of total RNA was used for each array. The extracted small
RNA was 5′-end labeled and probed against the spotted antisense DNA oligos on the membrane. (a) Control; (b) abscisic
acid stress (100 μM for 3 h); (c) dehydration stress – 30% loss of fresh weight; (d) salt stress (300 mM for 4 h); (e) cold
stress (4◦C for 1 h); (f) heat stress (45◦C for 1 h).

3.4. Small RNA Blot
Analysis

The differentially expressed miRNAs under different stress treat-
ments will be further validated by small RNA blot analysis.
Fig. 15.2 shows a small RNA blot validation of the stress-
responsive miRNAs in tobacco. The detailed steps for small RNA
blot validation are as follows:

1. Total RNA for small RNA blot validation should be from the
same batch for the array analysis (for total RNA isolation, see
Section 3.3.1.1).
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Table 15.2
Quantified data of miRNA expression profile under different stress conditions

Series
No. miRNA Control ABA Dehydration Salt Cold Heat

1 athmiR156a 1 1.22 2.73 5.77 6.90 2.95

2 athmiR157a 1 1.09 4.10 2.87 4.20 1.59
3 athmiR164a 1 0.56 1.27 5.02 7.85 3.74

4 ptcmiR164f 1 0.81 2.22 5.19 9.00 3.08
5 osamiR166l 1 1.04 4.29 2.68 2.75 1.93

6 ptcmiR166p 1 0.83 2.68 2.65 2.46 1.92
7 ptcmiR167h 1 1.58 2.83 2.90 2.41 2.06

8 athmiR168a 1 1.17 1.75 6.31 5.68 2.28
9 osamiR171b 1 2.15 8.80 7.81 11.37 2.69

10 zmamiR171c 1 1.39 5.50 6.70 9.83 3.66
11 zmamiR171f 1 2.23 8.30 7.55 10.82 2.71

12 athmiR171b 1 1.61 5.03 3.97 4.85 2.00
13 ptcmiR319i 1 0.81 2.59 6.15 9.29 4.18

14 athmiR390a 1 1.10 2.27 5.44 7.21 3.16
15 ptcmiR397b 1 3.01 22.47 10.75 14.82 4.76

16 athmiR398a 1 1.97 9.52 5.75 9.84 3.56
17 osamiR398b 1 1.81 6.01 4.46 8.26 3.42

18 osamiR399j 1 1.01 2.25 3.02 2.07 1.50
19 mtrmiR399d 1 1.40 3.61 8.29 13.07 3.52

20 ptcmiR399l 1 1.31 3.59 8.46 11.76 3.88
21 osamiR408 1 1.90 3.53 4.10 3.90 1.57

22 sofmiR408e 1 1.26 2.62 3.57 2.90 1.50

MicroRNA profiling under different abiotic stress conditions along with a control. Data were normalized using the
average of four membrane array external controls. MicroRNAs with a minimum of twofold changes in three of the
five abiotic stresses were selected.
ABA, abscisic acid (100 μM, 3 h); dehydration stress (30% loss of fresh weight); salt stress (NaCl 300 mM, 4 h); cold
stress (4◦C, 1 h), and heat stress (45◦C, 1 h).

2. Separate 20–25 μg of total RNA on a sequencing gel
(sequencing gel preparation and the gel running as described
in Sections 3.3.1.2 and 3.3.1.3).

3. Stop the gel running and visualize the RNA quality by stain-
ing the gel with ethidium bromide and documenting the gel
picture.

4. Transfer the RNAs from the gel to a Hybond N+ membrane
using a semi-dry electrotransfer apparatus (Bio-Rad).

5. Rinse the Hybond N+ membrane containing RNAs with 2×
SSPE (pH 7.4).



Array Analysis for Stress-Responsive miRNAs 267

athmiR156a

athmiR168a

U6

athmiR164a

C
on

tr
ol

A
B

A

D
eh

yd
ra

ti
on

N
aC

l

C
ol

d

H
ea

t

osamiR171b

Fig. 15.2. Validation of the stress-responsive miRNAs using small RNA blot analysis in
tobacco. Total RNA (25 μg) was used for the blot analysis for the control and the stress-
treated tobacco leaves. Though the small RNA blot is from tobacco RNA, the miRNAs are
named based on the detected sequence from ath (Arabidopsis thaliana) and osa (Oryza
sativa).

6. Cross-link the RNAs to the membrane using a UV cross-
linker at 1,200 × 100 μJ/cm2 for 1 min.

7. Prehybridize the membrane for at least 2 h as described in
Section 3.3.3.

8. Hybridize the membrane with a radiolabeled antisense
DNA probe of a selected miRNA and wash the mem-
brane to have a clean background (for probe labeling,
purification, hybridization, and the membrane washing, see
Sections 3.3.4, 3.3.5, and 3.3.6).

9. Expose the membrane to a PhosphorImager screen and doc-
ument the radioactive signal (see Section 3.3.7.1.).

3.5. Probe Stripping Once a satisfactory result is obtained, the membrane of the array
or the small RNA blot can be stripped and used for another
hybridization.

1. Prepare 500 mL stripping buffer containing 0.1× SSC and
0.5% SDS.

2. Boil the stripping buffer.
3. Put the membrane containing isotope probes inside the

stripping buffer.
4. Let it cool down to room temperature.
5. Repeat the above steps, if necessary.
6. Wrap the membrane using a saran wrap and expose it to a

PhosphorImage screen for confirming the stripping is com-
plete (see Note 12).
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4. Notes

1. RNA integrity is critical for these experiments. Special care
should be taken during RNA preparation. All containers
and RNA-extracting equipment should be prepared RNase
free by DEPC treatment or by baking them overnight.
Always wear gloves while handling RNA.

2. While transferring the aqueous phase, make sure that you
are not touching the interphase.

3. RNA is much more stable in formamide.
4. Avoid air bubble formation while pouring the gel.
5. Load the RNA samples onto the wells before the gel tem-

perature cools down.
6. While running radiolabeled samples, electrophoresis

should be performed in an area designated for radioactive
work behind a protective shield.

7. Extreme care is required as the pellet may go with the
supernatant while removing supernatant from the tube in
which small RNAs are precipitated. It is hard to see the
small RNA pellet if small quantity of RNA is used.

8. All these steps should be done with extreme care and
behind a radioactive protective shield. When you are work-
ing with radioisotopes, always wear appropriate protective
wears such as eye glasses and gloves.

9. Only well-labeled samples should be used for hybridization
with the array membrane.

10. Signal from the eluted labeled RNA should be higher than
that from the free isotope inside the column.

11. Do not let your membranes stand longer than 2 min with-
out adding the washing buffer. Otherwise, you will not be
able to wash away the array background and ruin your array
membrane.

12. The array membrane can be re-used for many times. If you
want to reuse the array membrane, never let the membrane
dry out. After hybridization, the probe can be stripped and
the membrane can be wrapped using a saran wrap while it
is still moist and can be stored at 4◦C.
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Antioxidant Enzymes and Metabolites



Chapter 16

Spectrophotometric Assays for Antioxidant Enzymes
in Plants

Sathya Elavarthi and Bjorn Martin

Abstract

Reactive oxygen species (ROS) are formed in biological systems as part of normal metabolism. Adverse
environmental factors like drought stress result in increased levels of ROS that are detrimental to the plant
(1, 2). To avoid damage caused by these excess ROS, plants have developed elaborate mechanisms to
manage them at sustainable levels. Enzymes play an important role in lowering the ROS levels and helping
avoid oxidative stress. Superoxide dismutase, catalase, ascorbate peroxidase, and glutathione reductase
play a vital role in combating oxidative stress. Measuring these enzyme activities spectrophotometrically
provides researchers an easy and precise way to study and understand an important part of the defense
against oxidative stress. In this chapter we provide details of the assays we used to determine the enzyme
activities spectrophotometrically. Antioxidant enzyme responses to moderate water-deficit stress were
studied. All enzyme assays were conducted using wheat leaf tissue.

Key words: Antioxidant enzymes, ascorbate peroxidase, catalase, glutathione reductase, oxidative
stress, superoxide dismutase.

1. Introduction

Plants are frequently exposed to oxidative stresses that are caused
by both biotic and abiotic factors. Under stress, enormous
amounts of reactive oxygen species (ROS) are produced that can
cause peroxidation, resulting in damage to cell membranes, pro-
tein oxidation, enzyme inhibition, and strand breakage in nucleic
acids (3). Plants have developed elaborate mechanisms to detoxify
these ROS and in these mechanisms, enzymes play a very impor-
tant role (4). Major ROS scavenging enzymes in plants include
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superoxide dismutase (SOD), catalase (CAT), ascorbate peroxi-
dase (APX), and glutathione reductase (GR) (5).

Transgenic wheat lines containing a bacterial mtlD gene
for mannitol biosynthesis were used in this study (6). Manni-
tol has been shown to protect plants from oxidative stress dam-
age by scavenging hydroxyl radicals (7). The antioxidant enzyme
activities of transgenic lines containing the enzyme mannitol-
1-phosphate dehydrogenase (mtlD) targeted to cytosol (TA2
lines) and chloroplasts (TA5 lines) along with a transgenic con-
trol (pahc20) and wild type (Bobwhite) were determined under
well-watered and water-deficit conditions. Moderate water-deficit
stress was imposed on the plants over a 30-day period starting
at the jointing stage of the plants and the antioxidant enzyme
responses to stress were studied (Fig. 16.1). The stress levels
were controlled by measuring volumetric water content of the
pots using time domain reflectometry (TDR).

Fig. 16.1. Superoxide dismutase (SOD), catalase (CAT), ascorbate peroxidase (APX), and glutathione reductase (GR)
activities were determined on wheat leaf samples from both well-watered and stressed plants. Samples were collected
from Bobwhite (wild type), pahc20 (transgenic control), 2-115, 2-118 [mannitol-1-phosphate dehydrogenase (mtlD) tar-
geted into cytosol], and 5-104, 5-108 (mtlD targeted into chloroplast) after 30 days of stress. The enzyme activities
were determined spectrophotometrically and expressed as units SOD per gram fresh weight (SOD), millimoles H2O2 per
minute per gram fresh weight (CAT), micromoles ascorbate per minute per gram fresh weight (APX), and millimoles TNB
per minute per gram fresh weight (GR).
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1.1. Superoxide
Dismutase (SOD)

1. SODs are metalloproteins that catalyze the dismutation reac-
tion of two superoxide free radicals to one molecule of O2
and one molecule of H2O2.

2. SODs occur in different isoforms with different metal co-
factors.

3. SODs are considered the first line of defense against damage
by the superoxide radical (8).

4. Superoxide free radicals are generated in vitro, especially in
the presence of bright light.

5. Nitroblue tetrazolium (NBT), which is a yellow compound,
is reduced to blue monoformazon by the superoxide radical.

6. SOD activity is quantified based on the competitive inhi-
bition of NBT reduction by the superoxide radical. At
near-neutral pH, the dismutation rate of superoxide radicals
increases 1,000-fold in the presence of SOD.

1.2. Catalase (CAT) 1. CAT is a heme protein that catalyzes the decomposition of
H2O2 into H2O and O2.

2. CAT is present in the cytosol and in peroxisomes.
3. Rapid decomposition of H2O2 in the cell reduces the like-

lihood of formation of the highly reactive hydroxyl radical
through metal-catalyzed Fenton and Haber-Weiss reactions.

4. The decomposition of H2O2 in the presence of CAT is fol-
lowed as a decrease in absorbance at 240 nm.

5. CAT activity is measured as the decrease in absorbance per
unit time.

1.3. Ascorbate
Peroxidase (APX)

1. Ascorbate-specific peroxidases play an important role in
decomposition of H2O2 generated both in the chloroplasts
and in the cytosol.

2. APXs are distributed in stroma, thylakoids, microbodies,
cytosol, and mitochondria (9).

3. Ascorbate acts as the electron donor for the decomposition
of H2O2 in the cell.

4. The enzyme activity is assayed by measuring the rate of
decrease in absorbance of ascorbate at 290 nm.

1.4. Glutathione
Reductase (GR)

1. GR is a NADPH-dependent enzyme that catalyzes the
reduction of oxidized glutathione (GSSG) to reduced glu-
tathione (GSH) (10).

2. GR helps to maintain a high ratio of GSH/GSSG as part of
the ascorbate–glutathione cycle, thus playing an important
role in cell metabolism (11).
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3. The activity of GR is measured by following the reduction
of 5,5′-dithio-bis-(2-nitrobenzoic acid) (DTNB) to 2-nitro-
5-thiobenzoic acid (TNB) by GSH.

4. The increase in absorbance per unit time at 412 nm due
to the formation of TNB is determined using a spectropho-
tometer.

2. Materials

2.1. Hardware and
Crude Leaf Extract

1. A UV/Vis spectrophotometer.
2. Quartz/clear plastic disposable cuvettes.
3. Liquid nitrogen.
4. Mortar and pestle.
5. Refrigerator for storing buffers.
6. Fresh leaves.
7. Potassium phosphate buffer (0.2 M, pH 7.0) containing

0.1 mM EDTA.

2.2. Superoxide
Dismutase (SOD)

1. Potassium phosphate buffer (50 mM, pH 7.8) with 2 mM
EDTA (see Notes 1–4).

2. L-Methionine (30 mg/mL).
3. NBT hydrochloride (1.41 g/mL).
4. Triton-X100 (1%, w/v).
5. Riboflavin (0.044 g/mL).
6. Pure SOD from Sigma.

2.3. Catalase (CAT) 1. Potassium phosphate buffer (50 mM, pH 7.0) (see
Notes 1–4).

2. H2O2 solution (30 mM).

2.4. Ascorbate
Peroxidase (APX)

1. Potassium phosphate buffer (50 mM, pH 7.0) (see
Notes 1–4).

2. Ascorbic acid solution (100 mM).
3. H2O2 solution (100 mM).

2.5. Glutathione
Reductase (GR)

1. Potassium phosphate buffer (50 mM, pH 7.8) with 2 mM
EDTA (see Notes 1–4).

2. DTNB solution (3 mM).
3. NADPH solution (10 mM).
4. GSSG solution (10 mM).
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3. Methods

3.1. Crude Leaf
Extract for
Antioxidant Enzyme
Assays

1. Fresh leaf tissue was collected from stressed and well-watered
plants of both transgenic and control lines.

2. Approximately 200 mg of leaf tissue was weighed and
ground to a fine powder in liquid nitrogen using a pre-
cooled mortar and pestle.

3. The exact weight of each powdered sample was determined
before it was thoroughly homogenized in 1.2 mL of 0.2 M
potassium phosphate buffer (pH 7.8 with 0.1 mM EDTA).

4. The samples were centrifuged at 15,000×g for 20 min at
4◦C.

5. The supernatant was removed, the pellet resuspended in 0.8
mL of the same buffer, and the suspension centrifuged for
another 15 min at 15,000×g.

6. The combined supernatants were stored on ice and used
to determine different antioxidant enzyme activities (see
Notes 5 and 6).

3.2. Superoxide
Dismutase (SOD)

1. Total SOD activity was assayed using a modified NBT
method (11) (see Note 7).

2. The 2 mL assay reaction mixture contained 50 mM phos-
phate buffer (pH 7.8) containing 2 mM EDTA, 9.9 mM
L-methionine, 55 μM NBT, and 0.025% Triton-X100.

3. Forty microliters of diluted (2×) sample and 20 μL of 1 mM
riboflavin were added and the reaction was initiated by illu-
minating the samples under a 15 W fluorescent tube (12).

4. During the 10-min exposure, the test tubes were placed in a
box lined with aluminum foil.

5. The box with the test tubes was placed on a slowly oscillating
platform at a distance of approximately 12 cm from the light
source.

6. Duplicate tubes with the same reaction mixture were kept in
the dark and used as blanks.

7. Absorbance of the samples was measured immediately after
the reaction was stopped at 560 nm (see Note 8)

8. The enzyme activity (grams per fresh weight) of a sample
was determined from a standard curve obtained by using
pure SOD.

3.3. Catalase (CAT) 1. CAT activity was determined according to Aebi and Lester
(13) (see Notes 1–4).
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2. The decomposition of H2O2 was followed as a decrease in
absorbance at 240 nm in a UV/Vis spectrophotometer.

3. The 3 mL assay mixture contained 2 mL leaf extract (diluted
200 times in 50 mM potassium phosphate buffer, pH 7.0)
and 10 mM H2O2.

4. The extinction coefficient of H2O2 (40 mM−1 cm−1 at
240 nm) was used to calculate the enzyme activity that was
expressed in terms of millimoles of H2O2 per minute per
gram fresh weight).

3.4. Ascorbate
Peroxidase (APX)

1. APX activity was assayed using a modified method of Nakano
and Asada (14) (see Notes 1–4).

2. APX activity was determined from the decrease in
absorbance at 290 nm due to oxidation of ascorbate in the
reaction.

3. The 1 mL assay mixture contained 50 mM potassium phos-
phate buffer (pH 7.0), 0.5 mM ascorbate, 0.5 mM H2O2,
and 10 μL of crude leaf extract (see Note 9).

4. H2O2 was added last to initiate the reaction, and the
decrease in absorbance was recorded for 3 min.

5. The extinction coefficient of 2.8 mM−1 cm−1 for reduced
ascorbate was used in calculating the enzyme activity that
was expressed in terms of millimole of ascorbate per minute
per gram fresh weight.

3.5. Glutathione
Reductase (GR)

1. GR activity was assayed according to Smith et al. (15) (see
Notes 1–4).

2. The increase in absorbance at 412 nm was measured when
DTNB was reduced to TNB by GSH in the reaction.

3. Ten microliters of leaf extract was used in the assay along
with 0.75 mM DTNB, 0.1 mM NADPH, and 1 mM GSSG
in a total of 1 mL assay volume (see Notes 9 and 10).

4. GSSG was added last to initiate the reaction and the increase
in absorbance was recorded for 3 min.

5. The extinction coefficient of TNB (14.15 M−1 cm−1) was
used to calculate the activity of GR that was expressed in
terms of millimole TNB minute per gram fresh weight.

4. Notes

1. Unless otherwise stated, all buffers/solutions were pre-
pared using Millipore water and stored at 4◦C until they
were used.
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2. Store buffers at 4◦C and bring them to room temperature
before the experiment except NADPH and GSSG, which
should be maintained at 4◦C at all times prior to use.

3. Quartz cuvettes were used for assays using UV wavelengths
and clear plastic disposable cuvettes were used for assays in
the visible range.

4. For all assays, care must be taken to avoid air bubbles form-
ing in the cuvettes before making absorbance measure-
ments.

5. The crude leaf extract was prepared fresh daily from leaf
tissue and all assays were conducted within a few hours.

6. The crude leaf extract should at all times be kept on ice.
7. All solutions for SOD assay should be at room temperature

for optimal enzyme activity.
8. Absorbance readings for SOD samples should be taken as

soon as the assay is stopped, because the blue formazon will
quickly start precipitating out, resulting in errors.

9. Ascorbic acid in the APX assay and GSSG in the GR assay
should always be kept on ice.

10. The NADPH stock solution can be stored at −20◦C and
reused for up to a week. Thawed stock solution should be
kept on ice until used.
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Chapter 17

Affinity Purification and Determination of Enzymatic Activity
of Recombinantly Expressed Aldehyde Dehydrogenases

Hans-Hubert Kirch and Horst Röhrig

Abstract

Aldehydes are highly reactive and ubiquitous molecules involved in numerous biochemical processes
and physiological responses. Many biologically important aldehydes are metabolized by the superfam-
ily of NAD(P)+-dependent aldehyde dehydrogenases [aldehyde:NAD(P)+ oxidoreductases, EC 1.2.1,
ALDH]. Here we describe a straightforward protocol for purification of soluble recombinantly expressed
ALDH enzyme based on metal affinity chromatography and the subsequent determination of enzymatic
activity using aldehydic substrates, which is assayed spectrophotometrically at 340 nm by conversion of
NAD(P)+ to NAD(P)H.

Key words: Aldehyde dehydrogenase (ALDH), enzymatic activity, immobilized metal affinity chro-
matography (IMAC), oxidoreductase, recombinant expression.

1. Introduction

Aldehydes are intermediate metabolites in a variety of fun-
damental biochemical pathways and are generated during the
metabolism of amino acids, carbohydrates, lipids, biogenic
amines, vitamins, and steroids (1, 2). Aldehydes can also be gen-
erated in response to a variety of environmental stresses such as
salinity, desiccation, cold, and heat shock (3, 4). Due to their
chemical reactivity, many aldehydes are highly toxic at physiolog-
ical concentrations (5, 6). Aldehyde dehydrogenases (ALDHs)
(EC 1.2.1.3 and EC 1.2.1.5) represent a protein superfamily
of NAD(P)+-dependent enzymes that oxidize a wide range of
endogenous and exogenous aliphatic and aromatic aldehydes to
the corresponding carboxylic acid (7, 8). Currently, 555 genes
encoding ALDH proteins have been identified throughout all
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taxa (9), with diverse biochemical properties (10, 11). A first and
important major step in elucidating the physiological function of
a certain ALDH is to verify its enzymatic activity. Usually it can
be very difficult and time consuming to determine ALDH activity
in vivo because of the high number of other oxidoreductases in
a cell that would affect the specific measurement of ALDH activ-
ity. Thus, initial ALDH enzymatic activity is frequently analyzed
using recombinantly expressed proteins and purified enzyme frac-
tions. Several alternatives exist for recombinant protein expres-
sion and purification of the recombinantly expressed proteins in
general (12) and soluble active NAD+-dependent dehydrogenases
like ALDH enzymes in particular (13–15). Expression of ALDH
proteins as His-tag fusions in Escherichia coli and purification
of soluble, active enzyme by metal affinity chromatography are
relatively cheap and very powerful tools for the expression and
single-step purification of recombinant proteins (16) and can eas-
ily be established in every molecular biology laboratory. Enzy-
matic activity of the purified fractions can then be determined
with a simple assay protocol.

2. Materials

2.1. Bacterial Culture
and Lysis

1. Luria–Bertani (LB) medium (Lennox) was purchased as a
ready-to-use medium and contains 1% (w/v) tryptone, 0.5%
(w/v) yeast extract, and 0.5% (w/v) NaCl at pH 7.0.

2. Kanamycin is dissolved as 50 mg/mL stock solution (Kan50)
in H2Odeion. and then added to the medium as required.

3. IPTG (isopropyl-β-D-thiogalactopyranoside) is prepared as
1 M stock solution in H2Odeion. and can be stored at −20◦C.

4. Lysozyme (Sigma, St. Louis, MO) should be prepared
freshly as 100 mg/mL stock solution in buffer A.

2.2. ALDH Affinity
Purification

1. Buffer A: 50 mM HEPES/NaOH (pH 7.4), 300 mM NaCl,
5 mM imidazole, 10% (v/v) glycerol, 0.1% (v/v) Triton X-
100, 1.5 mM β-mercaptoethanol (add fresh) (see Note 1
and 2).

Buffer B: 50 mM HEPES/NaOH (pH 7.4), 300 mM
NaCl, 20 mM imidazole, 10% (v/v) glycerol, 0.1% (v/v)
Triton X-100, 1.5 mM β-mercaptoethanol (add fresh) (see
Note 1 and 2).

Buffer C: 50 mM HEPES/NaOH (pH 7.4), 300 mM
NaCl, 250 mM imidazole, 10% (v/v) glycerol, 0.1% (v/v)
Triton X-100, 1.5 mM β-mercaptoethanol (add fresh) (see
Notes 1 and 2).

Strip buffer (4×): 400 mM EDTA, 2 M NaCl, 80 mM
Tris–HCl (pH 7.9).
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2. Concentrated stabilization solution: 80% (v/v) glycerol,
1 mM NAD, 12 mM DTT; β-NAD (Roche, free acid) can be
prepared as 25 mM stock solution in H2Odeion. and stored
at −20◦C. DTT should always be added freshly.

3. In order to determine the concentration of purified ALDH
in the fractions, the quantitative Bradford protein assay (17)
(reagent prepared by Bio-Rad) can be used with bovine
serum albumin (BSA) as standard.

2.3. SDS-
Polyacrylamide Gel
Electrophoresis
(SDS-PAGE) and
Protein Detection

1. Acrylamide gel stock solutions: 1.5 M Tris–HCl
(pH 8.8), 1 M Tris–HCl (pH 6.8), 10% (v/v) SDS,
10% (v/v) ammonium persulfate (APS), 30% acrylamide
(containing 0.8% bisacrylamide), TEMED (N,N,N,N′-
tetramethylethylenediamine; Sigma, St. Louis, MO).
Acrylamide is toxic when unpolymerized. So, gloves should
be worn during preparation and handling of the gel
solutions to minimize the risk of skin exposure.

2. Separating gel solution: 0.375 M Tris–HCl (pH 8.8), 10%
acrylamide, 0.1% SDS.

3. Stacking gel solution: 0.125 M Tris–HCl (pH 6.8), 4% acry-
lamide, 0.1% SDS.

4. Laemmli (18) buffer (2×): 4% SDS, 20% glycerol, 100 mM
Tris (pH 6.8), 0.2% bromophenol blue, 0.2 M DTT (added
freshly before use).

5. Running buffer: 25 mM Tris, 192 mM glycine, 0.1% SDS
(pH 8.3). pH should not be adjusted.

6. Fixation solution: 10% (v/v) acetic acid, 40% (v/v)
methanol.

7. Dye stock solution (500 mL): ammonium sulfate (50 g),
85% phosphoric acid (6 mL), 5% (w/v) Coomassie blue
G250 solution (10 mL), fill up to 500 mL with H2Odeion..
Prepare the colloidal Coomassie stain by mixing four parts
of dye stock solution with one part of methanol prior to
use. The dye Coomassie blue G250 complexes with basic
amino acids and has a detection range of 8–50 ng per pro-
tein band (19). The colloidal properties of Coomassie blue
G250 prevent the dye from penetrating the gel, eliminating
the requirement for long de-staining periods.

2.4. ALDH Enzyme
Assay

1. Na pyrophosphate (0.2 M), adjust pH with phosphoric acid.
2. Aldehyde (1 M; most common saturated and unsaturated

C-3 to C-12 aldehydes are commercially available from
Sigma) in ethanol (see Note 3).

3. To prepare the substrate solution, add 20 mg β-NAD
(Roche, free acid) to 10 mL of 0.2 M Na pyrophosphate
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(of appropriate pH), and bring solution to 20 mL with ster-
ile H2O. Add 5 μL of 1 M aldehyde to 5 mL of this solu-
tion to achieve a 1 mM aldehyde solution. Dilute the 1 mM
aldehyde solution with the substrate solution to achieve the
desired final substrate concentrations.

3. Methods

The pET His-tag System was used herein, because it is an easy-
to-use system for the cloning and expression of recombinant
proteins in E. coli. Based on the T7 promoter-driven system
originally developed by Studier and colleagues (20), the pET Sys-
tem has been used to express thousands of different proteins.
In pET vectors, target genes are cloned under the control of
strong bacteriophage T7 transcription and translation signals, and
expression is induced by providing a source of T7 RNA poly-
merase in the host cell. Purification of soluble recombinant pro-
tein is performed by immobilized metal affinity chromatography
(IMAC) using the chelating ligand nitrilotriacetic acid (NTA) as a
matrix. If NTA is charged with Ni2+ ions, the matrix occupies only
four of the six ligand-binding sites in the coordination sphere of
the nickel ion, thus leaving two sites free to interact with the His-
tag. Elution of His-tagged proteins from the Ni–NTA matrix can
easily be done with imidazole. The imidazole ring is part of the
structure of histidine and competes with the His-tag for binding
to the Ni–NTA matrix.

3.1. Induction of
E. coli Cultures
Expressing a
Recombinant ALDH

1. Inoculate 10 mL LB+Kan50 with a single colony from the
plate.

2. Grow overnight at 37◦C with vigorous shaking.
3. Inoculate 100 mL LB+Kan50 with 2–5 mL of overnight cul-

ture in 500-mL Erlenmeyer flasks.
4. Grow cells at 37◦C until OD600 ∼0.5–0.6.
5. Pre-incubate culture for 30 min at 24◦C.
6. Induce with 0.1 mM IPTG for 3 h at 24◦C with vigorous

shaking (see Note 4).
7. Pellet cells by centrifugation (3,000×g, 4◦C, 20 min) (see

Note 5).

3.2. Immobilized
Metal Affinity
Chromatography
(IMAC) of
Recombinant ALDH

1. Re-thaw cells (if frozen) on ice and resuspend completely
in 5 mL buffer A.

2. Add lysozyme (freshly prepared) to 1 mg/mL and incubate
on ice for 30 min.



ALDH Enzyme Assay 285

3. Sonificate cell suspension until solution gets translucent
(6 × 20 s, microtip output setting 3).

4. Centrifuge for 30 min at 4◦C at maximum speed
(20,000×g).

5. Filter the supernatant (0.45 μm) to get rid of any insoluble
cell debris. Remove an aliquot for electrophoresis (10 μL).
This is the pre-column sample (F0).

6. Prepare pre-packed His-column (1 mL bed volume) for
purification by washing the column with 3 bed vol.
H2Odeion., followed by 5 bed vol. 1× charge buffer
(50 mM NiSO4) and 3 bed vol. buffer A.

7. Load clear cell lysate on the column (the flow-through can
be re-loaded for a higher efficiency) and collect an aliquot
of the final flow-through for electrophoresis (10 μL) after
2 mL of the sample have run through the column (sample
FT). Wash the column with 10 bed vol. buffer A and 8 bed
vol. buffer B.

8. Elute purified His-tag protein with buffer C (in twelve
250 μL fractions) into 1.5-mL reaction tubes already con-
taining 250 μL of concentrated stabilization solution (see
Note 6). Remove an aliquot (10 μL) of fractions F1–F8
for electrophoresis (see below)

9. The resulting enzyme solution is stable and can be frozen
at −80◦C.

10. Regenerate the column by washing with ≥3 bed vol. 1×
strip buffer (4× = 400 mM EDTA, 2 M NaCl, 80 mM
Tris–HCl, pH 7.9).

11. Wash the column by adding 5 bed vol. H2Odeion. followed
by 5 bed vol. 20% ethanol.

12. Store the column at 4◦C.
13. Measure the protein content (e.g., by using Bradford assay)

and store the purified protein at −80◦C (aliquoted in small
amounts to avoid loss of activity due to repeated freeze and
re-thawing cycles).
(a) Mix the sample or the protein standard with H2O in

an Eppendorf tube.
(b) Add 0.2 mL of Bradford dye reagent concentrate and

vortex briefly.
c) Measure the OD595 nm after 5 min to 1 h versus

reagent blank.
d) Plot OD595 nm versus concentration of standards and

determine the unknown protein concentrations from
the standard curve.
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14. Check the purity of the eluted protein by loading a small
amount of the purified fractions [F0, FT, and F1–F81
(10 μL each)] on an SDS-PAGE. Figure 17.1 shows a
typical purification pattern of a recombinantly expressed
aldehyde dehydrogenase from the resurrection plant
Craterostigma plantagineum. Please note that although the
His-tag affinity purification is very specific, the purified
fractions still can contain marginal contaminations from
unspecifically binding proteins or other proteins contain-
ing consecutive His residues (see Note 7).

Fig. 17.1. Single-step purification of 6×His-CpALDH on a Ni2+-charged His-Bind resin.
Binding of proteins as well as washing and elution of matrix-bound proteins was per-
formed as described in the text. Proteins in binding buffer before (F0) and after chro-
matography (FT) were analyzed together with the eluted fractions (F1–F6, please note
that here 500 μL protein fractions were collected) by 12% SDS-PAGE and stained with
Coomassie.

3.3. SDS-PAGE 1. These instructions assume the use of a Biometra gel system,
but the method can easily be adapted to other formats.
In this experiment a discontinuous 10% separating/4%
stacking gel is used to monitor the purification of ALDH
proteins.

2. Clean the gel plates, dry, and then join the plates together
to form the cassette. Clamp the cassette in a vertical
position.

3. Mix the components of the 10% gel (9 mL) in a
14-mL Sarstedt tube. Add 10% APS (90 μL) and TEMED
(3.6 μL) as the last components and gently mix the solu-
tion. The addition of TEMED will initiate the polymeriza-
tion reaction, so it is advisable to work quickly at this stage.

4. Pour the separating gel mixture carefully into the gel cas-
sette until it reaches a position of 1.5 cm from the cutaway
edge of the glass plate.

5. To ensure that the gel polymerizes with a smooth surface,
very carefully pour H2O from both edges into the cassette.
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The H2O will spread across the surface without adverse
mixing. Leave the gel to set for at least 1 h.

6. When the separating gel has set, prepare the stacking gel
solution (3 mL) without APS and TEMED.

7. Pour off the overlaying H2O from the separating gel and
carefully dry the gel surface with a piece of Whatman paper.
Do not touch the gel surface.

8. Add 10% APS (30 μL) and TEMED (3 μL) to the stacking
gel solution and carefully mix the solution.

9. Add the stacking gel solution to the gel cassette until the
solution reaches the cutaway edge of the gel plate. Place the
well-forming comb into this solution without introducing
air bubbles and leave it to set. The refractive index change
around the comb indicates that the gel has set.

10. After the gel has set, carefully remove the comb from the
stacking gel and then rinse out any unpolymerized acry-
lamide solution from the wells using electrophoresis buffer.
Remove the sealing belt of the gel cassette. Fill up the bot-
tom reservoir with electrophoresis buffer and assemble the
cassette in the electrophoresis chamber. Fill up the top and
bottom reservoirs and remove any bubbles caught under
the gel.

11. Proteins to be analyzed on an SDS-PAGE must first be
boiled in sample buffer containing 0.2 M DTT and SDS.
Mix samples F0, FT, and F1–F8 (10 μL each) with 10
μL of 2× Laemmli buffer. Heat all samples for 10 min
at 95◦C. Centrifuge for 5 min in an Eppendorf cen-
trifuge (20,000×g at room temperature) to remove insol-
uble material. Samples can now be loaded onto the gel.
Run the gel at 10 mA when the proteins move through the
stacking gel and increase the current to 25 mA when the
dye front enters the separating gel. Continue electrophore-
sis until bromophenol blue reaches the bottom of the sep-
arating gel.

12. After running the gel, dismantle the apparatus by opening
the gel plates and discarding the stacking gel. Place the sep-
arating gel in fixation solution and gently agitate the gel on
an orbital shaker for at least 1 h in a plastic dish. Remove
the fixative and wash the gel three times with H2O (10 min
per wash). After the third wash, stain the gel overnight with
the colloidal Coomassie (∼100 mL per gel) by shaking with
gentle agitation. Destain the gel with H2O on the next day.
As the H2O colors, discard it and wash the gel with fresh
H2O until protein bands are at the desired contrast against
the background of the gel.
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3.4. ALDH Enzyme
Assay

Enzymatic activity is assayed spectrophotometrically at 340 nm
by conversion of NAD(P)+ to NAD(P)H at room tempera-
ture in 1 mL total volume. The assay buffer contains 100 mM
sodium pyrophosphate at an optimal pH (see Note 8), 1.5 mM
NAD(P)+, and various concentrations of aldehyde substrate.
The enzyme reaction is initiated by adding the purified pro-
tein. For calculations, the extinction coefficient for NAD(P)H =
6.22 cm−1 mM−1 is used.

1. Pipette 1 mL of the substrate solution into a quartz glass or
disposable UV-plastic cuvette (Brand, Germany) and set the
UV spectrophotometer at 340 nm to zero.

2. Initiate the reaction by adding the purified ALDH protein.
After addition of the ALDH protein, directly seal the cuvette
with parafilm, mix the sample, and reset the spectropho-
tometer to zero. Observe aldehyde metabolism continuously
for at least 5 min at 340 nm. Take OD values after 0.5, 1,
2, 3, 4, and 5 min. Take care that the addition of a certain
amount of protein results in a linear progression of the OD;
if this is not the case, test different amounts of the enzyme.

3. Use different amounts of the substrate (e.g., 0.1, 0.2, 0.3,
0.4, 1 mM, or other concentrations of aldehyde) for the
enzymatic reaction and keep all other parameters constant.

4. Notes

1. Do not autoclave solutions. Rather prepare with sterile
H2Odeion. and filter sterilize (0.45 μm).

2. Usually sodium phosphate or phosphate–citrate buffers at a
pH 7–8 are recommended as buffer system for the His-tag
affinity purification, because buffers with secondary or ter-
tiary amines (like Tris or HEPES) can reduce nickel ions.
However, in our hands, the 50 mM HEPES/NaOH buffer
at pH 7.4 worked well for purification, but the concentration
should not exceed 100 mM. β-Mercaptoethanol is added at a
low concentration to all purification buffers to prevent disul-
fide cross-linkages.

A very nice description of the method and detailed
troubleshooting guide for His-tag affinity purification can
be found in the QIAexpressionistTM handbook for high-
level expression and purification of 6×His-tagged proteins
(http://www1.qiagen.com).

3. Aldehyde substrate solubility in aqueous solution decreases
rapidly with increasing chain length. Thus, for mid- to
long-chain aldehydes the highest soluble final concentration
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in the assay buffer must be determined for each individual
aldehyde, and the solution should stay clear even over longer
time periods. It is also important that the substrate assay
solution does not contain more than 1% ethanol. Pipetting
of low volumes (1–20 μL) of concentrated, pure aldehyde
solutions can be difficult due to the low viscosity. Thus, care
should be taken to assure that the volume pipetted is as exact
as possible. In addition, most aldehydes are toxic at high
concentrations and generate a significant and intense smell
in the laboratory. So gloves should be worn when diluting
aldehyde substrates and stock solutions should be diluted
only under an extractor hood. Finally, because the 1 M alde-
hyde stock solutions in ethanol are not stable over longer
time periods, they always should be prepared freshly.

4. Because in our experience, recombinantly expressed ALDHs
preferentially form inclusion bodies when expressed at high
levels in bacteria under normal growth conditions, induc-
tion temperature of bacterial cultures and concentration of
IPTG are critical to obtain high amounts of soluble pro-
tein for purification. Thus, induction should take place under
reduced metabolic conditions and may have to be optimized
for each individual protein. In most cases 3 h of induction
is sufficient for high-yield protein expression, but optimal
induction time may have to be optimized depending on the
protein to be overexpressed.

5. Pelleted cells optionally can be frozen and stored at −20◦C
for several weeks without yield loss.

6. The enzyme is unstable in buffer C. Upon storage at −80◦C
and repeated thawing and re-freezing, more than 50% of
activity is usually lost within a short time period. To avoid
this, eluted protein in buffer C is adjusted to 45% glycerol,
0.5 mM NAD, and 6 mM DTT with concentrated stabi-
lization solution. Dilution of the enzyme solution should be
done only with stabilization buffer [25 mM HEPES/NaOH
(pH 7.4), 150 mM NaCl, 45% (v/v) glycerol, 0.05% (v/v)
Triton X-100, 0.5 mM NAD, 6 mM DTT].

7. Binding and wash buffers used in this protocol already con-
tain low concentrations of imidazole and β-mercaptoethanol
to minimize binding of contaminating proteins to the
Ni–NTA matrix and to reduce disulfide bonding. Further
increase in purity may be achieved by increasing the salt
concentration or the concentration of non-ionic detergents.
Furthermore, the imidazole concentration in buffer B may
be increased up to 50 mM. Since this may lead to elution of
the recombinant 6×His protein, the column effluent should
be tested for the presence of the recombinant protein by
SDS-PAGE analysis.
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8. Most ALDHs have a pH optimum at basic pH between 8.5
and 9.5. Thus, for initial activity measurements, it is suf-
ficient to use a pyrophosphate buffer at pH 9. However,
for determination of enzymatic constants, the pH optimum
of the purified enzyme should be verified experimentally. A
pyrophosphate buffer can be used between pH 8 and 9.5. At
a pH below 8, phosphate or Tris buffer systems may be used
for activity measurements.
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Chapter 18

Determination and Detection of Reactive Oxygen Species
(ROS), Lipid Peroxidation, and Electrolyte Leakage in Plants

Niranjani Jambunathan

Abstract

Reactive oxygen species or intermediates are formed by the incomplete reduction of oxygen. Organisms
living in aerobic environment generate various kinds of reactive oxygen species (ROS) molecules, such
as superoxide (•O2

−), hydrogen peroxide (H2O2), hydroxyl radical (OH−), singlet oxygen, and lipid
hydroperoxides. ROS are highly reactive molecules and are extremely unstable, so detection of ROS
relies on measuring the end products that are formed when they react with particular substances. The
end products can be measured by changes in their fluorescence, color, or luminescence. ROS causes
lipid peroxidation wherein the lipids in the cell membranes are damaged. Lipid peroxidation is usually
quantified using a colorimetric assay. When ROS concentrations reach a certain threshold, it activates a
programmed cell death response in the cells. This is quantified by measuring the amount of ion leakage.
ROS such as superoxide and hydrogen peroxide have been detected traditionally by staining techniques.
Superoxide anion is detected with nitroblue tetrazolium (NBT) and hydrogen peroxide by Diaminoben-
zidine tetrahydrochloride (DAB) staining. In this chapter, methods for determining total ROS and lipid
peroxidation assay, histochemical staining techniques for superoxide and H2O2 molecules are described.

Key words: DAB, DCFDA, ion leakage, lipid peroxidation, NBT, ROS, stress.

1. Introduction

One of the most commonly used dyes for determining total
ROS is 2′, 7′-dichlorofluorescein (H2DCF). Esterified H2DCFs
are permeable to cell membranes, thus can enter the cells freely.
Inside the cells, they are deacetylated by intracellular esterases and
are trapped. Non-fluorescent H2DCF then gets oxidized by ROS
molecules to highly fluorescent 2′, 7′-dichlorofluorescein (DCF).
Depending on experimental material, the rate of DCF forma-
tion can be monitored by fluorometer, fluorescence microscopy.
Several ROS detection probes are available from Molecular
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Probes (Invitrogen) and BACHEM that are suitable for live cell
imaging. DCFDA is popular way of determining total ROS in any
system (1, 2).

Histochemical staining for superoxide anion in leaf tissue is
based on the ability of cells to reduce NBT (3). NBT specifically
reacts with superoxide and forms a purple/blue formazan pre-
cipitate (4). Hydrogen peroxide is usually detected in leaves of
plants by using DAB as substrate. A marked brown polymeriza-
tion product is formed by the reaction of DAB with hydrogen
peroxide.

Lipid peroxidation is the process where ROS remove elec-
trons from the lipids in the cell membranes thereby damaging the
cells. This process occurs in three stages: initiation, propagation,
and termination (5). During initiation phase, hydroxyl, alkoxyl,
peroxyl radicals abstract the first hydrogen atom. Phospholipids
containing polyunsaturated fatty acids are susceptible to peroxi-
dation as they contain multiple double bonds and the methylene
group that lies within is prone to abstraction of hydrogen atom.
The initial reaction with polyunsaturated fatty acids produces a
lipid radical. The lipid radical produced abstracts hydrogen from
neighboring fatty acids to produce lipid hydroperoxide (LOOH)
and a second lipid radical. The LOOH undergoes reductive cleav-
age by reducing metals and produces alkoxyl radical. Both alkoxyl
and peroxyl radicals create a chain reaction by abstracting addi-
tional hydrogen atoms.

Thiobarbituric acid (TBARS) assay is the most widely used
for determining lipid peroxidation (6). During the process of
lipid peroxidation, the malondialdehyde (MDA) is formed by the
decomposition of polyunsaturated fatty acids which reacts with
thiobarbituric acid. This controlled reaction is quantified colori-
metrically. In plants, a modified TBARS method has been adopted
(7).

ROS is often considered as an important modulator of plant
programmed cell death (PCD). Quantification of programmed
cell death due to biotic or abiotic elicitors is commonly assayed
by measuring ion leakage from the damaged cell. Depending on
the type of treatment, the ion leakage experiment can be done
with detached leaves or whole rosette (as in Arabidopsis).

2. Materials

2.1. Total ROS
Estimation Using
DCFDA

1. VersaFluor fluorometer (Bio-Rad, Hercules, CA).
2. 2′,7′-Dichlorofluorescein diacetate (see Notes 1–3).
3. 10 mM Tris–HCl, pH 7.2.
4. Parafilm.
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5. DMSO.
6. Bradford reagent (used for protein quantification).
7. Refrigerated centrifuge.

2.2. Histochemical
Staining Technique
for ROS Detection

1. Vacuum infiltrator.
2. Nitroblue tetrazolium chloride (0.1% (w/v) NBT prepared

in 10 mM sodium azide, 50 mM potassium phosphate,
pH 6.4.

3. Diaminobenzidine tetrahydrochloride (1 mg/mL DAB
solution, pH 3.8).

4. Ethanol.
5. Fixer solution (3:1:1 ethanol: lactic acid: glycerol).
6. Glass slide.
7. Cover slips.
8. Camera.

2.3. Lipid
Peroxidation Assay

1. Spectrophotometer.
2. Thiobarbituric acid (0.5% TBA).
3. 0.1% TCA (20% stock solution).
4. Centrifuge.

2.4. Ion Leakage
Assay to Quantify
Cell Death

1. Conductivity meter (Model 2052 digital conductivity meter
(VWR)).

2. Test tubes.
3. Autoclave.

3. Methods

3.1. Total ROS
Estimation Using
DCFDA

1. Before starting the experiment, turn on the fluorometer
and set the instrument at medium gain.

2. Harvest control and treated tissue and grind nearly 100 mg
of tissue in liquid nitrogen.

3. Place the ground tissue powder in pre-weighed 2 mL tube
with 1 mL of 10 mM Tris–HCl, pH 7.2.

4. Centrifuge at 12,000×g for 20 min at 4◦C.
5. Transfer the supernatant to a fresh 2 mL tube.
6. If supernatant is not clear, spin at 12,000×g for 10 min at

4◦C to collect any debris.
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7. Blank the instrument with 10 mM Tris–HCl, pH 7.2
(1 mL).

8. Take 100 μL of supernatant and dilute with 900 μL of
10 mM Tris–HCl, pH 7.2.

9. Arrange samples in an order (do not work with more than
10 samples at a time). Add 10 μL of 1 mM DCFDA (final
concentration will be 10 μM) to the first sample, after 45 s
or 1 min add 10 μL of DCFDA to the next sample. Con-
tinue this for the rest of the samples. As soon as you add
DCFDA to the tube, vortex and incubate all your sam-
ples in dark for 10 min. Information on making and han-
dling of DCFDA solution is provided in notes section (see
Notes 1–3).

10. Control: Add 100 μL of plant extract + 900 μL of Tris–
HCl, pH 7.2, invert and mix (use a parafilm), and read
the values in fluorometer. The readings fluctuate initially
but become stable in few seconds (you have to press print
button at this point). This is the background fluorescence.
Deduct this value from all your readings.

11. Measure the fluorescence values of samples treated with
DCFDA. The readings fluctuate and are stable in few sec-
onds (you have to press print at this point). This is the ROS
fluorescence of your samples.

12. Maintain the same order of samples and take readings at
1 min interval.

13. Estimate protein concentration in all samples using Brad-
ford reagent.

14. Express the ROS as relative fluorescence units/mg of pro-
tein extract.

15. To rule out doubts about H2DCFDA not being completely
specific to ROS follow instructions provided (see Note 4).

3.2. Histochemical
Staining Technique
for ROS Detection

3.2.1. Determination of
Superoxide Anion
Radicals by
Histochemical Detection
Technique (4)

1. Excise the leaves and immerse the leaves with abaxial side
up in 100 mL of staining solution containing 0.1% (w/v)
NBT, 10 mM sodium azide, 50 mM potassium phosphate,
pH 6.4.

2. Vacuum infiltrate the leaves by building a vacuum (∼100–
150 mbar for 1 min). Release the vacuum gently and repeat
the procedure 2–3 times until the leaves are completely infil-
trated.

3. Incubate the leaves in 10 mL of staining solution (0.1%
NBT) for 15 min.

4. Incubate the infiltrated leaves at ambient temperature under
cool fluorescent light for 20 min.
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5. Stop the reaction with 95% ethanol.
6. Remove the chlorophyll by series of ethanol washes. Add

fresh ethanol every wash. The green chlorophyll comes out
with every wash; continue until you see a clear leaf. Leaves
can be also de-stained with 96% (v/v) ethanol under heating
at 40◦C.

7. Superoxide ions react with NBT and appear as blue stain.
The stained leaves can be photographed.

3.2.2. H2O2 Detection
by DAB Staining (8)

1. Immerse the detached leaves in staining solution containing
1 mg/mL DAB solution, pH 3.8 (see Note 5)

2. Vacuum infiltrate the leaves at nearly 100–150 mbar for
1 min. Release the vacuum gently and repeat the proce-
dure 2–3 times until the leaves are completely infiltrated (see
Note 6).

3. Incubate the leaves in plastic box for 5–6 h under high
humidity conditions till brown precipitates are observed.

4. Chlorophyll can be removed by repeated washes with
ethanol or leaves can be de-stained with 96% (v/v) ethanol
under heating at 40◦C.

5. Stained leaves can be fixed with solution of 3:1:1 ethanol:
lactic acid: glycerol and photographed.

3.3. Lipid
Peroxidation Assay

1. Homogenize nearly 200 mg of treated and control tissue in
4 mL of 0.1% TCA.

2. Centrifuge the extract at 10,000×g for 15 min.
3. Collect the supernatant, and mix 1 mL of supernatant with

2 mL of 20% TCA and 2 mL of 0.5% TBA.
4. Heat the mixture at 95◦C for 30 min in a fume hood (see

Note 7) and later cool on ice.
5. Read the absorbance of supernatant at 532 nm and 600 nm.

A600 is the nonspecific absorbance and is subtracted from
the values for A532.

6. Calculate the concentration of MDA using Beer–
Lambert’s equation (extinction coefficient of MDA is
155 mM−1 cm−1).

3.4. Ion Leakage
Assay to Quantify
Cell Death

1. Ion leakage occurs well before programmed cell death is
visible. Hence several time points after initiation of the
treatment can be considered for ion leakage quantification.
Calibrate the conductivity meter based on manufacturer’s
instruction.

2. Cut out uniform leaf discs with a sharp cork borer from sev-
eral plants. Transfer the leaf discs to a test tube containing
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5 mL of distilled water. Similarly, leaf discs from control
plants will be excised and transferred to a test tube contain-
ing 5 mL of distilled water.

3. Leave the tubes in a shaker for 4 h at room temperature.
4. Measure the conductivity in the solution by inserting the

probe of the conductivity meter into the solution (see
Note 8). This represents the ion leakage from the leaf discs
(Reading1).

5. Autoclave the solution containing the leaf discs.
6. After the liquid cools down, measure the conductivity of the

solution. This represents the total ions present in the leaf
discs (Reading2).

7. Ion leakage is represented as the percentage of total ions
released (Reading1/Reading2 × 100).

8. Compare the percentage of ion leakage between the treated
and the control leaves.

4. Notes

1. DCFDA (MW: 487.3) stock solution: Make an original
stock of 100 mM DCFDA in DMSO.

2. DCFDA is light sensitive. Cover the tubes containing the
solution with aluminum foil to prevent light exposure.

3. Prepare a working stock of 1 mM DCFDA in DMSO. Work
with the working stock at room temperature and protected
from light.

4. H2DCFDA has been indicated to be not completely spe-
cific for ROS. To rule out this doubt, it is a good idea to
perform measurements on equal aliquots with catalase (300
Units/mL) added in one of them and subtracting the cata-
lase insensitive background from experimental value.

5. A low pH of 3.8 is necessary for proper solubilization
of DAB.

6. During vacuum infiltration, it is important to release the vac-
uum gently to enable better infiltration of leaves.

7. Boiling the mixture in fume hood helps in preventing the
spread of bad odor.

8. Depending on the model of conductivity meter used, the
volume of water used for assaying will vary.
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Chapter 19

Quantification of Water Stress-Induced Osmotic Adjustment
and Proline Accumulation for Arabidopsis thaliana
Molecular Genetic Studies

Paul E. Verslues

Abstract

For the genetic potential of model systems such as Arabidopsis thaliana to be most effectively used to
understand drought resistance, reliable and rapid protocols are needed for laboratory study of pheno-
types relevant to stress responses in the field. Osmotic adjustment, the amount of additional solutes
accumulated by plants under water stress, is often measured in drought physiology studies and requires
quantification of both relative water content and solute content (osmotic potential) of the plant tissue.
Water stress also elicits high levels of proline accumulation. Protocols are presented here to measure both
of these parameters in Arabidopsis seedlings that have been exposed to controlled water stress treatments
using polyethylene glycol–agar plates. For the ninhydrin-based assay of proline, a protocol for performing
the assay in 96-well format to increase sample throughput is presented.

Key words: Arabidopsis, drought, osmotic adjustment, osmoregulation, proline assay, polyethylene
glycol, relative water content, water relations.

1. Introduction

The availability of water is a key determinant of crop yields and
the distribution of plant species across different environments.
Understanding the genetic and molecular basis of plant responses
to water limitation depends upon accurate phenotypic analysis.
For agronomists studying drought, the phenotype of ultimate
interest is usually harvestable yield and for environmental biol-
ogists the ability of a plant species to establish itself in a harsh
environment is often the key data.

R. Sunkar (ed.), Plant Stress Tolerance, Methods in Molecular Biology 639,
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For plant physiologists and molecular biologists interested in
drought stress, the situation is both simpler and more complex. It
is simpler in that we can break down plant stress response into a
collection of discreet phenotypes, such as changes in gene expres-
sion or content of a specific hormone or solute, and study these
changes in the controlled environment of the laboratory. It is
perhaps more complex in that we must at some point determine
how the detailed molecular mechanisms discovered in laboratory
experiments fit into the context of overall stress resistance. At the
same time, the use of genetics means that we often must examine
a large number of lines to find the gene, polymorphism, or other
factor that can ultimately give us new insight into stress resistance
at the whole plant level. Thus, the speed and the convenience with
which a particular trait can be analyzed are also considerations in
designing molecular genetic studies of water stress.

Because of the many genetic and genomic resources available,
these experiments are often done using the model plant Arabidop-
sis thaliana. However, working with Arabidopsis does impose
some constraints on stress experiments, particularly because of its
small size. Previously, some important considerations for labora-
tory stress experiments, particularly those involving Arabidopsis,
have been discussed (1). This includes the need to know the water
status (water potential) of the plant tissue or the growth media.
Such measurements of water status allow the severity of the stress
imposed to be precisely known so that experimental data can be
interpreted and results accurately compared between different sets
of experiments. Another key factor for Arabidopsis seedling exper-
iments is to avoid adding sugars to the growth media. Addition
of sugar alters abscisic acid responses as well as more generally
altering metabolism in a manner that is unlikely to reflect the sta-
tus of plants growing in dry environments where photosynthesis,
and thus carbon supply, is limited because of stomatal closure.
In addition, use of low molecular weight solutes such as man-
nitol to impose low water potential should be avoided as these
solutes cause plasmolysis instead of cytorrhysis and are often taken
up by the plant in longer term experiments. A system of using
PEG-infused agar plates that avoided these problems and allowed
Arabidopsis seedlings to be exposed to controlled severities of low
water potential stress has been described (1, 2).

In Arabidopsis research, seed germination, root growth,
expression of certain stress-regulated genes, and control of stom-
atal opening and closing have been the most common stress-
related phenotypes examined. Understanding of these phenotypes
has contributed greatly to our overall understanding of water
stress responses. However, it is also important to note that there
are other water stress responses which have been of keen inter-
est to agronomists and physiologists but have been less stud-
ied in Arabidopsis. One of these is osmotic adjustment. Osmotic
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adjustment is the active accumulation of solutes inside the plant
cell to maintain a favorable osmotic gradient to minimize water
loss or allow continued water uptake (3). Osmotic adjustment is
a specific type of the more general phenomenon of osmoregu-
lation which all cells must use to control their volume and/or
turgor (4). Quantification of osmotic adjustment requires mea-
surement of both solute content (osmotic potential) and water
content of the plant tissue so that passive changes in solute con-
centration caused by volume changes (measured as the change in
relative water content) can be accounted for (3). Another impor-
tant water stress response is the accumulation of free proline.
Proline can accumulate to osmotically significant concentrations,
especially when one considers that it is largely confined to the rel-
atively small volume of the cytoplasm (5, 6). Thus, proline accu-
mulation can contribute to osmotic adjustment. However, proline
accumulation and changes in proline metabolism are also likely to
affect plant stress tolerance via additional, as yet unclear, mecha-
nisms related to the metabolism of proline or protective effects of
proline itself (7).

Measurement of osmotic adjustment and proline accumula-
tion is not new. Osmotic adjustment has been extensively used
by agronomists and plant physiologists in field studies (3, 8–10).
However, osmotic adjustment has not been studied in Arabidop-
sis, despite the potential to use this model system to determine
the molecular mechanisms controlling osmotic adjustment. Like-
wise, proline accumulation has been often described and is known
to be highly regulated. However, its function in stress resistance
remains unclear, making proline accumulation a promising basis
for molecular genetic studies (2, 7). The contribution of this
chapter is to bring together a robust and reproducible experi-
mental system for low water potential treatment of Arabidopsis
seedlings with methods for measuring osmotic adjustment and
proline accumulation that have been optimized for use with Ara-
bidopsis. In this way the genetic resources of Arabidopsis can be
better deployed to understand these key water stress responses.

2. Materials

2.1. Osmotic
Adjustment

1. Square Petri dishes (120 mm × 120 mm, 17 mm deep;
Greinier Bio-One #688-102).

2. Nylon mesh.
3. PEG-8000 (Sigma P2139).
4. Single-well tray with same footprint as a 96-well plate (Nunc

Omnitray or equivalent).
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5. Cotton cloth cut to 96-well size.
6. Benchtop centrifuge capable of spinning microplates.
7. Ninety-six-well plate lids.
8. Sealable plastic boxes.
9. Instrument to measure osmotic potential: We currently use

a Psypro system with C-52 sample chambers from Wescor
(Logan, UT). A vapor pressure osmometer from Wescor
would also be suitable as would other instruments capable
of measuring osmotic potential (osmolality) of small sample
volumes.

2.2. Proline Assay 1. Library tubes/racks (Labcon, Petaluma, CA).
2. Grinding beads (BioSpec, Bartlesville, OK).
3. Bead beater. We use a Retsch Mixer Mill MM301. Other

bead beaters or grinding samples with microfuge pestles are
alternatives.

4. Glass sample tubes (1.5 mL; Alltech, Deerfield, IL).
5. Heat-resistant 96-well holder for the glass tubes (in our

case a custom-built aluminum holder is used).
6. Acidic ninhydrin solution: Dissolve 2.5 g ninhydrin (trike-

tohydrindene hydrate; Sigma N4876) in 60 mL glacial
acetic acid at ∼70◦C. Then add 40 mL of 6 M phosphoric
acid.

7. Water bath capable of holding temperature of 95–100◦C.
8. Clear sealing film (type used for PCR plates).
9. Plate+ glass-coated microplates (Sun-SRI, Rockwood,

TN).
10. Optional: microplate stir apparatus (VP Scientific, San

Diego, CA).
11. Microplate reader.

3. Methods

3.1. Osmotic
Adjustment

The procedure for growing seedlings and imposing stress by
transfer to PEG-infused plates is similar to previous descriptions
(1) with a couple of exceptions. First, we get more consistent
results when using media where the amount of external salts or
other low molecular weight solutes is kept low. Typically this is
one-quarter-strength MS media with 2 mM MES buffer. As for
all of our experiments, no sugar of any kind is added to the media.
Also, because a number of seedlings need to be grown while
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avoiding clumping that would interfere with the assay, larger sized
plates are used. These are then compatible with using standard
microplate holders to spin the mesh and seedlings to remove
adhering liquid which would interfere with obtaining accurate
seedling weights.

The typical format for an experiment is to test two geno-
types on six water potential treatments ranging from −0.2 to
−2.0 MPa. For each genotype, four relative water content mea-
surements (prepared using two PEG–agar plates) are performed
for each water potential treatment. Thus, we typically do these
experiments using sets of 24 plates. Seedlings are collected from
the same PEG–agar plates for measurement of osmotic potential.
The combined data are then used to calculate osmotic adjust-
ment.

1. Cut mesh pieces (∼12 cm × 5.5 cm) to cover one-half of
the square plates (12 cm × 12 cm). Place mesh between
pieces of foil to autoclave.

2. Prepare one-quarter MS, 2 mM MES media. For one set
of 24 plates, 1 L of media containing 1.1 g of MS salts
and 0.4 ml of MES (adjusted to pH 5.7 using KOH) and
15 g of agar will be needed . Autoclave media, foil wrapped
mesh pieces and a separate bottle with a small quantity of
1% agar in water. Pour 24 agar plates and allow to cool.

3. After the agar plates have solidified, place two pieces of
mesh side-by-side onto each plate (this will give two mea-
surements per plate). Put a small volume (~100 μL) of hot
1% agar on the mesh and spread with a glass rod to stick
the mesh to the plates.

4. Aliquot and sterilize an appropriate amount of seed.
Approximately 100–150 seeds will be needed for each plate
and typically 8 or 12 plates are prepared for each geno-
type being tested. After the seeds are sterilized, use a sterile
toothpick or pipette to place seed on the plates. Take care
that the seed is spread out well so that the seedlings grow
mostly in a single layer and not in clumps (Fig. 19.1a). Use
micropore tape to secure the plate lids.

5. Stratify at 4◦C for 3 days and then transfer the plates to
a growth chamber. Incubate plates vertically in a growth
chamber (so that seedlings grow on top of the mesh) for
7 days. Typical growth conditions are 23◦C with continu-
ous light (80–100 μmol/m2/s). Keep the humidity in the
growth chamber as high as possible to minimize drying of
the plates. In our case, we keep the plates inside a large
plexiglass box inside of the growth chamber. To maintain
high humidity, the box has a layer of water directly below
the rack holding the agar plates.
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Fig. 19.1 Measurement of osmotic adjustment in Arabidopsis seedlings. (a) Seedlings growing on 12 cm × 12 cm
square plate. Note the nylon mesh on the surface of the agar which allows the seedlings to be transferred from one
plate to another and supports the seedlings during the RWC measurement. (b) Flat trays and lids used for processing
samples for the RWC measurement. Mesh pieces and seedlings have just been spun to remove adhering liquid and the
fresh weight recorded. The picture shows the mesh and seedlings being transferred to trays containing cold water for
rehydration and subsequent measurement of the hydrated weight. (c) Relative water content (RWC) and osmotic potential
data for Columbia (Col) and Bensheim (Ben) ecotypes. Seven-day-old seedlings were transferred to the indicated water
potentials and data collected 3 days later. Data are combined from two independent experiments. RWC data are means
± S.E. (n = 8) and osmotic potential data are means of two. (d) Osmotic adjustment data for Col and Ben. For each
ecotype, osmotic potential100 and a regression line fit for the data from agar water potentials −0.5 to −1.6 MPa were
calculated. Equations of the regression lines are shown and the underlined slope values indicate the osmotic adjustment
(MPa · MPa−1). These slope values were also converted to millimolar solute concentrations for both the middle water
potentials and the highest water potentials (−0.2 to −0.5 MPa) and lowest water potentials (−1.6 to −2.0 MPa). OA,
osmotic adjustment.

6. On the fifth or sixth day after transfer of plates to the
growth chamber: Prepare PEG–agar plates. This essentially
follows previously described procedures (1) except that the
low solute media described above (one-quarter MS, 2 mM
MES) is used. Because of the reduced amount of buffer in
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Table 19.1
Preparation of PEG overlay solutions to use in preparing PEG–agar plates (for osmotic
adjustment experiments) and mannitol solutions of equivalent water potentials

Water
potential
(MPa)

Starting
volume of
one-quarter
MS, 2 mM
MES media
(ml)a

Amount of
PEG to add
(g)

pH
adjustmentb

Amount of mannitol (g) to
make solution of equivalent
water potentialc (grams
of mannitol per
250 ml water)

−0.25 N.A.d N.A. N.A. 4.6

−0.5 250 62.5 Two drops of
1 M KOH

9.1

−0.7 250 100 No pH
adjustment
needed

13.7

−1.2 200 110 Three drops of
1.5 M HCl

21.6

−1.6 150 105 Four drops of
1.5 M HCl

30.1

−2.0 150 120 Five drops of
1.5 M HCl

35.0

aThe volumes shown indicate the starting volume of solution needed before adding the PEG. Significant volume
expansion will occur when PEG is added. Do not adjust the final volume.
bThese are working guidelines for our laboratory and should be checked by new users. Note that when measuring the
pH of concentrated PEG solutions, extra time must be allowed for pH equilibration because of the high viscosity.
cThese solutions are used to saturate the cloth squares that the mesh and seedlings are placed on after removal from
the agar plates. Using these solutions ensures that excess liquid on the outside of the seedlings can be removed by
centrifugation, while there is no water uptake or water loss from the seedlings.
dA PEG overlay solution is not needed for the −0.25-MPa treatment. The surface of these agar plates can instead be
wetted with a small volume of water just before seedling transfer as this will make it easier to place the mesh and
seedlings on the plate properly.

this media, the pH must be adjusted after adding the PEG.
In a typical experiment, four plates of each water potential
are prepared (see Table 19.1 for amounts of PEG solution
to prepare and pH adjustment).
To prepare PEG–agar plates:
a. Prepare 1 L of media with agar as described in step 2

and adjust pH to 5.7. Prepare a second liter of media
with the MS salts and MES buffer but without adding
agar or adjusting the pH. Aliquot this media into
500-mL plastic beakers as shown in Table 19.1. Add
a stir bar to each beaker.

b. Autoclave the media. From the autoclaved agar media,
pipette 40 mL of media into each of 24 of the 12 ×
12 square Petri dishes and allow to cool. Note that this
must be done by pipetting instead of pouring as the
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volume must be precisely controlled. For the autoclaved
liquid media, add PEG-8000 to each beaker as shown in
Table 19.1. Stir to dissolve the PEG (best done when
media is still hot). After the media has cooled, adjust the
pH following the guidelines in Table 19.1 (see Notes 1
and 2).

c. Pipette 60 mL of PEG solution onto the solidified agar
of each plate. Prepare four plates for each water potential
treatment. Wrap the stacks of plates in plastic wrap and
incubate for at least 12–24 h before use.

7. When seedlings have grown for 7 days, transfer them to
the PEG–agar plates. Pour off part, but not all, of the PEG
overlay solution from a PEG–agar plate; use forceps to lift
the mesh and seedlings off their original plate; place mesh
on the PEG plate and make sure that all parts of it are in
contact with the PEG–agar, drain off the remaining PEG
as completely as possible. Use micropore tape to secure the
plate lids and place plates back into the growth chamber,
again in the vertical position, for an additional 3 days.

8. Set up four (or eight) flat-bottom trays (the size of 96-
well plates) by placing in each one 2 layers of cotton cloth
squares moistened with mannitol solution of same water
potential as the PEG–agar plate (see Table 19.1). This pre-
vents the seedlings from being dehydrated or rehydrated
while still allowing excess liquid on the outside of the
seedlings to be absorbed into the cloth. Be sure to squeeze
out the cloth well before placing in the tray so that there is
no excess liquid.

9. Remove plates from the growth chamber and drain off
any PEG solution that may have collected in the bottom
of the plate (it is best to keep the plates vertical until
the mesh/seedlings are removed). Collect seedlings for
osmotic potential measurement by picking them off the
plates with forceps and sealing them in a microfuge tube.
Collect sufficient seedlings to yield 30–40 μL of cell sap
(see below). Freeze these samples for later analysis.

A sample of the PEG–agar can also be collected at this
time to use for water potential measurement (see Note 3).

10. Remove mesh and remaining seedlings from the PEG–agar
plate and place on top of the mannitol solution-moistened
cloth (see Fig. 19.1b). Place lids on the trays and spin at
100–150×g for 1.5 min in a refrigerated benchtop cen-
trifuge. In this and subsequent steps, minimize the amount
of time the seedlings are uncovered.

11. Remove from centrifuge and weigh each mesh with
seedlings (fresh weight) (see Note 4). Take care to
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perform this measurement quickly so that the seedlings do
not dry out.

12. Put mesh and seedlings in a 96-well plate lid and add
enough cold water to cover the entire mesh and seedlings
(Fig. 19.1b) and incubate for 8–12 h at 4◦C.

13. Repeat steps 8–12 for each water potential treatment.
Rewet the cloth pieces with the appropriate mannitol solu-
tion each time samples of a different water potential treat-
ment are processed.

14. Prepare trays with moistened cloth again (this time the
cloth is moistened with water since all the seedlings have
been equilibrated with water, squeeze out excess liquid
from the cloth after processing each round of seedlings).

15. Remove mesh and seedlings from water and place into tray
on top of the cloth. Be sure to get all of the seedlings trans-
ferred as some may have come loose from the mesh.

16. Spin at 100–150×g for 1.5 min and reweigh the mesh and
seedlings (hydrated weight).

17. Wrap mesh and seedlings in foil and dry overnight in a
60◦C oven.

18. Weigh mesh and seedlings again (dry weight).
19. Calculate RWC using the following formula:

(Fresh weight–dry weight/hydrated weight–dry weight)
Note that the weight of the mesh is included in all of

the measurements. See Fig. 19.1c for typical relative water
content data.

20. Measure osmotic potential. Freeze and thaw the seedlings
and grind with a microfuge pestle. Spin down the insoluble
cell debris and measure the osmotic potential of the cell sap
following the instructions for the instrument in use. See
Fig. 19.1c for typical osmotic potential data. We typically
collect one sample for osmotic potential measurement from
each treatment but perform several replicate measurements
of that sample to improve the accuracy of the data.

21. The RWC data are then combined with the osmotic poten-
tial to calculate the osmotic potential at full hydration
(osmotic potential100 = osmotic potential × RWC) and
overall osmotic adjustment. Because a range of PEG con-
centrations were tested, the osmotic potential100 can be
used to generate a regression line. The slope of this line
gives the amount of osmotic adjustment (in MPa · MPa−1).
The osmotic adjustment in megapascals can then be con-
verted to solute concentration using the van’t Hoff equa-
tion [ψ s = −RTC, where ψ s is the osmotic potential
(MPa); R the gas constant (0.0083143 MPa L/mol/K];
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T the absolute temperature (◦C + 273); and C the molar
solute concentration] (1, 11). Under ideal behavior, a
1 MPa decrease in osmotic potential is equivalent to
an approximately 400 mM increase in solute concentra-
tion. While there may be deviation from ideal behavior
in the concentrated solution inside the cell, this calcula-
tion nonetheless gives us a convenient method to com-
pare the overall amount of solutes accumulated in osmotic
adjustment to the measured concentrations of individual
solutes (2).

Fig. 19.1 shows the osmotic adjustment calculation for two
ecotypes of Arabidopsis: Columbia (Col) and Bensheim (Ben).
These two Arabidopsis ecotypes are essentially identical in both
their RWC and osmotic potential after exposure to a range of
water potential treatments (Fig. 19.1c). Therefore, the calcu-
lated osmotic adjustment was also similar for both ecotypes. For
both ecotypes, there was a linear relationship between osmotic
potential100 and agar water potential over the range of −0.5 to
−1.6 MPa (Fig. 19.1d). The slopes of these regression lines indi-
cated that Col and Ben differed by less than 10% in their osmotic
adjustment. Both accumulated around 50% of the amount of
solutes needed to fully compensate for the decreasing agar water
potential (underlined values in Fig. 19.1d). Note that between
the two highest water potentials tested (−0.2 and −0.5 MPa),
both ecotypes exhibited a very high level of osmotic adjustment,
more than enough to compensate for the decreased water poten-
tial. Consequently, both relative water content and, perhaps, tur-
gor remained high or even increased. Conversely, between the
two lowest water potentials (−1.6 and −2.0 MPa), there was a
more dramatic decrease in relative water content (Fig. 19.1c),
probably a loss of turgor, and a low level of osmotic adjust-
ment (Fig. 19.1d), indicating that the seedlings were reaching
the limit of their ability to adjust to the decreasing water poten-
tial. Note that although these experiments do not directly mea-
sure turgor, the difference between the water potential of the agar
media and the osmotic potential of the seedlings indicates the
possible magnitude of turgor in the seedlings. It must be taken
with some caution however as it assumes water potential equi-
librium between the seedlings and the agar media (which can be
true as long as transpiration is minimal) and can be affected by
even small changes in the water potential of the media. Over-
all, by using this type of analysis, it is possible to very precisely
define the osmotic adjustment and osmoregulatory properties of
Arabidopsis seedlings. This is useful in testing mutants and eco-
types hypothesized to differ in osmotic adjustment or other stress
responses.



Proline and Osmotic Adjustment in Arabidopsis 311

3.2. Proline
Accumulation

The ninhydrin-based proline assay has been widely used follow-
ing the procedure described by Bates et al. (12). Proline can be
measured after transfer of seedlings to PEG–agar plates prepared
as described above or as described previously (1). Salt and other
stress treatments as well as exogenous ABA also induce proline
accumulation (but at a lower level than the water stress treat-
ments described here). These treatments can be investigated in
a similar manner by transferring seedlings from control plates to
treatment plates. Because fewer seedlings are needed for proline
assay, the seeds are usually plated on small strips of mesh which
makes moving the seedlings between plates convenient while still
allowing samples to be collected easily. The protocol presented
here describes how to process proline samples in 96-well format
for improved convenience and throughput of the assay.

1. Prepare a rack of library tubes for sample collection by
adding 2–3 grinding balls into each tube that will be used
for sample collection (leave the first row empty as this will
be needed for the standard curve later).

2. Remove seedlings (20–100 mg depending on the expected
proline content) from plate, blot lightly if any liquid is
adhering, and record the fresh weight. Transfer into an
appropriate tube of the 96-well plate and freeze on liquid
nitrogen or dry ice.

3. Extract the samples by adding 400–500 μL of water to
each tube. Grind samples using a bead beater.

4. Spin down the samples using a benchtop centrifuge
(1,000×g or greater for more than 5 min). Transfer an
aliquot (10–100 μL, depending on the expected proline
concentration) of each sample to a glass tube in the alu-
minum sample block (see Fig. 19.2a). If more than one
replicate is to be assayed for each sample, set up more than
one of the aluminum sample blocks. Add water to bring
the total volume in each tube to 100 μL.

5. Set up blank tubes and standard curve from 0.012 to 0.10
μmol of proline (five points assayed in duplicate) in the
first row of the 96-well block. Typically this is done using
varying amounts of a 1 mM proline stock solution.

6. Move the sample block/tubes into a fume hood and add
200 μL of glacial acetic acid followed by 200 μL of acidic
ninhydrin solution to each tube. Cover the tubes with an
adhesive sealing film (the type usually used for PCR plates).

7. Incubate in a 95–100◦C water bath for 1 h (see Note 5).
8. After the tubes have cooled, add 500 μL of toluene to each

using a dispenser bottle (see Note 6). Mix the two phases
either by pipetting up and down or using a microplate
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Fig. 19.2. Ninhydrin-based assay of proline in 96-well format. (a) A plate of proline
samples in a custom-built aluminum sample block and glass tubes shown here after the
incubation at 95–100◦C that completes the reaction of ninhydrin with proline. (b) Proline
standard curve after addition of toluene, mixing and phase separation (from left to right:
0, 0.0125, 0.025, 0.050, 0.075, and 0.1 micromolar proline per tube). A pen is shown for
scale. (c) Representative proline data for Arabidopsis (ecotype Columbia). Seven-day-
old seedlings were transferred from −0.2 to −1.2 MPa at time 0 and then transferred
back to −0.2 MPa at 96 h. Data are means ± SE (n = 3). Note that the control level
of proline is 0.7 μmol/ g FW. Thus transfer of seedlings to −1.2 MPa caused a greater
than 70-fold increase in proline content over the course of 96 h.

stir apparatus. The red color should partition into the top
(toluene) phase (Fig. 19.2b).

9. Transfer 200 μL of the top (toluene) phase to the corre-
sponding well in a glass-coated microplate. Filter tips can
be used to protect the pipettor. It is essential that this trans-
fer be performed without disturbing the interface between
the aqueous and toluene phases. A cloudy appearance of
the samples after transfer means that the aqueous/toluene
interface has been disturbed and the absorbance readings
will be erroneously high.

10. Cover the microplate with clear sealing film (to protect
both experimenter and plate reader from toluene). Read
A515 promptly using a plate reader. After the data are
recorded, the assay tubes and microplate can be cleaned
and reused by rinsing thoroughly with 95% ethanol.

11. Use the standard curve and sample weights to calculate the
amount of proline in each sample.

Typical proline data for experiments where 7-day-old
seedlings are transferred from control plates to −1.2 MPa
PEG–agar plates for 96 h followed by transfer back to
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control conditions is shown in Fig. 19.2c. Proline accu-
mulates steadily after transfer to −1.2 MPa and reaches a
near maximal level by 96 h. One of the advantages of the
PEG−agar plate system is that the water potential is con-
stant over time, thus allowing both the initial response to
stress and longer term, more steady state, responses to be
studied. After transfer back to −0.2 MPa, proline decreases
gradually back to the control level. The seedlings are fully
viable and resume growth after transfer back to −0.2 MPa;
thus the decrease in proline seen is because of its controlled
catabolism. Thus, another advantage of the PEG–agar plate
system is the ability to study both dehydration and rehydra-
tion responses in a controlled manner.

4. Notes

1. PEG–agar plates must be allowed to equilibrate for more
than 12 h before use. Thus, these plates must be prepared
on the fifth or sixth day after transfer of the seeds to the
growth chamber in step 5. It is not recommended to prepare
PEG–agar plates more than 48 h in advance because even
slight drying of the plates can change the water potential
significantly and lead to inconsistent data.

2. PEG should not be autoclaved. Autoclaving changes the
PEG and causes the water potential of the solution to change
(13). Even though the PEG solutions may not be completely
sterile after the PEG is added, we have little or no problem
with contamination as long as plate preparation and seedling
transfer is done inside a laminar flow hood. It should also
be noted that PEG does not behave as an ideal solute, thus
water potentials of PEG solutions cannot be calculated from
the van’t Hoff equation but must instead be determined
empirically.

3. In osmotic adjustment experiments it is advisable to collect
samples of the agar at the end of the experiment to check
that no drying of the media or other problem has occurred
to cause the water potential of the plate to deviate from
the expected value. We find that as long as the PEG–agar
plates are used promptly after they are prepared and are han-
dled in a consistent manner, there is little deviation in the
water potential (within ± 0.1 MPa of the values shown in
Table 19.1). Thus, the check of agar water potential can
be omitted for routine experiments once the experimental
system is well established.
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4. We find that after collecting the fresh weight data, allow-
ing the seedlings to rehydrate for longer than 12 h leads to
inconsistent data, while less than 6 h may not be enough to
fully rehydrate seedlings exposed to the more severe stress
treatments. Timing of the experiments should be planned
accordingly.

5. The proline assay tubes must stay sealed during the heating
step to avoid having water condense inside the tubes.

6. Toluene is volatile and toxic and all procedures using toluene
should be done under a fume hood or in a closed container.
Toluene also attacks most plastics, which necessitates the
use of glass tubes and glass-coated microplates for all steps
involving toluene.
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Chapter 20

Methods for Determination of Proline in Plants

Edit Ábrahám, Cecile Hourton-Cabassa, László Erdei,
and László Szabados

Abstract

Accumulation of proline in higher plants is an indication of disturbed physiological condition, triggered
by biotic or abiotic stress condition. Free proline content can increase upon exposure of plants to drought,
salinity, cold, heavy metals, or certain pathogens. Determination of free proline levels is a useful assay
to monitor physiological status and to assess stress tolerance of higher plants. Here we describe three
methods suitable for determination of free proline content. The isatin paper assay is simple and is suitable
to assay proline content in large number of samples. The colorimetric measurement is quantitative and
provides reliable data about proline content. The HPLC-based amino acid analysis can be employed
when concentration of all amino acids has to be compared.

Key words: Amino acid profile, colorimetric assay, HPLC, isatin, ninhydrin, proline.

1. Introduction

Proline accumulation has been first observed in wilting peren-
nial ryegrass (1) and was later found to be one of the common
physiological responses of higher plants when they are exposed
to a number of environmental stresses (2–5). Proline accumula-
tion has been reported in plants exposed to high salinity (6–8),
drought (9, 10) water stress (11), heavy metals (12, 13), cold
(14, 15), hypoxia (16, 17), UV irradiation (18), and pathogen
infection (19, 20).

Proline has been proposed to act as an important compati-
ble osmolyte and osmoprotective compound, acting as molecu-
lar chaperone in osmotic adjustment and protection of cellular
structures, proteins, and membranes during osmotic stress. Pro-
line can protect proteins by stabilizing their structures and
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preventing aggregation during refolding (21, 22). Proline was
shown to alleviate inhibition of different enzymes by heavy met-
als (23). Proline is considered as a scavenger of reactive oxy-
gen species (ROS) able to reduce the damage of oxidative stress
induced by drought, high salinity, heavy metals, or UV irradiation
(18, 24–26). p5cs1 mutants are deficient in stress-induced proline
accumulation and has higher ROS accumulation, enhanced oxida-
tive damage, and reduced activity of enzymes of the ascorbate–
glutathione detoxification cycle during salt stress, suggesting that
proline is important to protect plant cells against oxidative dam-
age by stabilizing key cellular detoxification mechanisms (27)
Enhanced proline biosynthesis was suggested to stabilize redox
potential and NAD(P)+/NAD(P)H ratios during stress condi-
tions (28).

In higher plants, proline is synthesized from glutamate and
ornithine but the levels of free proline are also controlled catabol-
ically. Proline biosynthesis through the glutamate pathway is
catalyzed by a bifunctional delta-1-pyrroline-5-carboxylate syn-
thetase (P5CS) enzyme that yields pyrroline-5-carboxylate (P5C)
from glutamate in a two-step reaction (29). The intermediate
product P5C is further reduced to proline by the 1-pyrroline-5-
carboxylate reductase (P5CR) enzyme (30, 31). Activity of P5CS
represents a rate-limiting step of proline biosynthesis and is con-
trolled at the level of P5CS transcription and through feedback
inhibition of P5CS by proline (32–34). Recent data suggest that
difference in intracellular compartmentalization of the P5CS1 and
P5CS2 isozymes in Arabidopsis can be important in the control
of proline biosynthesis (27). In the catabolic pathway, proline is
oxidized to glutamate through two steps in the mitochondria.
The first and rate-limiting reaction of proline catabolism is cat-
alyzed by proline dehydrogenase (PDH) that converts proline
to P5C (35, 36). Subsequently, P5C is oxidized to glutamate by
P5C-dehydrogenase (P5CDH) (37, 38). Reciprocal regulation of
P5CS and PDH genes plays a key role in the control of proline
levels during and after osmotic stress (35, 36, 39).

Proline levels can be engineered by modulating either the
biosynthetic or the catabolic pathways in transgenic plants or
mutants. Increasing the rate of proline biosynthesis or blocking
proline oxidation can lead to proline accumulation, while suppres-
sion of proline biosynthesis results in proline deficiency. As P5CS
is the rate-limiting step in proline accumulation, while PDH con-
trols proline degradation, these enzymes (or their coding genes)
were the most common targets of modifications. Overexpression
of the Vigna P5CS gene under the control of the CaMV35S pro-
moter leads to 10–18 times increase in proline levels (40). Over-
expression of the feedback-insensitive mutant of the Vigna P5CS
enzyme (P5CSF129A) leads to a further twofold increase in pro-
line levels (25). Enhanced proline levels lead to increased salt
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tolerance and reduction of oxidative damage. Overexpression of
P5CS genes was used to enhance proline accumulation in other
species such as Petunia hybrida (10) and Medicago truncatula
(41). Antisense expression of proline dehydrogenase in trans-
genic Arabidopsis suppressed proline degradation, leading to pro-
line accumulation and improved salt and cold tolerance (42). On
the other hand, antisense expression of the Arabidopsis P5CS1
gene leads to reduced proline levels which lead to hypersensitivity
to osmotic stress and developmental defects (43). Inhibition of
proline accumulation was achieved in Arabidopsis mutants, where
T-DNA insertions inactivated the P5CS genes (27). Reduction of
free proline levels could be achieved by antisense expression of the
P5CR gene in transgenic soybean plants, which leads to drought
and heat stress hypersensitivity (44).

Although numerous published results confirm the beneficial
effect of proline accumulation in protecting plants during diverse
stress conditions, it is also apparent that proline accumulation
does not represent an exclusive condition for stress tolerance.
The capacity to accumulate proline was not correlated with salt
tolerance in different barley varieties (45). Arabidopsis mutants,
characterized by high proline accumulation, may have enhanced
cold and drought tolerance (46) or can be hypersensitive to salt
stress (47). Under certain conditions, proline is even toxic to
plants. In proline dehydrogenase (pdh) mutants and transgenic
plants expressing antisense PDH cDNA constructs, impaired pro-
line degradation resulted in severe toxicity (48, 49). Therefore,
it is still an open question as to how proline accumulation influ-
ences particular regulatory pathways in complex stress responses
(50, 51). Nevertheless, it is noteworthy that free proline levels are
higher in halophyte species such as Thellungiella halophila than in
closely related glycophyte species (52–55). These results indicate
that high proline accumulation in halophytes can contribute to
adaptation to saline environment.

Data on proline accumulation can therefore provide valuable
information on the physiological status of the plants. Determi-
nation of free proline levels can be a very useful assay to monitor
physiological status and/or stress tolerance of higher plants. Here
we describe three procedures, each with different complexity, to
determine free proline levels. The isatin paper assay is a simple
method and is suitable for testing proline content in large number
of samples. The colorimetric measurement is the standard quanti-
tative method which provides reliable data about proline content.
The HPLC-based amino acid analysis is used when concentration
of all amino acids has to be compared.

1.1. Proline
Determination with
Isatin Paper Assay

Isatin (1H-indole-2,3-dione) was employed as a visualizing
agent giving different colors with amino acids in thin-layer and
paper chromatography (56). Boctor (57) demonstrated that the
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reaction between isatin and proline is suitable to quantitatively
determine the amount of proline in a protein hydrolysate and
biological fluids. Isatin is a highly specific color reagent for the
proline, forming a blue derivative, pyrrole blue. Intensity of the
blue color correlates with proline concentration. The character-
istic blue coloration can therefore be used for rapid determi-
nation of free proline in biological samples. Other amino acids
present in biological samples usually do not interfere with the
result of free proline quantitation. This method is simple, fast, and
is suitable to estimate proline content in large number of samples
(Fig. 20.1). Although not frequently used, utility of proline
determination with isatin has been demonstrated in several papers
(57–60).

Fig. 20.1. Determination of proline levels with the isatin method. (a) Isatin color reaction
series with 0–5 mg/mL proline standard solutions. (b) Testing proline content in different
plant species subjected to 7-week drought. (c) Proline accumulation in wild-type and
p5cs1 mutant Arabidopsis plants treated with saline solutions (0.2 M for 2 or 7 days).
(d) Calibration curve for semiquantitative analysis of proline content.
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1.2. Proline
Determination with
Colorimetric Assay

Proline content of plant tissues can be determined by several
methods. In 1952, Chinard (61) published that at acidic pH, nin-
hydrin can form a red product with proline and ornithine which
can be used for the estimation of the concentration of these amino
acids in pure solution. The ninhydrin-based colorimetric assay has
been improved by Bates (62) more than 30 years ago and became
the standard method for many laboratories to determine proline
content. This assay is simple, reliable, is quantitative, does not
need sophisticated instrumentation or expensive reagents, and has
been tested for numerous plants. The original method have been
modified and downscaled in order to handle higher number of
samples and to use the standard equipment of molecular biology
and biochemistry laboratories (Fig. 20.2).

Fig. 20.2. Determination of proline content by acid ninhydrin method. (a) Calibration curve of the standard proline
solutions. (b) Proline accumulation in 2-week-old wild-type Arabidopsis Col-0 seedlings treated with 100 mM NaCl,
200 mM mannitol, or 10 μM ABA.

1.3. Amino Acid
Determination with
HPLC

The amino acid content of biological samples can be deter-
mined by reverse-phase, high-performance liquid chromatogra-
phy (HPLC) combined with detection by UV and/or fluores-
cent and/or mass spectroscopy. Here, we describe a protocol,
modified from Noctor and co-workers (63), used for fluorescent
detection when amino acids are derivatized with o-phthalaldehyde
(OPA) in the presence of mercaptoethanol, a mixture that reacts
with primary amines to form highly fluorescent products (64).
The HPLC method is more sensitive for detecting a large range of
amino acids than are methods using fluorescamine and ninhydrin
(65). This method is suitable for the detection of imino acids such
as proline and hydroxyproline. In that case, chloramine-T and
sodium borohydride should be added to samples in order to pro-
duce proline and hydroxyproline derivatives that can react with
OPA reagent (66). This method is useful to compare all amino
acid content but needs quite sophisticated instrumentation.
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2. Materials

2.1. Proline
Determination with
Isatin Paper Assay

1. Isatin solution: 1 g isatin dissolved in 100 mL methanol,
2.5 mL glacial acetic acid. Use freshly prepared
solution.

2. Chromatography paper or Whatman 3MM filter paper.
3. Isatin paper: Impregnate chromatography paper or What-

man 3MM filter paper with the isatin solution. Air dry the
impregnated papers on air for 1 h. Papers can be stored in
dark for a few weeks.

4. Ethanol solution (20%).
5. L-Proline: prepare standard proline solutions of different

concentrations (0–5 mg/mL).
6. Microcentrifuge.
7. Oven heated to 90◦C.
8. Scanner or digital camera (optional).

2.2. Proline
Determination with
Colorimetric Assay

1. Sulfosalicylic acid (3%): Dissolve 3 g 5-sulfosalicylic acid
(2-hydroxy-5-sulfobenzoic acid) in 80 mL distilled water
and make up to 100 mL. Solution can be stored at room
temperature for weeks.

2. Acidic ninhydrin: 1.25 g ninhydrin (1,2,3-indantrione
monohydrate), 30 mL glacial acetic acid, 20 mL of 6 M
orthophosphoric acid, dissolve by vortexing and gentle
warming. Solution can be stored at 4◦C for up to 1 week.

3. Phosphoric acid solution (aqueous solution of 85%
orthophosphoric acid).

4. Glacial acetic acid.
5. Toluene.
6. L-Proline.
7. Microcentrifuge.
8. Spectrophotometer.
9. Quartz cuvettes.

2.3. Amino Acid
Determination with
HPLC

1. Cold 100% ethanol.
2. α-Aminobutyrate (120 μM, dissolved in distilled water).
3. Column: C18-Gemini 5μ 110A-250 × 4.
4. HPLC: Beckman Coulter.
5. Analysis software: 32 K Software (System Gold HPLC).
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3. Methods

3.1. Proline
Determination with
Isatin Paper Assay

1. Harvest the samples, measure their fresh weight, and use
approximately 100 mg for a reaction. Alternatively snap
freeze the samples in liquid nitrogen. When necessary, sam-
ples can be stored at −80◦C (see Note 1).

2. Add 20% ethanol (10 μL/mg fresh weight) and grind the
plant material.

3. Centrifuge samples for 5 min at room temperature using
benchtop centrifuge with maximum speed (14,000×g).

4. Drop 10 μL solution to the isatin paper, dry the paper for
30 min.

5. Incubate the isatin paper with dried samples at 90◦C for
20 min to develop the blue color. Intensity of the blue color
correlates with proline content.

6. For recording and for subsequent semiquantitative evalua-
tion, scan or photograph the image. Optional: remove the
yellow color of the isatin paper by washing it in 50% ethanol
for several minutes.

7. Use densitometry to generate semiquantitative data. Freely
available softwares such as ImageJ or NIH Image softwares
are suitable for densitometry and to generate quantitative
data (http://rsb.info.nih.gov/ij).

8. To compare proline content of the samples to a refer-
ence, prepare a proline concentration series in 20% ethanol
(0–5 mg/mL) and perform the isatin reaction with 10 μL
samples as indicated above.

9. Compare color intensities of the samples to the standard
reactions. For semiquantitative measurements, prepare a
calibration curve with the reference reactions, scan the
images, quantitate the intensities, and compare the values
of the calibration curve to the values of the samples.

3.2. Proline
Determination with
Colorimetric Assay

1. Harvest the samples, measure their fresh weight, and use
approximately 100 mg for a reaction. Alternatively snap
freeze the samples in liquid nitrogen. When necessary, sam-
ples can be stored at −80◦C (see Note 2).

2. Add 3% sulfosalicylic acid (5 μL/mg fresh weight) and
grind the plant material. Keep the tubes on ice until fin-
ishing with all samples.

3. Centrifuge samples for 5 min at room temperature using
benchtop centrifuge with maximum speed.
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4. Prepare the reaction mixture in a separate tube: 100 μL of
3% sulfosalicylic acid, 200 μL glacial acetic acid, 200 μL
acidic ninhydrin (see Note 3).

5. Add 100 μL from the supernatant of the plant extract, mix
the tubes well. To avoid high pressure and accidental open-
ing of the tubes in subsequent reaction, you can puncture
the lid of the microcentrifuge tube with a needle.

6. Incubate the tubes at 96◦C for 60 min (see Note 4).
7. Terminate the reaction on ice.
8. Extract the samples with toluene: Add 1 mL toluene to the

reaction mixture, vortex the samples for 20 s, and leave on
the bench for 5 min to allow the separation of the organic
and water phases. Use gloves to handle the tubes during
extraction (see Notes 5 and 6).

9. Remove the chromophore containing toluene into a fresh
tube.

10. Measure the absorbance at 520 nm using toluene as refer-
ence. The proline concentration can be determined using
a standard concentration curve and calculated on fresh
weight basis (usually expressed as microgram per gram FW
or micromole per gram FW).

3.3. Amino Acid
Determination with
HPLC

3.3.1. Extraction of
Amino Acids

1. Freeze 100 mg plant material in liquid nitrogen and grind

2. Transfer the solution into a 2 mL microcentrifuge tube,
mix well, transfer 1 mL into new microcentrifuge tube, and
save the rest for chlorophyll measurement (see below).

3. Add 1 mL of 120 μM α-aminobutyrate (dissolved in dis-
tilled water) and mix well.

4. Incubate the mixture at 70◦C for 5 min.
5. Incubate the mixture at 4◦C for 1 h.
6. Centrifuge in cooled microcentrifuge at 14,000×g for

30 min at 4◦C.
7. Collect supernatants and dispense into 200 μL aliquots.
8. Vacuum dry samples in a SpeedVac for 2 h, then freeze and

store them at −80◦C.
9. For analysis, thaw samples, add 1.2 mL distilled water, and

mix at room temperature for 1 h.
10. Centrifuge in cooled microcentrifuge at top speed and 4◦C

for 30 min.
11. Collect supernatant and centrifuge it as in step 10.
12. Dilute the supernatant 10 times for HPLC analysis.

it in a mortar with cold ethanol.2 mL
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3.3.2. Measurement of
Chlorophyll Content

Use extract from the protocol above (step 2 of Section 3.3.1).
1. Mix 200 μL sample with 1 mL cold ethanol, mix well.
2. Incubate the mixture at 4◦C for 1 h.
3. Centrifuge samples in cooled microcentrifuge at 14,000×g

for 5 min at 4◦C.
4. Collect supernatant and use it to determine chlorophyll con-

tent.
5. Measure the OD of the supernatant in spectrophotometer at
λ645 nm and λ663 nm.

6. Calculate the chlorophyll content as follows:
A663 = A663 ChlA + A663 ChlB
A645 = A645 ChlA + A645 ChlB
where A is the absorbance; ChlA is chlorophyll A; and ChlB
is chlorophyll B.

For each chlorophyll, the absorbance A = εlC, where ε is the
specific absorption coefficient of the chlorophyll considered, l is
the light path, 1 cm, and C is the chlorophyll concentration.

For chlorophyll A, ε values are 82.04 at 663 nm and 17.75 at
645 nm. For chlorophyll B, ε values are 9.27 at 663 nm and
45.6 at 645 nm (with ε expressed in L/g cm).

Ca = 12.7A663−2.63A645

Cb = 22.9A645 – 4.68A663
where Ca is the chlorophyll A concentration and Cb is the chloro-
phyll B concentration, both expressed in mg/L.

3.3.3. High-Performance
Liquid Chromatography

3.3.3.1. Derivatization
with o-Phthalaldehyde
(OPA)

1. OPA powder is dissolved in HPLC-grade methanol in order
to produce a 0.4 M solution (see Note 7).

2. The final derivatization OPA reagent is prepared as follows:
0.9 mL sodium tetraborate (pH 9.5 with NaOH), 0.1 mL
of 0.4 M OPA, 20 μL 2-mercaptoethanol.

3. Equal volumes of OPA reagent and sample are mixed at
room temperature for 1 min for derivatization to occur.

4. Ten microliters of the derivatized sample is immediately
injected into the HPLC column.

3.3.3.2.
Chromatography:

OPA derivatives are separated at room temperature using
sodium phosphate elution buffers.

Buffer A is 20 mM sodium phosphate (pH 6.8): HPLC-grade
methanol 90:10 (v/v). Buffer B is 20 mM sodium phosphate
(pH 6.8): HPLC-grade methanol 40:60 (v/v).

Elution:
0–5 min: 100% buffer A (isocratic step).
5–45 min: linear gradient 0–30% buffer B.
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45–80 min: linear gradient 30–100% buffer B.
80–110 min: 100% buffer B.
110–120 min: linear gradient 100–0% buffer B.

3.3.3.3. Detection Fluorescent derivatives are detected by spectrofluorometer with
excitation at 340 nm and emission 455 nm.

3.3.3.4. Standards Purified amino acids are individually dissolved in 0.1 N HCl to
give 2.5 mM stock solutions that can be stored at −20◦C for
up to 1 month. Two hundred and fifty micromolar solutions are
used for derivatization with OPA and injection. For derivatiza-
tion, equal volumes of OPA reagent and amino acid solution are
mixed at room temperature for 1 min and 10 μL of this mix is
immediately injected into the HPLC column. Samples and stan-
dards can be co-injected to precisely identify each peak in the
elution profiles of the sample.

3.3.3.5. Analysis of
Results

It is important to check that there is a linear relationship between
the amount of standard injected and the fluorescence yield (i.e.,
peak areas) before analyzing the results.

1. Identify sample peaks with reference to standards.
2. Peak areas are quantified using “System Gold Pic Integration

Software.”
3. For each amino acid, content is calculated for 1 mg of fresh

plant material or for 1 μg of chlorophyll (Table 20.1). Alter-
natively, relative amounts of amino acids can be calculated as
percentage of total amino acid content.

4. Notes

1. The isatin method offers a semiquantitative measurement
of proline content, which is not as precise as the ninhydrin
colorimetric method.

2. Determine carefully the fresh weight of samples. If the sam-
ples are wet, drain off as much excess liquid as you can but
do not dry plant samples. Make at least five parallel samples
for each treatment and measurement.

3. Although in the original protocol of Bates, boiling water
is used for the ninhydrin reaction (62), dry heating blocks
adjusted to 96◦C can be employed and it is more convenient
to incubate microcentrifuge tubes. Care should be taken
with the accumulating pressure inside the tubes. Puncture
the tubes, which allows evaporation and prevents high pres-
sure in the tube and opening of the lids.

4. Use rubber gloves when handling the reaction tubes. Nin-
hydrin is very reactive.
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5. As toluene damages the plastic cuvettes, quartz glass cuvettes
should be used to measure absorbance with spectropho-
tometer.

6. Toluene is harmful and highly flammable; handling of
toluene should be done in chemical hood.

7. OPA and derivatization solution must be prepared on the
day of use to avoid loss of fluorescence and filtered through
0.45 μm Millipore filters to avoid column clog up.
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Abstract

Proline is a key factor in plant adaptation to environmental stresses. The �1-pyrroline-5-carboxylate
synthetase catalyzes the first committed step and the rate-limiting step for proline biosynthesis in both
plants and mammals. This enzyme catalyzes the reduction of glutamate to pyrroline-5-carboxylate in two
sequential steps including the phosphorylation and the reduction of its precursor. Several methods were
established to assay P5CS activity but however none of them are fully reliable. Therefore, we developed
a new simple and reliable assay which is based on the quantification of Pi. This assay allowed us to
determine the optimal pH, the apparent Km and Vm of P5CS with regard to ATP and glutamate.

Key words: �1-Pyrroline-5-carboxylate synthetase, proline, gamma-glutamyl kinase activity, glu-
tamic -semialdehyde dehydrogenase activity, enzyme kinetics, water stress.

1. Introduction

The �1-pyrroline-5-carboxylate synthetase (P5CS; EC.
2.7.2.11/1.2.2.41) is a key enzyme involved in the synthe-
sis of the amino acid proline in both mammals and plants. Proline
level is tightly regulated by its de novo synthesis and degradation.
Glutamate, a precursor of proline synthesis in the cytosol, is first
phosphorylated to gamma-glutamyl phosphate, which is then
reduced to glutamate semialdehyde (GSA) by a bifunctional ATP-
and NAD(P)H-dependent P5CS enzyme that consists of two
domains, an N-terminal gamma-glutamyl kinase (gamma-GK)
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Fig. 21.1. �1-Pyrroline-5-carboxylate synthetase catalyzes the first step in proline biosynthesis from glutamate.

domain and a C-terminal GSA dehydrogenase domain (Fig.
21.1) (1–3). GSA spontaneously cyclizes to P5C, which is finally
reduced to proline by the P5C reductase (P5CR). In prokaryotes
and lower eukaryotes like Saccharomyces cerevisiae, the P5CS
activity is carried out by a complex of distinct gamma-GK and
GSA dehydrogenase enzymes.

Besides the fact that proline is essential for primary
metabolism, several other roles have been postulated for this
amino acid in plants. Proline accumulation is a widespread
response to water stress to which it may play a role as an osmolyte.
Proline may also act as a chaperone to protect macromolecules
from degradation (4), as a sink for energy and reducing power (5),
as a transient source of carbon and nitrogen (5), or as a hydroxyl
radical scavenger (6). Upon relief from stress, proline is rapidly
oxidized by the sequential action of two mitochondrial enzymes
proline dehydrogenase and P5C dehydrogenase to produce glu-
tamate.

In this context, development of an accurate, reliable, and
simple method for measuring P5CS activity is of considerable
interest. Several methods have been used to assay P5CS activity.
The most commonly used method involved the incorporation of
labeled glutamate into proline (7, 8). Another method was also
reported based on the P5CS reverse reaction (9). Indeed GSA
reductase activity was measured by phosphate-dependent reduc-
tion of NADP+, using P5C as the substrate.

Here, we describe a new method to measure the specific
P5CS activity based on the quantification of inorganic phosphate.
Indeed, Pi is formed after the phosphorylation of glutamate to
-glutamyl phosphate by the gamma-GK activity of P5CS and its
reduction by the GSA dehydrogenase activity. Pi determination
is based on a malachite green colorimetric assay (10–12). This
method is sensitive enough, requires small amount of biological
material, and does not use any radiolabeled compounds.
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2. Materials

2.1. Plant Material
and Treatments

2.1.1. Plant Material

Arabidopsis thaliana Heynh. ecotype Columbia seeds were sur-
face sterilized and grown on 0.5× Murashige and Skoog (MS)
agar medium (13) in 14-cm-diameter Petri dishes as described
previously (14–16). After an overnight period at 4◦C to break
dormancy, seedlings were grown for 12 days at 22◦C under con-
tinuous light with a luminosity of 60 μmol photons/m2/s.

2.1.2. Treatments Twelve-day-old seedlings were removed from 0.5× MS agar
plates and transferred onto 0.5× MS liquid medium supple-
mented or not with 321 mM mannitol. After 24 h treatment,
seedlings were collected, immediately frozen in liquid nitrogen,
and stored at −80◦C until further analysis.

2.2. P5CS Enzyme
Activity

1. Extraction buffer: 1 mM ethylenediaminetetraacetic acid
(EDTA; Sigma-Aldrich), 5 mM MgCl2, 10 mM dithio-
threitol (DTT; Sigma-Aldrich), 1× protease inhibitor cock-
tail (Roche), 10 mM 3-(N-morpholino)propanesulfonic acid
(MOPS; Sigma–Aldrich), pH 7.5 (see Note 1). Prepare
freshly and store at 4◦C.

2. Activity buffer: 1 mM EDTA, 50 mM KCl, 3 mM MgSO4,
10 mM MOPS (pH 7.5). Prepare freshly and keep at 4◦C.

3. Solution of ammonium heptamolybdate: Add carefully 32
mL H2SO4 to 100 mL H2O on ice under a fume hood.
Dissolve 3.7 g ammonium molybdate (Sigma-Aldrich) in 50
mL H2O. Mix the two solutions and add H2O qsp 200 mL.
Store at room temperature away from light.

4. Solution of malachite green: Dissolve 1 g polyvinyl alcohol
in 50 mL H2O. Filter the solution and add 18.5 mg mala-
chite green (Sigma-Aldrich) to it. Mix well and store in dark
at room temperature.

5. NADPH (20 mM), 50 mM ATP, and 200 mM DDT are
freshly prepared in water for each experiment and kept at
4◦C.

6. Glutamate (1 M) is prepared in water and stored as single-
use aliquots at −20◦C.

3. Methods

The gamma-glutamyl phosphate is a labile intermediate that
requires P5CS phosphorylation and reduction activities to be
tightly coordinated (Fig. 21.1). This feature was not taken into
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account in previous studies, which might explain why P5CS activ-
ity assays were so elusive. Therefore, this P5CS assay was based on
both kinase and reductase activities.

The success of this method most probably depends upon the
concurrent and nonlimiting provision of both ATP and NADPH
in order to avoid any restriction in either the kinase or the reduc-
tase activity of P5CS. This assay is specific and sensitive enough
for measurement of P5CS activity in plant tissue.

3.1. P5CS Soluble
Extract

1. Arabidopsis leaves or roots (from 0.5 g up to 1 g fresh mat-
ter) are ground in a mortar at 4◦C in 2 mL of extraction
medium.

2. The homogenate is centrifuged at 20,000×g for 15 min at
4◦C.

3. The supernatant is then recovered and centrifuged again at
154,000×g for 30 min at 4◦C.

4. The supernatant is desalted by elution through a PD10 col-
umn (GE Healthcare) pre-equilibrated with activity buffer
at 4◦C.

5. Protein content is determined according to Bradford (17)
using BSA as standard.

3.2. P5CS Activity
Measurement

1. For each sample, four time points should be prepared with
or without glutamate.

2. The reaction mix is prepared as follows: 60 μg protein,
activity buffer pH 7.5, 10 mM DTT, 0.5 mM NADPH,
30 μL antiphosphatase inhibitor cocktail (Sigma-Aldrich),
and 60 mM glutamate mix if needed (see Note 2).

3. ATP (2.5 mM) is added to start the reaction, the final vol-
ume of the reaction mix being 1 mL (see Note 3).

4. For one sample, the reaction is incubated for 0, 10, 20, or
30 min at room temperature.

5. For each time point, 100 μL of the reaction is removed
and put in a tube containing 700 μL water and 200 μL
ammonium heptamolybdate solution in order to stop the
reaction.

6. When all the reactions are stopped, 200 μL malachite green
solution is added. The mix is incubated at room tempera-
ture during 30 min in order to reveal Pi.

7. Pi released from the P5CS activity is measured at 623 nm
with a spectrophotometer.

8. P5CS activity is assessed by calculating the difference
between the amount of Pi released in the presence and
in the absence of glutamate. The amount of released
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Pi is obtained from a standard curve obtained with
0–40 nmol Pi using a 50 μM dipotassium phosphate solu-
tion incubated for 30 min in the phosphate coloration
buffer (see steps 4–6). The P5CS activity is expressed in
μmoles released Pi per hour per gram of fresh weight (see
Note 4).

9. For the determination of the optimal pH of the P5CS activ-
ity, 60 mM MES in a range of pH from 6 to 6.5, 60 mM
MOPS for pH up to 7, and 60 mM Bicine buffer for higher
pHs were used. The pH of the activity buffer was mea-
sured before and after the reaction. As shown in Fig. 21.2,
an optimum pH was observed at 7.5 in mannitol-treated
seedlings.

Fig. 21.2. P5CS activity shows an optimal pH activity at 7.5 with soluble proteins
extracted from 12-day-old Arabidopsis leaves.

10. To characterize P5CS enzymatic properties, detailed
kinetic studies were undertaken. The initial rates for Pi for-
mation were determined as a function of ATP concentra-
tions, while glutamate substrate concentration was fixed.
As seen in Fig. 21.3, using the Eadie–Hofstee transforma-
tion of the substrate concentration vs. reaction velocity, we
determined an apparent Km of 1.5 mM for ATP.

11. The effect of substrate concentration on velocity was ana-
lyzed. As observed in Fig. 21.4, the velocity of the reac-
tion increases dramatically as the glutamate concentration
increases. From these plots, we concluded that the P5CS
enzyme from mannitol-treated plants is characterized by
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Fig. 21.3. Km and Vm values of P5CS for ATP. Enzyme activity was assessed with soluble
proteins from 12-day-old Arabidopsis leaves treated for 24 h with 321 mM mannitol. In
the inset is presented Eadie–Hofstee transformation of the substrate concentration vs.
reaction velocity (v) to measure the Km for the hydrolysis of ATP catalyzed by P5CS.
Reaction velocity was plotted against velocity divided by substrate concentration (v/[S])
and linear regression analysis performed.

Fig. 21.4. Km and Vm values of P5CS for glutamate. P5CS activity was assayed from
Arabidopsis seedlings treated for 24 h with either MS/2 medium (NT) or 321 mM manni-
tol. In the inset is presented Eadie–Hofstee transformation of the substrate concentration
vs. reaction velocity (v) to measure the Km for glutamate as indicated in Fig. 21.3.



P5CS Enzyme Assay 339

an apparent Km of 8 mM and a maximum rate of reac-
tion (Vmax) of 32,000 nmol Pi/h/g FW for glutamate.
A lower Vmax for P5CS, 23,000 nmol Pi/h/g FW for
glutamate, was observed from extracts isolated from non-
stressed plants, while the Km of the enzyme was not statis-
tically different from the nontreated one.

4. Notes

1. This method is based on the determination of Pi. Contami-
nation by phosphate should be prevented in all steps. There-
fore, gloves should be worn in all steps of the protocol and
all solutions should be prepared in ultrapure water.

2. It is essential to wash all the tubes with Decon Decomatic
(Decon Laboratories Limited) and to carefully rinse them
with ultrapure water to avoid any phosphate contamination.
Another possibility is to use disposable crystal tubes, at least
for the enzymatic assay.

3. After each step, vortex to mix well.
4. It is more accurate to express P5CS activity in μmoles Pi per

hour per gram of fresh weight in plant samples subjected to
water stress. It is also possible to express data in μmoles Pi
per hour per mg of proteins.
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Chapter 22

Extraction and Analysis of Soluble Carbohydrates

Niels Maness

Abstract

Soluble sugars are a universal component of most living organisms and a fundamental building block in
biosynthetic processes. It is no wonder that both qualitative and quantitative changes in carbohydrates
often accompany plant’s responses to stress. Depending on the speed of onset of stress, plant tissues can
exhibit rapid and very site-specific shifts in their soluble carbohydrate pool – rapid and precise tissue col-
lection and stabilization are necessary if analytical results are to truly represent the sugar composition at
the instant of harvest. Since soluble carbohydrates are, by definition, soluble in the cell’s aqueous envi-
ronment, they may be analyzed directly from liquids obtained from plants or they may require extraction
from the plant matrix. During extraction and prior to analysis, steps should be taken to avoid change
in form or quantity of sugars by endogenous active enzyme conversion or by contaminating microbial
growth. Many procedures for soluble sugar analysis exist; the choice of the most appropriate analyti-
cal protocol is ultimately dictated by the depth of information required to substantiate findings for a
particular purpose.

Key words: Colorimetric sugar assay, glucose, GC, fructose, fructan, HPLC, soluble sugars,
sucrose, starch.

1. Introduction

Soluble carbohydrates are perhaps the most fundamental
metabolic pool in plants. Derived from carbon dioxide during
the dark reaction of photosynthesis and utilized as precursors
for numerous compounds required to maintain plant health and
even signaling molecules for stress-induced source–sink response
(1), soluble carbohydrates indeed play a substantial role in higher
plant development. Localized changes in quantity and form of
soluble carbohydrates are often associated with plant stress. These
changes may be due to increased or decreased sugar biosynthe-
sis, conversion of starch or other storage forms to soluble sugars,
breakdown of cell wall polysaccharides, and/or changes in the
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rate of sugar transport. Some transgenic plants accumulate sugar
alcohols which are thought to increase cell osmotic potential and
increase stress tolerance (2).

In order to validate and document the interaction of soluble
sugar content with plant stress interaction, plant tissues must first
be stabilized so that further changes in sugar quantity or iden-
tity are not imposed during tissue harvest. Sugars must then be
extracted from the plant tissue in a stable form, at high enough
concentration to accommodate the analytical procedure. Sugar
identity and quantity can then be determined by a number of
analytical techniques. This chapter will attempt to outline vari-
ous methods used for soluble sugar determination from a vari-
ety of plant tissue types, highlighting techniques applicable for
sample acquisition and stabilization, sugar extraction, and sugar
analysis. Although the focus of this chapter is on soluble sugars,
some methods for starch and fructan extraction and analysis are
included since these oligomers/polymers may be hydrolyzed in
response to stress and thus change the soluble sugar pool in given
higher plant tissues.

2. Materials

2.1. Sample
Acquisition and
Stabilization

1. Liquid samples can be obtained directly from very high
water tissues (fruits and fruit vegetables) by homogeniz-
ing or otherwise expressing liquid from a pre-cooled sam-
ple (see Note 1). Common homogenizers include Waring R©
blenders (Waring Corp., Torrington, CT), Omni Mixer
homogenizers (Omni International, Marietta, GA), and
Polytron probe (Brinkmann Instruments, Inc., Westbury,
NY). Ground samples may be filtered through one to several
layers of Miracloth R© (Calbiochem; EMD Chemicals, Inc.,
La Jolla, CA) or through a clean sintered glass funnel, or may
be obtained as a supernatant following centrifugation. Low-
volume juice samples (vascular exudates, etc.) may be col-
lected into pulled borosilicate glass capillary tubes (see Note
2), sealed, and frozen with liquid nitrogen (3).

2. Common lyophilizers for medium to large samples include
cabinet-type systems with shelf temperature control (Mill-
rock Technology, Inc., Kingston, NY) or manifold systems
(Labconco Corp., Kansas City, MO). Cabinet-type systems
are best suited for drying tissues, while manifold systems are
best suited for drying liquids. Small-volume liquid samples
may be lyophilized using a centrifugal lyophilizer such as a
Speed Vac R© (Savant, Farmingdale, NY).

3. Mechanical convection ovens should maintain high air flow
for rapid temperature transfer into a tissue at 90◦C. Oven
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temperature should not exceed 95◦C. Samples should be
placed inside a labeled heat-resistant container (paper bags
are appropriate) and then immediately into the forced draft
oven at 90◦C (see Note 3) for no longer than 90 min.

2.2. Sample
Homogenization and
Sugar Extraction

1. Liquid samples may not require further treatment prior
to analysis except appropriate dilution and filtration, or
lyophilization if further stabilization is desired. If enzyme
inactivation is desired, heat a known volume of the sample
to not higher than 95◦C for no longer than 60 min.

2. If tissue samples preserved by freezing are to be processed
without lyophilization, they may be pre-processed for extrac-
tion by powdering or directly homogenized with a wet
grinder. Tissue powdering is done using a ceramic mortar
and pestle (Coors Tek, Golden, CO) with the mortar bowl
on dry ice or in a shallow dry ice:acetone bath. Frozen tissues
may be directly homogenized in extraction solvent [water
(see Note 4) or ethanol (see Note 5)] with one of the wet
grinders indicated in Section 2.1, step 1. Sample:solvent
ratio should be 1:10 (w/v) to accommodate adequate grind-
ing. Grinding may be done directly in the same centrifuge
tube used for extraction. Sonication can be achieved by plac-
ing the grinding vessel into a sonication water bath or by
placing a clean sonication probe into the ground sample
(Branson, Danbury, CT) while it is held on ice.

3. Dry tissues are typically ground to a fine powder prior to
extraction. If tissue pieces are small enough (or can be readily
broken by hand to obtain smaller pieces) to pass through the
opening of a UDY cyclone mill (UDY Corp., Fort Collins,
CO), they can be ground in one step to pass a 1-mm screen
(see Note 6). If samples are too large to pass through the
cyclone mill opening, they may need to be reduced in par-
ticle size. Waring-type blenders (Waring Corp., Torrington,
CT) or a Wiley mill (Thomas Scientific, Swedesboro, NJ)
may be used for small sample quantities; Hammer mills
(Schutte-Buffalo Hammer Mill, LLC, Buffalo, NY) may be
used for larger sample quantities.

4. If the sugar content of a high oil substrate [10% (w/w) oil
or higher] is to be measured, oil should first be removed
with diethyl ether (see Note 7) and then sugars can be
extracted quantitatively with the solvent of choice. Use a
Waring blender (Waring Corp., Torrington, CT) to pre-
grind the sample in three bursts of not more than 20 s each.

5. A refluxing tube (pulled glass or a long Pasteur pipette)
can be inexpensively fit into a rubber stopper to fit a 50-
mL centrifuge tube or through a silicon insert to fit the
inside of an open top, screw-on lid for a 2 dram vial to
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accommodate ethanol vapor re-condensation during boiling
ethanol extraction (see Note 8). Vapors from boiling ethanol
are cooled during travel up the tube enough to re-condense
into a liquid. Liquid ethanol then drips back into the extrac-
tion system.

6. If determination of both soluble sugar and starch concentra-
tion is desired on the same sample, the pellet from ethanol
sugar extraction (but not water extraction) can be used for
starch determination (see Note 9).

7. A mixture of 2% (w/v) amyloglucosidase and 0.5% (w/v) α-
amylase (Sigma Chemical Co., St. Louis, MO) is prepared in
0.1 M sodium acetate buffer (pH 4.5). If stored at 4◦C, this
reagent is stable for at least 1 week. Commercial amyloglu-
cosidase preparations may contain substantial glucose which
necessitates co-incubation and analysis of a blank with each
set of starch hydrolysates to correct for the contaminating
glucose in each determination.

2.3. Sample Analysis 1. Soluble sugars may be concentrated by evaporation of a
known volume of the extraction solvent. This is done typi-
cally in vacuo with a Speed Vac R© (Savant, Farmingdale, NY)
but can be done under a steam of nitrogen gas. Typically the
sample is brought to dryness and may be stored in a freezer
prior to analysis (see Note 10).

2. Sample dilution should be done just prior to analysis (see
Note 10). Assure that liquids are equilibrated to room tem-
perature prior to dilution since liquid density is impacted
by temperature. Following dilution in water, samples should
not be stored for more than 5 days at 4◦C prior to analysis.

3. If a non-hydrolyzing colorimetric reducing sugar assay via
Nelson–Somogyi reagent or a similar assay is used and both
reducing and non-reducing sugars are to be quantitated, the
assay should be performed on one sample without pretreat-
ment to account for resident reducing sugars, then non-
reducing sugars (disaccharides, oligosaccharides, or polysac-
charides) are converted to monomeric reducing sugars, and
the assay is redone (see Note 11). Nelson–Somogyi reagents
are prepared as follows:
A) Prepare copper reagent in three steps:

Reagent A: Dissolve 100 g sodium sulfate, 12.5 g anhy-
drous sodium carbonate, 10 g sodium bicarbonate,
and 12.5 g sodium potassium tartrate in 400 mL water
and bring to 500 mL volume. If the solution is cloudy,
filter through Whatman no. 1 filter paper.

Reagent B: Dissolve 3 g copper sulfate pentahydrate in
5 mL water, add one drop of concentrated sulfuric
acid, and bring to 20 mL volume.
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Copper working solution: Add 4 mL of reagent B to
96 mL of reagent A. This solution is stable for at least
3 weeks at room temperature.

B) Prepare arsenomolybdate reagent in three steps:
Dissolve 25 g ammonium molybdate in 400 mL water

and add 25 mL concentrated sulfuric acid and mix.
Dissolve 3 g sodium arsenate heptahydrate in 25 mL

water.
Add the sodium arsenate heptahydrate solution to the

ammonium molybdate solution and bring to 500 mL
volume. Heat at 50–60◦C to dissolve completely, if
necessary. This stock solution is stable for at least
2 weeks at room temperature.

Arsenomolybdate working solution: Dilute the above
stock solution 1:5 with water just prior to use. This
working solution is stable for 1 week at 4◦C.

4. If a hydrolyzing colorimetric assay is used (anthrone), no
distinction between monomeric reducing sugars and other
linked sugars can be made; results reflect total sugar and
approximate weight of linked carbohydrates cannot be deter-
mined.

Prepare anthrone reagent by mixing 100 mg anthrone
with 100 mL ice-cold 72% sulfuric acid. Store anthrone
reagent in the dark at 4 ◦C. This solution is stable for up
to 2 months.

5. Enzymatic sugar assays give more specific information about
reducing and non-reducing sugars because enzymes are spe-
cific to individual sugars (see Note 12). Like colorimet-
ric assays, they usually require only a spectrophotometer
as analytical equipment. If disaccharides, oligosaccharides,
or polysaccharides are of interest, in most cases they must
be hydrolyzed to monosaccharides to accommodate analysis
(see Note 11). The enzymatic analytical method described
in Section 3 uses a Boehringer Mannheim/R-Biopharm
test combination for sucrose/glucose/fructose for approx-
imately 20 assays.

Enzyme substrates and buffers required for analysis are
prepared as follows:
a) Solution 1 contains 0.5 g lyophilisate of citrate buffer and

720 U of invertase (β-fructosidase); once diluted with 10
mL redistilled water (see Note 18), the solution should
have a pH of 4.6 and is stable for 4 weeks at 2–8◦C. Solu-
tion should be brought to room temperature before use.

b) Solution 2 contains about 7.2 g of powder comprised
of triethanolamine buffer, 110 mg NADP, 260 mg
ATP, and magnesium sulfate; once diluted with 45 mL
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redistilled water, the solution should have a pH of 7.6
and is stable for 4 weeks at 2–8◦C. Solution should be
brought to room temperature before use.

c) Suspension 3 contains about 1.1 mL suspension of 320 U
of hexokinase and 160 U of glucose-6-phosphate dehy-
drogenase. This suspension is used undiluted and is stable
for 3–4 weeks at 4◦C.

d) Suspension 4 contains about 0.6 mL suspension of 420
U of phosphoglucose isomerase. This suspension is used
undiluted and is stable for 3–4 weeks at 4 ◦C.

6. Gas chromatographic sugar assays require that monosaccha-
rides be first derivatized to make them volatile. Common
procedures are trimethylsilylation (TMS) (4) or formation of
alditol acetates (5). TMS sugars chromatograph as multiple
peaks of repeatable relative responses; alditol acetates chro-
matograph as single peaks. For most plant tissues inositol
is an acceptable internal standard. Disaccharides, oligosac-
charides and polysaccharides must first be methanolized to
monosaccharide constituents and then derivatized. Polysac-
charide sugar linkages vary in susceptibility to cleavage; con-
ditions which result in quantitative conversion for α-1,4-
glucose may not be sufficient for quantitative conversion of
β-1,4-glucose or of uronic acid linkages.
A) Methanolic HCl preparation: To 10 mL HPLC grade

methanol, add 2.1 mL acetyl chloride drop-wise with
vigorous stirring. Store in securely capped vials in
2–5 mL aliquots in a freezer; allow solution to warm to
room temperature before opening. Solution is stable for
3 weeks stored frozen or 1 week at room temperature.

B) Trisilylation reagent: Prepare a 1:1:5 (v/v/v) mixture of
hexamethyldisilazane:trimethylchlorosilane:pyridine [or
dilute TriSil (Pierce Chemical Co., Rockford, IL) with
dry pyridine].

7. The various high-performance liquid chromatography
(HPLC) procedures used for sugar analysis can be cate-
gorized by separation and/or detection requiring moder-
ate pH versus those which require high pH (pH 11 or
higher). HPLC is suitable for monomeric to polymeric sugar
analysis. Most sugar columns operating at moderate pH
are packed with cation exchange resin and may use water,
acetonitrile:water, or dilute buffer as mobile phase. Guard
columns typically last for up to 300 injections for most sam-
ple types (6). Ethanol extracts may be injected directly onto
these columns after appropriate dilution. Bio-ethanol yields
can be assessed along with soluble sugar residue in a sin-
gle injection. Most detectors are non-selective (refractive
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index or light scattering), vary in sensitivity, and may not be
suitable for mobile phase gradients. Sugar columns operat-
ing at high pH via varying sodium hydroxide concentra-
tions in the mobile phase (see Note 13) separate sugars
based on ion exchange. The molarity of sodium hydroxide
impacts mobile phase pH, which in turn impacts the degree
of protonation of sugar hydroxyl groups. Guard columns
tend to last for over 300 injections unless samples con-
tain a high amount of particulates. Ethanol extracts must
be dried and re-dissolved in water or mild buffer solution
prior to injection (see Notes 10 and 14). Detection is typ-
ically by pulsed electrochemical detection (PED). With the
appropriate wave form, PED can be selective for sugars and
is more sensitive than refractive index. Gold working elec-
trodes may be purchased in disposable or non-disposable
styles – non-disposable electrodes are most economical for
common sugar analyses. Most monosaccharide/disaccharide
separations can be done isocratically; larger oligomeric or
polymeric carbohydrates usually require a gradient of either
increasing sodium hydroxide concentration or increasing
buffer salt concentration, with sodium hydroxide concen-
tration held constant.
A) Removal of phenolic compounds with a C18 Sep-Pak R©

(Waters Associates, Milford, MA) syringe cartridge:
a) Precondition cartridge by applying at least 2 mL of

HPLC methanol through the cartridge.
b) Equilibrate cartridge with at least 4 mL water, then

blow out remaining water with air from an empty
syringe.

c) Apply extract in water and rinse with one to two addi-
tional volumes of water.

d) Utilize the cartridge effluent for sugar analysis.
B) Potential waveform for pulsed electrochemical detection

of carbohydrates:

Time (s) Potential (V) Integration

0.00 0.05

0.20 0.05 Begin
0.40 0.05 End

0.41 0.75
0.60 0.75

0.61 −0.15
1.00 −0.15
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3. Methods

Within any given plant tissue, soluble sugars are in a state of flux
with various metabolic cycles and with storage pools. It is impor-
tant to separate the tissue of interest and stabilize it as rapidly
as possible to preserve the sugars in the form and quantity they
were in at the instant of harvest. Metabolism may be suspended
by freezing or stopped by heat inactivation; dense tissues may
need to be dissected to allow rapid thermal penetration. Solu-
ble sugars in certain high water tissues or plant exudates may be
directly analyzed following particulate removal via centrifugation
or filtration. More frequently, sugars are extracted from frozen or
dried tissues using water or ethanol. Tissues are first ground (non-
dried tissues are powdered while still frozen or ground with wet
grinders in extraction buffer; pre-dried tissues are ground with
dry mills prior to extraction) and then extracted with the appro-
priate solvent. Multiple extractions are necessary for quantitative
sugar recovery. If sugar content of high oil tissues [5–10% (w/w)
oil or higher] is to be determined, lipids can first be extracted
with diethyl ether (see Note 7) and then sugars can be extracted.
Extraction with boiling 95% (v/v) ethanol allows extraction of
soluble sugars and subsequent hydrolysis and analysis of starch
content. For extraction of oligomeric sugars such as fructans,
ethanol concentration should be reduced to no more than 70%
(v/v) ethanol.

The depth of information needed in the determination of sol-
uble sugars impacts the choice of an analytical protocol. Rela-
tively simple colorimetric assays can be used to evaluate concen-
tration of reducing and non-reducing sugars, but these assays do
not provide information regarding individual sugar concentration
and tend to be less sensitive than other assays. Enzymatic assays
provide specific sugar concentration and require the use of rela-
tively inexpensive laboratory instrumentation but require multiple
readings to evaluate sugar concentration and can be labor inten-
sive. Gas chromatographic assays provide information regarding
numerous sugars in a single run and are sufficiently sensitive
for most applications but require sample derivatization prior to
analysis and may not be appropriate for quantitative analysis of
oligomeric sugars. Absolute quantization of all sugars may be dif-
ficult to achieve because sugar derivatization may be incomplete
for certain sugars. HPLC allows sensitive characterization of the
presence and quantity of numerous sugars in a single run; most
detectors do not require derivatization of sugars prior to injec-
tion and separations may be optimized to evaluate concentration
of monomeric to oligomeric sugars if the appropriate extraction
solvent was used.
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3.1. Sample
Acquisition and
Stabilization

1. Samples acquired in liquid form should be cooled on ice (see
Note 1) prior to juice acquisition to slow metabolic conver-
sions. To assure homogeneity in sugar content, pre-cooled
tissue samples of adequate size to be representative of the
tissue in question can be weighed and then ground with a
blender to release cellular liquids. Maintenance of cold tem-
peratures during grinding is essential to avoid excessive sugar
metabolic conversion; a Waring R© blender must be placed
inside a cold room, whereas the container with sample for
Omni Mixer or Polytron grinding may be placed into an
ice bath to maintain cold sample temperature. Juice samples
of a known volume can be obtained as filtrates or as super-
natants after centrifugation (3,000–10,000×g is sufficient)
and should be either immediately analyzed or placed inside
a sealable plastic ampoule and frozen with liquid nitrogen,
then stored inside a freezer (–20◦C minimum, –80◦C rec-
ommended). Frozen liquid samples can be further stabilized
by heat treatment or with lyophilization. If lyophilization is
to be conducted, shell freezing increases surface area and
decreases drying time.

2. Samples acquired in solid form should be excised with a
clean, sharp instrument and then stabilized by rapid freez-
ing with liquid nitrogen and stored in a freezer as indicated
for liquid samples or heat inactivated, dried (see Note 3),
and then stored inside a freezer to await dry grinding and
extraction. Tissues should be dissected into smaller pieces
(1–3 cm) to allow rapid thermal transmission through the
tissue. Frozen tissue samples may be directly homogenized
and extracted or lyophilized and stored frozen to await dry
grinding and extraction. Prior to extraction, samples should
be removed from the freezer and allowed to thaw to room
temperature prior to opening of the storage container to pre-
vent moisture condensation onto the tissue surface. Since
enzymes may still be active, tissue processing is continued
soon after thawing.

3. Non-liquid samples to be preserved by heat should be held
at 90◦C for a maximum of 90 min (minimum of 60 min) to
stop enzymatic sugar conversion in the tissue and then dried
at 70◦C or lower for an additional 12–36 h to a constant
weight (see Note 3). Prolonged tissue exposure to 90◦C
beyond 90 min can cause complexation reactions of sugar
with other tissue components (especially proteins and phe-
nolic compounds) and should be avoided. Samples should
be stored in a freezer after drying to await dry grinding and
extraction.
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3.2. Sample
Homogenization and
Sugar Extraction

1. Frozen samples can be pre-ground to a powder in the frozen
state or they may be ground in extraction buffer with a wet
homogenizer. Tissue powdering is conducted on a cold sur-
face to maintain the tissue in a frozen state throughout the
powdering process to prevent excessive tissue water thaw,
which would cause a change in the form of the powder to a
gum. If the entire sample were weighed just prior to freez-
ing, it can be quantitatively transferred into an extraction
container using a small volume of extraction buffer. Frozen
tissues may also be placed into extraction solvent [water (see
Note 4) or ethanol (see Note 5)] and homogenized with
a wet grinder. The homogenizer should be rinsed with a
minimal volume of grinding solvent back into the ground
sample to accommodate quantitative sugar recovery and pre-
vent contamination with the next sample. If water is used
as extraction solvent, an additional rinse with 95% ethanol
helps prevent protein or microbial contamination between
samples.

2. Pre-dried samples are ground to a fine powder with a UDY
mill (UDY Corp., Fort Collins, CO) prior to extraction.
After grinding, the samples are either immediately extracted
or stored frozen inside a brown bottle.

3. For “typical” reducing and non-reducing soluble sugars
(monomeric and most dimeric sugars), boiling 95% (v/v)
ethanol serves as the extraction solvent. Accurately weigh
100–400 mg dry ground or frozen wet sample into a round–
bottom, plastic 50-mL centrifuge tube. Add 15–20 mL 95%
(v/v) ethanol, cap with a one-hole rubber stopper equipped
with a glass reflux tube (see Note 8), mix and place into a
water bath set at 85◦C. Observe liquid for initiation of boil-
ing and incubate in boiling ethanol for 20 min. Uncap tubes
and centrifuge at 10,000×g for 10 min. Decant the super-
natant into a volumetric flask and repeat extraction three
more times. If determination of starch content is desired,
after decanting the fourth 95% (v/v) ethanol supernatant
into the volumetric flask, proceed with starch digestion or
overlay the centrifugal pellet with 95% (v/v) ethanol, cap
the tubes with a rubber stopper, and store at 4◦C for up
to 2 weeks. The ethanol extracts can be held at room tem-
perature for up to 2 weeks prior to analysis; storage at 4◦C
helps prevent ethanol evaporation during storage. This pro-
cess can be easily scaled down to a 2 dram vial (see Note
8), using 20–80 mg of sample and 4 mL extraction sol-
vent and decanting the extraction supernatant into a 20- or
25-mL volumetric flask. Water can be used for extraction
of soluble sugars using the same basic procedure outlined
above except that the samples are incubated at 60◦C rather
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than 85◦C, centrifugal speeds of 20,000–30,000×g (rather
than 10,000×g for the ethanol procedure) are necessary for
an equivalent pellet, and samples should be stored for no
more than 5 days at 4◦C prior to analysis. Since starch may
be partially solubilized during water extraction, the pellet
after water extraction is not suitable for subsequent starch
determination.

4. Starch determinations should be done on samples after sol-
uble sugar removal [sugar removal should have been done
with 95% (v/v) ethanol]. If samples were overlaid with
ethanol, uncap and evaporate the ethanol prior to proceed-
ing (see Note 9). Add 10 mL water to samples in a 50-mL
centrifuge tube (2 mL water for samples in 2 dram vials)
and mix. Include two or three blank tubes, handled exactly
the same as those containing sample. Incubate the samples
at 90◦C with intermittent mixing for 30 min to gelatinize
starch. Allow samples to cool to room temperature, then
add 10 mL of 0.2 M sodium acetate, pH 4.5 (2 mL for
2 dram vials). Add 1 mL of amyloglucosidase and α-amylase
(200 μL for 2 dram vials), mix well, and stopper tubes. Incu-
bate at room temperature for 1–2 h to allow α-amylase to
pre-digest the gelatinized starch, then incubate at 55◦C for
16–24 h (see Note 15). Allow tubes to cool and then cen-
trifuge at 30,000×g for 10 min. Decant supernatant into a
volumetric flask (volume may be the same as for sugar extrac-
tion or it may differ depending on the amount of starch in
the tissue), add 10 mL water (2 mL for 2 dram vials) to the
pellet, mix well, and incubate at 60◦C for 10 min. Repeat
centrifugation and re-extract with water two more times.
Bring volumetric flasks to volume with water and store the
starch extracts and blanks at 4◦C for up to 5 days to await
analysis.

5. If co-analysis of fructans with soluble sugars is desired, use
of 70% (v/v) ethanol with 0.05% calcium carbonate (to
prevent pH drop during extraction) as extraction buffer is
common. Perform extractions while boiling as indicated in
Section 3.2, step 3 for 95% (v/v) ethanol extraction. Bring
solution to volume with 70% (v/v) ethanol.

6. If the sugar content of a tissue containing more than
10% (w/w) of oil is desired, lipid extraction of the tis-
sue should precede sugar extraction (see Note 7). Grind
with a Waring R© blender, place the ground material on a
clean, flat surface, and separate out any particles greater than
1 mm. The remainder of the sample can then be accurately
weighed (target weight depends on expected sugar content)
and extracted with diethyl ether (ratio of 1:10 for sample
weight versus diethyl ether volume) with stirring for 20 min.
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Centrifuge at between 3,000 and 10,000×g and decant
supernatant into a clean, pre-weighed container. Repeat the
extraction three more times for quantitative oil removal.
Evaporate diethyl ether from the extract and weigh the con-
tainer for gravimetric oil content determination. Completely
evaporate diethyl ether from the sample residue and proceed
with sugar extraction as described in step 3 of this section.
If boiling 95% (v/v) ethanol is used as extraction solvent,
starch analysis can proceed following sugar extraction, as
described in step 4 of this section.

3.3. Sample Analysis

3.3.1. Colorimetric
Non-hydrolyzing Assay
(Nelson–Somogyi
Procedure)

There are a number of procedures used for colorimetric determi-
nation of reducing sugars which do not hydrolyze sugar linkages
in the sample. A very common procedure is the Nelson–Somogyi
procedure (7). Since no sugar linkages are hydrolyzed, the pro-
cedure will not detect non-reducing sugars such as sucrose, but
sucrose and like sugars can be hydrolyzed with acid or preferably
enzymatic treatment; the yield of monomeric reducing sugars can
then be detected and quantitated using the procedure. Since dif-
ferent sugars react with the reagent to give differing absorbance
and thus different standard curves, a standard containing the same
sugar(s) expected in the sample should be used and base results
relative to the sugar(s) chosen as standard. This procedure has
been scaled for use of microplates, which greatly increases the
number of samples that can be run (8).

1. Prepare a sugar standard solution at 100 μg/mL water (see
Note 16). This solution is stable for 1 week at 4◦C.

2. Add 1 mL of aqueous sample (or of appropriate dilutions of
the sugar standard solution) to a test tube. Add 1 mL water
(or appropriate sample buffer) to triplicate tubes to serve as
reagent blank.

3. Add 0.5 mL copper working solution and mix.
4. Heat at 100◦C for 10 min and cool to room temperature.
5. Mix well, then add 3 mL arsenomolybdate working solution

and allow to stand at room temperature for 10 min.
6. Mix well and measure absorbance of blue to dark blue sam-

ples, blanks, and standards at 520 nm.
7. Calculate reducing sugar concentration relative to the

sugar(s) chosen as standard, from the standard curve for each
run. Subtract the average of blank absorbance from samples
and standards.

3.3.2. Colorimetric
Hydrolyzing Assay
(Anthrone Procedure)

As with non-hydrolyzing colorimetric sugar assays, many pro-
cedures exist for colorimetric determination of sugars which do
hydrolyze sugar linkages in the sample. The anthrone proce-
dure (9) can be used to determine total sugars but will not yield
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specific information on the amount of reducing sugars in a sample
if other sugars are hydrolyzed and subsequently contribute to the
colorimetric response. The anthrone procedure has found utility
for determination of starch content (if starch is present in a rela-
tively pure form) (10). Choose sugars for use in standards which
are representative of those expected in samples and present results
relative to the sugar(s) chosen for standards (see Note 16).

1. Prepare a sugar standard solution at 100 μg/mL or a starch
standard solution at 1 mg/mL (see Note 16). This solution
is stable for 1 week at 4◦C.

2. Add 1 mL of aqueous sample (or of appropriate dilutions of
the sugar standard solution) to a test tube. Add 1 mL water
(or appropriate sample buffer) to triplicate tubes to serve as
reagent blank.

3. Add 4 mL ice-cold anthrone reagent to all tubes (see
Note 17), vortex, and place at 100◦C for exactly 10 min.

4. Place tubes into an ice bath and rapidly cool.
5. Mix well and read absorbance of green to dark green blanks,

standards, and samples at 630 nm.
6. Calculate total sugar concentration relative to the sugar(s)

chosen as standard, from the standard curve for each run.
Subtract the average of blank absorbance from samples and
standards.

3.3.3. Enzymatic Sugar
Determination

Enzymatic sugar determinations have an advantage over colori-
metric assays in being sugar specific and may be more sensitive
than standard colorimetric assays. In most cases a stoichiometric
enzyme product other than the sugar is measured spectropho-
tometrically. Enzyme substrates are provided in excess to assure
completion of enzyme reaction. Once the user has confirmed
quantitative conversion of a standard within a range of concen-
trations, standards need not be run with each set of samples.
Samples must contain sugars within the specified range of
concentration; too much sugar may overwhelm substrate
concentration and cause deviation in the stoichiometric rela-
tionship required for quantification. A number of enzymatic
sugar assays are available. The assay demonstrated here is from
Boehringer Mannheim/R-Biopharm and is taken from the
R-Biopharm Enzymatic Bioanalysis and Food Analysis handbook
using test kits. A number of sugar assays are available; glucose,
fructose, and sucrose quantization via stoichiometric NADPH
formation by glucose-6-phosphate dehydrogenase will be
demonstrated. Glucose is converted to glucose-6-phosphate by
hexokinase and then glucose-6-phosphate is converted to
gluconate-6-phosphate with stoichiometric production of
NADPH from NADP, which is measured against a co-incubated
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blank solution spectrophotometrically at 340 nm. Fructose
is converted to fructose-6-phosphate by hexokinase and then
isomerized to glucose-6-phosphate by phosphoglucose isomerase
and quantified in the same reaction mixture as above. Sucrose
is hydrolyzed into glucose and fructose by invertase and then
glucose is quantified as above in a separate cuvette.

1. Warm sample extracts (ethanol or water) to room tempera-
ture and mix well before pipetting.

2. Conduct glucose/fructose assay in the same spectropho-
tometer cuvette as follows (see Note 12):
a) Add 1.9 mL redistilled water, followed by 1.0 mL solu-

tion 2 and mix (see Note 19).
b) Add 0.100 mL sample or blank [95% (v/v) ethanol or

water, depending on the extraction solvent] and mix.
c) Read and record the time zero absorbance of sample and

blank solutions at 340 nm.
d) Start glucose reaction by adding 20 μL of suspension 3

to sample and blank cuvettes and mix.
e) Read and record absorbance after 15 min or after sample

absorbance becomes static.
f) Start fructose conversion to glucose and coupled glucose

reaction by adding 20 μL of suspension 4 to sample and
blank cuvettes and mix.

g) Read and record absorbance after 15 min or after sample
absorbance becomes static.

3. Conduct sucrose assay independent of the glucose/fructose
assay by first mixing 0.2 mL solution 1 (invertase in citrate
buffer) with 0.100 mL sample or blank, then follow steps
a–e outlined in step 2 above.

4. Calculations are based on �A values, where �A =
(Aafter enzyme addition – Aprior to enzyme addition) for
cuvettes containing sample – (Aafter enzyme addition –
Aprior to enzyme addition) for cuvettes containing blank
solution. For determination of glucose, this would be A
from step e of step 2 above – A from step c of step 2 above;
for fructose this would be A from step g of step 2 above –
A from step e of step 2 above.

The general calculation for sugar concentration (c) is as
follows:

c = ((V × MW)/(ε × d × v × 1,000)) ×�A

where

V is the final reaction volume (mL),
v is the sample volume (mL),
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MW is the molecular weight of sugar being assayed
(180.16 g/mol for glucose or fructose; 342.3 g/mol for
sucrose),

D is the light path length (1 cm),
ε is the extinction coefficient for NADPH at 340 nm =

6.3 l/mmol/cm.
For glucose, c = ((3.020 × 180.16)/(6.3 × 1.00 × 0.100 ×

1,000)) × �A = 0.864 × �A.
For fructose, c = ((3.040 × 180.16)/(6.3 × 1.00 × 0.100 ×

1,000)) × �A = 0.869 × �A.
For sucrose, c = ((3.020 × 342.3)/(6.3 × 1.00 × 0.100 ×

1,000)) × �A = 1.641 × �A.

3.3.4. Gas
Chromatographic Sugar
Determination

Sugar determination by gas chromatography requires that the
sugars in extracts first be dried and then derivatized to make
the sugars volatile enough for travel down a gas chromatogra-
phy column. The two most common derivatives used for sugar
analysis are trimethylsilylation (TMS; 4) or alditol acetates (11).
Although TMS derivatives for most sugars chromatograph as
multiple peaks, which makes data entry more complicated, the
ratio of peak area units from each sugar is constant and can thus
be used as a qualitative identification of sugars within a sample.
Sugar-reducing ends are first methanolized with methanolic HCl
and the monomeric sugars are then trimethylsilylated. If dimeric,
oligomeric, or polymeric sugars are present, they will be con-
verted into their monomeric constituents and information regard-
ing their concentration will be lost. The TMS procedure is thus
not a method of choice for quantifying sucrose or maltose in the
presence of glucose and fructose, but it can be useful for quan-
tifying starch if soluble sugars were removed in a prior step and
glucose-containing oligomeric or polymeric carbohydrates which
are susceptible to cleavage by methanolic HCl are substantially
absent (see Note 5). The TMS procedure provides sugar com-
position information but does not yield the confirmation from
which they originated.

1. To a 1 or 2 dram screw cap glass vial, add a volume of sugar
extract containing approximately 50 μg sugar to a volume
of inositol containing 100.0 nmol inositol (used as internal
standard) and completely dry under a stream of nitrogen
gas (see Note 20).

2. Place vials into a vacuum desiccator over P2O5 for at least
3 h at room temperature.

3. Add 0.40 mL methanol, that is, 1.5 M HCl and 0.10 mL
methyl acetate, to each vial and securely cap vials with a
Teflon-lined screw cap (see Note 21).
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4. Place vials into a dry block heater at 80◦C for 15 min,
retighten screw caps, and incubate overnight (see Note 22).

5. Allow vials to cool, remove the screw caps (see Note 22),
then add 3–6 drops of t-butanol, and evaporate their con-
tents under a gentle stream of nitrogen gas at room tem-
perature (see Note 23). Dry vial contents to one concen-
trated spot in the vial versus many spattered dry spots to
accommodate the TMS step.

6. Add 25 μL of trimethylsilylation reagent to each vial, mak-
ing sure that the reagent comes in contact with the dry
sample.

7. Securely cap each sample and incubate at room tempera-
ture for at least 15 min but no more than 2 h.

8. Dry the reagent with a gentle stream of nitrogen gas at
room temperature and add 100 μL isooctane just when
dryness is achieved.

9. Inject 1 μL sample via cool, on-column injection onto a
DB-1 fused silica capillary column (0.25 mm × 30 m,
0.25 μm film thickness; J and W Scientific, Folsom, CA)
equipped with an FID detector using helium as a carrier
gas. Oven temperature program is as follows:
a) Start at 105◦C for 2 min.
b) Increase temperature to 160◦C at 10◦C/min and hold

for 4 min.
c) Increase temperature to 200◦C at 1◦C/min and hold

for 5 min.
d) Increase temperature to 290◦C at 10◦C/min and hold

for 5 min to clean contamination.
e) Cool to 105◦C and hold for 10 min prior to a subse-

quent injection.
10. Sugar peaks are identified by co-elution with authentic

standards and calculations are based on sugar responses
(area units) relative to inositol response (area units) using
an internal standard procedure and compared to previously
run sugar standards:
((area units of sugar in sample/area units of 100 nmol inos-

itol in sample)/(area units of 100 nmol of sugar in stan-
dard/ area units of 100 nmol inositol in standard)) ×
100 nmol = nanomoles of sugar in sample.

The nanomoles of sugar in the sample is equivalent to the
nanomoles of sugar per unit volume initially dried down prior to
methanolysis and can be calculated back to concentration of sugar
per extract volume or per unit weight of the original sample (see
Note 24).
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3.3.5. HPLC Sugar
Determination

HPLC is perhaps the most popular and most powerful means for
soluble sugar analysis. Most procedures do not require derivatiza-
tion of sugars and many allow direct injection of extracts. Proce-
dures differ based on the mode of sugar separation and detection.
Two differing protocols will be presented: one based on weak
ionic interaction using water or acetonitrile:water as mobile phase
and refractive index as detection and the other based on relatively
strong ion exchange using an isocratic or a gradient of sodium
hydroxide as mobile phase and pulsed electrochemical detection
(gold working electrode).

HPLC can be used for quantification of simple monomeric
sugars but is also capable of yielding quantitative and qualitative
information for dimeric sugars and up to polysaccharides. While
polysaccharide analysis is beyond the scope of this chapter, proce-
dures do exist for their analysis via HPLC.

The Biorad Aminex R© (Biorad Laboratories, Hercules, CA)
series of HPLC columns have been in use for sugar analysis since
the early 1980s and are still popular for certain uses today. Two
of the more popular sugar columns today are the HPX 87C and
HPX 87P. A third column the HPX 87H is popular for combined
organic acid, ethanol, and sugar separations. Aminex R© columns
are usually stainless steel in construction and have resin-based
packings, usually require elevated temperatures (up to 85◦C) for
optimum peak resolution, and have moderate maximum pres-
sure limits (1,500 psi). The typical mobile phase for the sugar
columns is adequately degassed HPLC water (see Note 4) and
the HPX 87C column can be used for direct injection of either
water or ethanol extracts (see Note 25). They should be protected
with the appropriate pre-column(s) which will generally withstand
300–350 injections before they need to be replaced. Detection
can be done with various methods, the most simple of which is
refractive index (RI).

1. Appropriately dilute extract with extraction solvent or recon-
stitute a dried sample in degassed water.

2. Remove particulates by filtration through a 0.45-μm filter or
by centrifugation. If extract has excessive quantities of phe-
nolics of other dissolved impurities, preprocess by flowing
through a C18 Sep-Pak (or equivalent) syringe cartridge.

3. Place sample into an autosampler or use a manual injector
with a 20-μL injection loop.

4. Overfill the injection loop by applying at least 50 μL of
sample prior to injection onto an HPX 87P (or HPX 87H;
300 mm × 7.8 mm; BioRad Laboratories, Hercules, CA)
column contained inside a heated jacket at 85◦C for the
HPX 87P or 60◦C for the HPX 87H.
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5. Inject the sample onto the column with water as eluent for
the HPX 87P and 0.05 M sulfuric acid as eluent for the
HPX 87H columns at a flow rate of 0.6 mL/min, using
a refractive index detector with column eluent in the ref-
erence cell (see Note 26). Larger sugars elute first with
the HPX 87C (6), HPX 87P (Fig. 22.1), and HPX 87H
(Fig. 22.2) columns in the order of sucrose (or cellobiose),
glucose, then fructose.

1

2

3 4

5

Fig. 22.1. BioRad HPX 87P HPLC chromatogram of standards for glucose (1), xylose (2), galactose (3), arabinose (4),
and fructose (5). Sugars were injected in 20 μL (1.12 μmol glucose, 0.33 μmol xylose, 0.46 μmol galactose, 0.53
μmol arabinose, and 0.67 μmol fructose) and chromatography was conducted at 85◦C using degassed water as elution
buffer at a flow rate of 0.6 mL/min. Sugars were detected using a refractive index detector with water as reference.
(Chromatogram courtesy of Mark Wilkins, Biosystems and Agricultural Engineering Dept., Oklahoma State University.)

6. Note pressure periodically and change guard columns when
pressure starts to climb 200–300 psi above nominal oper-
ating pressure. Guard column(s) should last for 300–350
injections. If guard columns must be replaced substan-
tially more often, filter or pre-clean samples as indicated in
Section 2.

7. Certain samples may be very high in one sugar (sucrose, for
example) and low in other sugars (glucose and/or fructose,
for example). If quantification of all sugars is of interest, run
the sample in different dilutions in order to prevent exceed-
ing the linear range of quantification for each sugar.

8. If collection of fractionated sugars is of interest, attach a frac-
tion collector with the smallest length of tubing practical.
Use a low internal diameter (i.d.) tubing (usually matching
the i.d. of the tubing running between the column and the
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Fig. 22.2. BioRad HPX 87H HPLC chromatogram of standards for cellobiose (1), glucose (2), xylose (3), succinic acid
(4), xylitol (5), glycerol (6), acetic acid (7), and ethanol (8). Sugars and organic acids were injected in 20 μL (1.23 μmol
cellobiose, 2.40 μmol glucose, 3.20 μmol xylose, 1.71 μmol succinic acid, 0.81 μmol xylitol, 1.76 μmol glycerol,
5.04 μmol acetic acid, and 10.2 μmol ethanol) and chromatography was conducted at 60◦C using 0.05 M sulfuric
acid as elution buffer at a flow rate of 0.6 mL/min. Peaks were detected using a refractive index detector with 0.05 M
sulfuric acid as reference. Although sucrose may be partially hydrolyzed in the elution buffer, if it were present, it would
essentially co-elute with cellobiose. (Chromatogram courtesy of Mark Wilkins, Biosystems and Agricultural Engineering
Dept., Oklahoma State University.)

detector is sufficient). Calculate the volume contained in the
tubing to estimate when sugars will reach specific tubes in
the fraction collector.

9. Calculations are usually done using the external standard
procedure and utilizing standard sugar responses run with
each batch of samples. A new standard set should be run at
least daily (if not more frequently) to account for any drift
in detector response. From the appropriate standard runs,
calculate results for each sugar as
(Area units of sugar in sample / concentration of sugar in

sample) = (area units of sugar in standard/known con-
centration of sugar in standard)

Concentration of sugar in sample = ((area units of sugar in
sample × known concentration of sugar in standard)/area
units of sugar in standard)
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Note that units of concentration of sugar in the standard are
used for the sample. Account for sample dilution and initial sam-
ple weight to calculate the quantity of sugar in the original sample
prior to extraction.

The Dionex CarboPac R© (Dionex Corp., Sunnyvale, CA) PA
series of columns (PA1, PA10, PA100, PA200) are popular for
many sugar separation applications, ranging from simple sugars to
polysaccharides. The MA1 column is more useful for sugar alco-
hol and some pentose sugar separations. CarboPac R© columns are
made from a polymer material similar to Peak R© and packings are
resin based and are especially well suited for high pH. Most appli-
cations do not require elevation of column temperature, flow rates
are typically 1.0 mL/min (MA1 is typically 0.6 mL/min), and
maximum pressures range from 2,000 to 4,000 psi. Elution buffer
contains variable concentrations of sodium hydroxide (see Note
13) and is thus very alkaline in pH. The high pH causes hydroxyl
groups on sugars to be variably de-protonated, which induces a
negative charge for the sugar. Reproducibility in degree of charge
is regulated by sodium hydroxide ionic strength of the elution
buffer, which is more commonly applied during a run of glucose,
fructose, and sucrose isocratically (Figs. 22.3 and 22.4). Repro-
ducibility in elution time is better accommodated using a gradient
of increasing sodium hydroxide concentration to prevent carbon-
ate buildup on the column (see Note 13). More complex carbo-
hydrate separations (fructans, inulins, etc.) can be accommodated
with sodium acetate gradient, usually with sodium hydroxide con-
centration held constant (Figs. 22.5 and 22.6). The mode of
separation for the CarboPac R© columns is ion exchange. For sim-
ple sugars, ionic strength of the elution buffer sodium hydrox-
ide is usually relative low, in the range of 20–100 mM and most
separations can be achieved under isocratic conditions. Most gra-
dients of sodium hydroxide do not exceed 200 mM, and most
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Fig. 22.3. Dionex PA1 HPLC chromatogram of standards for glucose (1), fructose (2),
and sucrose (3). Sugars were injected in 50 μL (4 nmol each) and chromatography was
conducted at ambient temperature using 20 mM NaOH as isocratic elution buffer at a
flow rate of 1 mL/min. Sugars were detected using a pulsed electrochemical detector
using the standard potential waveform indicated in Section 2.
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Fig. 22.4. Dionex PA1 HPLC chromatogram of mature “Sugartime” watermelon juice.
Watermelon mesocarp tissue was ground with a Polytron blender and centrifuged for
10 min at 3,000×g. Juice (50 μL) was diluted to 100 mL with HPLC water. Run condi-
tions and sugar peak elution patterns were identical to those described for the standards
in Fig. 22.3. Note that the elution of sugars in this figure is earlier than that in the stan-
dard run shown in Fig. 22.3 due to carbonate buildup on the column.

gradients involving sodium acetate are conducted in 100 mM
sodium hydroxide. Samples should be in water prior to injection.
Pre-columns should be used, packed with the same resin as the
analytical column. Typically, the pre-columns last for up to 600
injections; at times the inlet frit can become clogged but can be
easily replaced. Detection is typically by pulsed electrochemical
detection (PED), using a gold working electrode. Sugars at high
pH are oxidized at the surface of the gold electrode and detected
by a difference in potential caused by the oxidation. The oxidized
material is cleaned from the gold surface by changing the elec-
trical potential. The sequence of potentials can be changed and
optimized for the sugars of interest under set operating condi-
tions and is referred to as the detector “waveform.” Probably the
most universal CarboPac R© column is the PA1, and the following
procedure will include its use.

1. Appropriately dilute extract with water or reconstitute a
dried sample in degassed water.

2. Remove particulates by filtration through a 0.45-μm filter or
by centrifugation. If extract has excessive quantities of phe-
nolics of other dissolved impurities, preprocess by flowing
through a C18 Sep-Pak (or equivalent) syringe cartridge.

3. Place sample into an autosampler or use a manual injector
with a 20-μL injection loop.

4. Overfill the injection loop by applying at least 50 μL of
sample prior to injection onto a CarboPac R© PA1 column
(4 mm × 250 mm; Dionex Corp., Sunnyvale, CA) at ambi-
ent temperature.

5. Inject the sample onto the column with 20 mM sodium
hydroxide as eluent for glucose/fructose/sucrose separa-
tions or a gradient from 40 mM sodium hydroxide to
500 mM sodium acetate in 100 mM sodium hydroxide for
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fructan separations, at a flow rate of 1.0 mL/min, using
pulsed electrochemical detection. For most applications,
the monosaccharide/disaccharide recommended waveform
is sufficient for simple sugar detection. Smaller (less charge
dense) sugars elute first with the PA1 column in the order
of glucose, fructose, lactose, sucrose, and higher degree of
polymerization (DP) sugars (Figs. 22.3, 22.4, 22.5, and
22.6; melezitose may be used as an internal standard for
plant fructan extracts).
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Fig. 22.5. Dionex PA1 HPLC chromatogram of standards for glucose (1), fructose (2),
sucrose (3), raffinose, and 1-kestose (4) [degree of polymerization (DP) = 3; raffinose
is the first twin peak and 1-kestose is the second twin peak in peak 4], nystose (5)
(DP = 4), and 1-fructofranosylnystose (6) (DP = 5). Sugars were injected in 50 μL
(4 nmol each for glucose, fructose, and sucrose; 12 nmol each for raffinose, 1-kestose,
nystose, and 1-fructofranosylnystose) and chromatography was conducted at ambient
temperature using a gradient as follows: 40 mM NaOH from 0 to 10 min, 40–100 mM
NaOH from 10 to 11 min, 100 mM NaOH to 100 mM NaOH plus 500 mM sodium acetate
from 11.5 to 41.5 min, 100 mM NaOH plus 500 mM sodium acetate to 100 mM NaOH
from 45 to 46 min, 100 mM NaOH back to 40 mM NaOH from 46.5 to 47 min. Flow rate
was 1 mL/min. Sugars were detected using a pulsed electrochemical detector using the
standard carbohydrate potential waveform indicated in Section 2.

6. Run standards before and after every 12–15 sample injec-
tions for isocratic glucose, fructose, and sucrose separa-
tions. Following the last standard run, remove any carbonate
buildup from the column with a sodium hydroxide gradient
as follows (see Note 13):
a) Increase sodium hydroxide concentration from 20 to

500 mM in 5 min.
b) Hold for 5 min.
c) Decrease sodium hydroxide concentration from 500 to

20 mM in 2 min.
d) Hold for at least 5 min prior to starting the next series of

sugar injections.
7. Note pressure periodically and change guard column when

pressure starts to climb from 500 to 800 psi above nomi-
nal operating pressure. Oftentimes the guard column inlet
frit becomes clogged and its replacement can bring pres-
sure back to nominal operating conditions. Guard column
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Fig. 22.6. Dionex PA1 HPLC chromatogram of fructans extracted from a short-day onion. Lyophilized onion tissue was
homogenized with 70% ethanol plus 0.05% (w/v) sodium carbonate and extracted with boiling. A 1 mL aliquot was dried
and reconstituted with 100 μL water and chromatography was conducted at ambient temperature at a flow rate of 1
mL/min. Glucose (1), fructose (2), sucrose (3), melezitose and raffinose (4) (first large twin peak is melezitose, added
at 6.2 nmol as internal standard, and second smaller twin peak is raffinose), degree of polymerization (DP) 4 peaks
(5), DP 5 peaks (6), DP 6 peaks (7), and DP 7 peaks (8). Other peaks in the series were of sequentially increasing DP.
Chromatographic and gradient elution conditions were identical to those indicated in Fig. 22.5. Sugars were detected
using a pulsed electrochemical detector using the standard carbohydrate potential waveform indicated in Section 2.

should last for at least 600 injections. If the inlet frit for the
guard column must be replaced substantially more often,
filter samples or centrifuge at a higher speed/longer dura-
tion to remove particulates. If degradation in performance
beyond nominal operation is noted too frequently, it means
that the packing has been prematurely fouled by sample con-
taminants which should be removed prior to injection with
an appropriate Sep-Pak or equivalent syringe cartridge.

8. Certain samples may be very high in one sugar (sucrose, for
example) and low in other sugars (glucose and/or fructose,
for example). If quantification of all sugars is of interest, run
the sample in different dilutions in order to prevent exceed-
ing the linear range of quantification for each sugar.

9. Calculations are similar to those presented for the Aminex R©
columns. Even if internal standard procedure (calculated as
outlined for GC sugars) is used, run a new set of stan-
dards often to account for changes in performance during
the course of that sugar series. This is especially important if
excessive column carbonate buildup occurs since peak reten-
tion time and resolution may be impacted enough to shift
standard peak response (compare Fig. 22.3 with Fig. 22.4).
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4. Notes

1. Never place sample directly onto ice since water from ice
can cause excessive sample contamination. Instead, place
samples into a clean labeled water-resistant, non-insulating
container (freezer bag or ampoule with a sealable lid), seal
it, and then place into ice. Layer the container with ice to
assure most rapid cooling.

2. Glass capillary tubes can be heated by the flame from a
Bunsen burner or a soldering torch, pulled, and the glass
broken to a fine point to allow juice collection from a very
small area or used to puncture into and collect juice from
a liquid-containing tissue zone (3). The fine point also
accommodates rapid juice flow into the capillary tube by
capillary action.

3. Preservation of samples by heat killing is acceptable for sim-
ple sugar (glucose, fructose, sucrose, etc.) and starch stabi-
lization but high temperatures may be detrimental to heat-
labile sample components such as enzymes, antioxidants,
pigments, and low molecular weight volatile compounds.
If co-determination of these compounds is anticipated,
preservation by freezing is recommended. If preservation
with heat is acceptable, cut bulky or high water-containing
tissues (stems, fruits, woody tissues) into smaller pieces to
accommodate rapid heat transfer and enzyme inactivation
in the tissue.

4. Unless stated otherwise, water used for extraction or mix-
ing of reagents has a resistivity of 18.2 M� cm and total
organic content of less than five parts per billion. If water
is used for extraction, inclusion of 0.05% (w/v) of sodium
azide will help prevent microbial contamination. If water
is used as HPLC elution solvent, degas with vacuum or by
extensive sparging with chromatographic grade helium.

5. Non-denatured ethanol should be used for sugar extrac-
tion. For glucose, fructose, and sucrose determination,
extraction with 95% (v/v) boiling (solution held at above
78◦C; 80–85◦C is typical) ethanol prevents solubilization
of starch and many other oligomeric or polymeric sug-
ars and allows separate extraction of soluble sugars from
starch. For extraction of fructans and other oligomeric sug-
ars, reducing ethanol concentration to 70% (v/v) may be
necessary to accommodate quantitative extraction. Use of
the highest concentration of ethanol deemed appropriate
for extraction of sugars of interest is advisable to dena-
ture enzymes which could otherwise metabolize the sugars
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and alter their concentration. Higher ethanol concentra-
tion also inhibits microbial growth and thus prevents sugar
use by contaminating microorganisms.

6. The size of the round inlet for a cyclone mill is typically
less than 2–3 cm in diameter, and a spring-loaded rub-
ber ball may be depressed over the inlet to halt air flow
through the mill during sample bottle detachment and re-
attachment. Clear sample bottles are typically supplied with
the mill; brown screw top glass bottles (120 mL) fit the mill
and can be used in place of the clear bottles. Brown glass
has an added advantage of discouraging microbial growth.
Since bottles are typically stored in a freezer to await sample
extraction, tape labels should slightly overlap to avoid label
loss caused by water condensation and loss of adhesion to
the glass surface during re-warming.

7. Oils can interfere with sugar extraction and cause incom-
plete extraction as well as a non-volatile oily residue which
can interfere with subsequent sugar analysis. Since oils
and many other lipids are essentially universally soluble in
diethyl ether, and sugars and other hydrophilic substances
are essentially universally insoluble in diethyl ether, oil con-
tent can be determined and the extraction residue can then
be used for quantitative sugar extraction. In our experi-
ence a sample can be pre-extracted with diethyl ether [sam-
ple:extractant ratio of 1:10 (w/v)] four consecutive times,
followed by extraction with boiling 95% (v/v) ethanol
[sample:extractant ratio of 1:10 (w/v)] four consecutive
times to yield >98% recoveries of both oil and sugar.

8. Reflux tubes should extend prior to tapering about
10–12 cm past the top of the tube stopper or vial clo-
sure to allow enough distance for vapor cooling and re-
condensation. The bottom of the tube should extend
about 2 cm into the extraction vessel to allow dripping of
fresh ethanol into the extraction system without contacting
either the bottom of the closure or the sides of the extrac-
tion vessel. A tapered end provides resistance to free vapor
exchange into the atmosphere and thus encourages con-
densation upon cooling. The tapered end should be other-
wise open to the atmosphere to allow pressure release and
prevent pressurization of the vessel during extraction. Pas-
teur pipettes are typically about the right length to allow
cooling/re-condensation of ethanol vapors if used with a
2 dram vial. These pipettes are insufficient in length to fit
through a standard rubber stopper into a 50-mL centrifuge
tube and are too fragile to be pushed through the hole in
the stopper. Thicker glass tubing of about the same outer
dimension as a Pasteur pipette can be used if tapered at a
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sufficient length to accommodate the added length of the
single-hole stopper.

9. If immediate processing for starch determination is not
conducted, overlay the top of the pellet with 95% ethanol,
seal, and place samples at 4◦C. This step helps prevent
microbial contamination; storage at 4◦C also reduces evap-
oration of the ethanol. Just prior to starch processing,
warm samples at 80◦C to allow ethanol to vaporize.

10. Prior to drying, record the total extract volume and the
aliquot volume used for drying. Sugars are most stable for
storage in a dry form but should be stored in subdued light
in a freezer. Certain analytical protocols [high-performance
anion exchange pulsed electrochemical detection (HPAE-
PED), for example] are not compatible with ethanol and
ethanol must be evaporated to accommodate the analytical
protocol. During re-hydration with water, samples may be
warmed to 60◦C and vortexed to assure total solubilization
prior to quantitative transfer into a volumetric flask.

11. The Nelson–Somogyi reducing sugar assay, and most of the
derivations thereof, reacts with the sugar-reducing end and
results in a change in absorbance or transmittance of the
assay solution. The chosen standard should be representa-
tive of sugars to be assayed and standard curves should be
checked for linearity within the range of concentrations to
be assayed. This type of assay does not accurately quanti-
tate most dimeric (sucrose, maltose), oligomeric (fructans,
small starch or cell wall fragments), or polymeric (starch,
cell walls, etc.) sugars. These sugars must be degraded
to their monomeric forms (enzymatic hydrolysis results in
definable end products; acid hydrolysis is non-specific, may
degrade the sugars, and some sugar linkages may be more
resistant to hydrolysis than others) and then the reducing
sugar assay redone. To convert the results from monomeric
sugars back to a weight of oligo- or polymeric sugars, the
weight of water added when the sugar was hydrolyzed to its
monomeric form must be subtracted. For starch, multiply
the weight of glucose by 0.90 to account for its dehydrated
form in the polymeric molecule.

12. Enzymatic sugar assays depend on completion of reac-
tion with specific sugars, which can be checked with an
assay for linearity within the range of sugar concentra-
tions to be analyzed. Since some procedures allow deter-
mination of multiple sugars in the same test solution
(such as glucose/fructose/sucrose test combinations), use
of disposable cuvettes allows for multiple readings of the
same solution and saves time. Check that the cuvette is
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recommended for use at the wavelength of your assay and
be sure during placement of the cuvette into the spec-
trophotometer that it is aligned properly within the light
path. Plastic ordure swords fit nicely into most square
cuvettes which can be used for mixing the reaction solu-
tion after component additions.

13. Dissolved carbonates in the mobile phase will bind to the
chromatographic column and cause a loss of chromato-
graphic resolution and efficiency. Water used for the mobile
phase and for sample dilution prior to injection should be
sparged exhaustively with chromatographic grade helium
to displace dissolved carbon dioxide and should be stored
under a blanket of helium to avoid any additional expo-
sure to carbon dioxide. Sodium hydroxide solutions for
the mobile phase should be prepared using carbonate-free
water from commercially available 50% sodium hydroxide
(w/w) solutions rather than from sodium hydroxide pel-
lets since the pellets are commonly covered with a layer
of sodium carbonate which would serve as a source of
contamination. Depending on how often the 50% sodium
hydroxide solution is opened to the atmosphere, replace it
at regular intervals (monthly under moderate use) to avoid
introduction of substantial quantities of carbonate into the
mobile phase.

14. Direct injection of samples with high ethanol concentration
causes a large and tailing peak at the beginning of the run
which may mask sugar alcohol and certain monosaccha-
ride response. Ethanol can be dried relatively quickly using
vacuum-assisted drying or under a stream of nitrogen gas.
Reconstitute the sample just prior to dilution and HPLC
injection in carbonate-free water, prepared as directed in
Note 13.

15. During incubation at 55◦C, gas pressure inside the cen-
trifuge tube may build up to a sufficient level to pop the
rubber stopper off the tube. Securing the stoppers with a
rubber band around a single tube or a wooden stick across
several tubes will prevent stopper loss during incubation.

16. Colorimetric procedures such as Nelson–Somogyi or
anthrone give varying results depending on the sugar being
analyzed and absorbance values can change from run to
run. For preparation of a standard curve, use the reduc-
ing sugar most prevalent in the samples to be analyzed and
prepare standards in the same buffer as used for samples.
Run a new standard curve with each set of samples. If the
Nelson–Somogyi assay is used to quantitate enzyme activ-
ity, it is common to terminate the reaction by addition of
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the copper working solution immediately followed by incu-
bation at 100 ◦C. If the anthrone procedure is used for
starch determination, use either glucose (multiply results
by 0.9 to account for the dehydrated form of glucose in
the starch molecule) or starch as standard (no correction
needed).

17. Since the anthrone reagent contains a very high concentra-
tion of sulfuric acid, it is quite viscous and may be difficult
to pipette. Exercise care when adding high acid concentra-
tions to water. The solution will become very hot and may
react violently upon vortexing.

18. Redistilled water can be prepared by distilling house reverse
osmosis or distilled water. Distilling particularly removes
any trace metal contamination which can interfere with
enzyme sugar assays. Collect and store redistilled water in
glass or sturdy plastic containers and avoid conveyance or
storage in metallic pipes or containers.

19. While the Boehringer–Mannheim procedure published by
Rhone-Biopharm suggests addition of sample and buffer
prior to redistilled water addition, we have found that for
certain samples, absorbance values deviated from linearity
and gave elevated sugar results unless water was added first
to dilute buffer prior to sample addition.

20. Drying solvents under nitrogen gas should be conducted
inside an appropriate fume hood to prevent organic vapors
from entering the laboratory air.

21. During methanolysis, methanol, catalyzed by HCl, is added
across glycosidic bonds and reducing ends of free sugars to
form methyl glycosides. Methyl acetate is added to scav-
enge any water formed during the reaction from the solu-
tion to prevent hydrolysis of the methyl glycosides.

22. As the vials heat up, the screw caps will sometimes loosen
and allow methanol to evaporate. This would cause HCl
to increase in concentration and damage the sugars as well
as remove methanol needed for the formation of methyl
glycosides. Retightening of the screw caps helps to pre-
vent evaporation of the methanolysis solution; use of heat-
resistant gloves protects hands from burns and affords
some protection in case vials break during tightening. If
vials have dried during incubation, discard the sample.

23. t-Butanol should be stored in a warm place to ensure that it
remains liquid. It is added to co-evaporate with HCl, help-
ing to remove HCl during evaporation without degrading
the sugars.



Sugar Extraction and Analysis 369

24. Absolute recovery of sugars in TMS results cannot always
be assured – to verify sugar recovery and correct for any
sugar losses, either include a monomeric sugar during
extraction which is not present in the sample and correct
for recovery or conduct a recovery trial by spiking a sample
prior to extraction with approximately 25% (w/w) of the
sugar expected in the sample and compare analytical results
to unspiked samples as follows:
((Sugar concentration in spiked sample – sugar concentra-

tion in native sample)/concentration of sugar added as
spike) × 100 = percentage recovery.

25. Column re-equilibration for subsequent injections is sub-
stantially less if samples are injected in water versus 95%
(v/v) ethanol. For determination of glucose, fructose,
and sucrose, system re-equilibration time was 17 min for
extracts in water versus 40 min for extracts in 95% (v/v)
ethanol (6).

26. Baseline stability is optimized when the reference cell liq-
uid is changed on a regular basis. Usually changing the ref-
erence solution every 3 days to each week is sufficient; if
excessive baseline drift is noted, change the reference solu-
tion more often with well-equilibrated column effluent.
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Chapter 23

Measuring Soluble Ion Concentrations (Na+, K+, Cl−)
in Salt-Treated Plants

Rana Munns, Patricia A. Wallace, Natasha L. Teakle,
and Timothy D. Colmer

Abstract

The control of Na+ and Cl− uptake from soils, and the partitioning of these ions within plants, is an
essential component of salinity tolerance. Genetic variation in the ability of roots to exclude Na+ and Cl−
from the transpiration stream flowing to the shoot has been associated with salinity tolerance in many
species. The maintenance of a high uptake of K+ is also essential, so measurements of Na+, K+ or Cl− are
frequently used to screen for genetic variation in salinity tolerance. As these ions are not bound covalently
to compounds in cells, they can be readily extracted with dilute acid. Na+ and K+ can be measured in a
dilute nitric acid extract using a flame photometer, by atomic absorption spectrometry or by inductively
coupled plasma (ICP)–atomic emission spectrometry. Cl− can be measured in the same acid extract with
a chloridometer or colorimetrically using a spectrophotometer.

Key words: Sodium, potassium, chloride, ion extraction, ion analyses, salinity.

1. Introduction

The control of Na+ and Cl− transport is a critical requirement
for salinity tolerance in plants. If excessive amounts of Na+ or
Cl− enter plants, these ions typically rise to toxic levels in the
older transpiring leaves. Because leaves evaporate about 50 times
more water than they retain, Na+ and Cl− will quickly reach
high concentrations there, unless the roots can restrict the move-
ment of these ions into the transpiration stream. Salt-tolerant
plants should therefore exclude most of the NaCl in the soil
solution, ideally 98% (1). On the other hand, accumulation of
a certain amount of Na+ or Cl− in leaves is essential for osmotic
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adjustment. The partitioning of Na+ and Cl− into the vacuole,
accompanied by the accumulation of K+ or organic solutes in the
cytoplasm, is an important mechanism of salinity tolerance for
halophytes (2). Genetic variation in the accumulation of Na+ and
Cl− is associated with salinity tolerance in many species. The
maintenance of a high K+/Na+ ratio in the cytoplasm is also
essential (3).

Some of the genes controlling Na+ uptake and transport have
been cloned (3), but much more remains to be learnt about the
control of Na+ and Cl− concentrations in various compartments
and transport of these ions at the intracellular, cellular, organ and
long-distance transport levels. There is therefore a frequent need
to measure the concentrations of Na+, K+ and Cl− in various plant
organs and tissues, both in the search for natural variation and
the analysis of transgenic lines. Considerations of experimental
design, of the time frame measurements should be taken, and
the critical tissues to be sampled, are given in the accompanying
chapter in this volume (4).

At any one time, the concentration of Na+ will vary from leaf
to leaf and between locations within a single leaf. The concentra-
tion is always less in younger than older leaves (5). As ion concen-
trations continually change with time in individual leaves (5, 6),
it is important, when comparing differences in Na+ uptake
between different genotypes, to take the leaves at the same stage
of development or at the same period of exposure to the NaCl (7).
A leaf blade at a defined stage of development is the recom-
mended tissue to sample, for example in wheat, leaf 3 at 10 days
after emergence (7). The concentrations may be quite different
in different leaf parts: between base and tip of a leaf blade (8),
between blade and petiole (9) or between blade and sheath (6, 8).
These differences are not fixed in time. The gradients in Na+ and
K+ along a leaf change with age of the leaf both in degree and in
direction (8).

In plant cells, Na+, K+ and Cl− are largely present in solu-
ble form and can be recovered with a dilute (0.5 M) acid extract
(10). Protons displace the ionic bonds between Na+ and K+ to
the negative charges on proteins and other macromolecules, and
if nitric acid (HNO3) rather than hydrochloric acid (HCl) is used,
the NO3

− replaces the ionic bonds between Cl− and macro-
molecules. A conventional acid digest, using concentrated nitric
acid at about 150◦C, which completely solubilizes the plant tis-
sue, is unnecessary to extract these three ions as they are not
bound to cell constituents by covalent bonds.

To measure Na+ and K+, three atomic spectroscopy tech-
niques are currently in use in various laboratories: flame pho-
tometry, atomic absorption spectrometry and inductively coupled
plasma–atomic emission spectrometry (known as ICP). The lat-
ter is often the preferred method as it can measure a number of



Measuring Ion Concentrations in Salt-Treated Plants 373

elements simultaneously and over a very wide concentration range
but is more expensive and confined to well-equipped analytical
laboratories.

All three instruments operate under a similar principle.
Solutions are aspirated into the excitation region where high-
temperature atomization sources (flame or plasma) provide
energy, which excites the electrons in atoms to higher energy lev-
els. Energy is released by the electron as it returns to its orig-
inal state. These energies are detected as light at a particular
wavelength. The fundamental characteristic of this process is that
each element absorbs and emits energy at specific wavelengths
peculiar to its chemical composition. The intensity of the energy
emitted at the chosen wavelength is proportional to the con-
centration of that element in the aspirated solution. By deter-
mining which wavelengths are absorbed or emitted by a sam-
ple and by measuring their intensities in relation to a reference
standard, the concentrations of elements in the sample can be
calculated.

Flame photometry is an atomic emission method for the rou-
tine detection of Na+ and K+. It uses a readily available hydrocar-
bon gas such as propane. Optical filters select the emission wave-
length for the element. A calibration curve is made with solutions
of known concentration, and comparison of emission intensities
of samples to those of standard solutions allows quantitative anal-
ysis of the element of interest in the solution.

Atomic absorption spectrometry is a more sensitive analytical
method. It uses the absorption of light to measure the concen-
tration of specific atoms. A hollow cathode lamp of the element
being measured is used as the light source. A mixture of air and
acetylene produces a high-temperature flame into which samples
are introduced. The atoms in the sample absorb light from the
source and the electrons move to higher energy levels. A light
detector set at a particular wavelength (monochrometer) mea-
sures the light absorbed by that element.

An inductively coupled plasma (ICP) is a very high-
temperature excitation source (7,000 K) that ionizes atoms. Cou-
pled with a high-resolution atomic emission spectrometer, it is
used for quantitative, simultaneous measurement of a large range
of elements. Samples are aspirated into the plasma gas (argon).
The high temperature provides sufficient energy to enable the
excited atoms to move to higher energy levels. When the atoms
decay, they emit characteristic light, which is detected simulta-
neously using polychromators and multiple detectors or camera
chips.

To measure Cl−, the most common instrument is a chlo-
ridometer, which titrates the Cl− with Ag+ released from a silver
wire. The principles of operation of the chloridometer are that
Ag+ is released at a constant rate as current is passed between a
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pair of silver generator electrodes. Cl− in the sample solution pre-
cipitates with the generated Ag+ as AgCl. After all the Cl− in the
sample have precipitated, there is a steady increase in Ag+ in solu-
tion that produces an increasing current through a pair of silver
indicator electrodes. In the presence of an increase in indicator
current, a relay will be activated, and a timer, which runs con-
currently with Ag+ generation, is automatically stopped (amper-
ometric indication). As the rate of generation of Ag+ is constant,
the amount of Cl− precipitated from the sample is proportional
to the elapsed time. Thus, solutions with higher amounts of Cl−
take a longer time to reach the endpoint, and Cl− is quantified by
making a standard curve to relate time to known concentrations
of Cl− in standard solutions.

If a chloridometer is not available, Cl− can be measured by a
colorimetric “ferricyanide” method. Thiocyanate ion is liberated
from mercuric thiocyanate by the formation of soluble mercuric
chloride. In the presence of ferric ion, free thiocyanate ion forms
a highly coloured ferric thiocyanate (11).

It is possible to measure Cl− with a “Cl−-specific electrode”,
but details are not presented here.

The reliability of these techniques, like all analytical meth-
ods, relies on the use of appropriate standards, blanks, reference
samples and spikes. A blank is an assay unit taken through all
the same procedures, but lacking any plant tissue, so as to check
for any background contamination. A reference sample is a plant
tissue, verified to contain a known nutrient concentration, taken
through the procedure with each batch of samples so as to deter-
mine reliability of each set of analyses over time. A spike is the
addition of a known amount of the compound being analysed to
a selected group of tissue extracts so that percent recovery can be
determined.

2. Materials

2.1. Laboratory Items 1. HNO3 A.R. grade.
2. NaCl A.R. grade.
3. KCl A.R. grade.
4. Distilled or de-ionized water.
5. Volumetric glassware (1 L and 100 mL).
6. Measuring cylinder (50 mL), pipettes.
7. Analytical balance.



Measuring Ion Concentrations in Salt-Treated Plants 375

8. Plastic tubes (10 mL) with screw tops.
9. Oven set at 60–70◦C or shaker at room temperature.

All glassware should be washed in dilute nitric acid so that it
is free of ions.

2.2. Sample
Preparation

The dilute acid extraction based on Hunt (10) can be varied in
detail depending on the amount of tissue and whether it is thin
or soft and therefore readily permeated by the acid, or whether it
is bulky or fibrous and should be ground first.

2.2.1. Leaf Blades The surface of the leaves should be rinsed in distilled water if there
is concern that the surface might be contaminated by handling or
by splashing of saline solution. If the concentration of ions on
a fresh weight or a water basis is required, the leaves should be
weighed fresh by handling with forceps or rubber gloves and then
placed in small envelopes or vials and dried in an oven at 60◦C–
70◦C for 2 days. Individual leaf blades can be extracted in whole
and the extract sampled directly for analysis (see Notes 1 and 2).

2.2.2. Roots The surface of roots should be rinsed in solution, but quickly as
there will be rapid efflux of Na+ from the apoplast and epider-
mal cells. Two 10-s dips in 10 mM CaNO3 is recommended. If
the roots have been in high concentrations of salt (over 150 mM
NaCl), it is advisable to rinse them in “iso-osmotic solutions” so
as to avoid turgor loss due to osmotic shock. Organic osmotica
such as sorbitol, mannitol, or high molecular weight PEG have
been used by various laboratories to make iso-osmotic solutions.
CaNO3 should again be present. It is difficult to get a true fresh
weight of roots without adhering solution on the one hand or
damage due to heavy blotting on the other hand. Roots are then
placed in small envelopes or vials and dried in an oven at 60◦C–
70◦C for 2 days. Individual roots can also be extracted in whole
and the extract sampled directly for analysis (see Notes 1 and 2).

Whole shoots or leaves of woody perennials need to be
chopped into small pieces or ground, and the extract should be
filtered or centrifuged before an aliquot is taken for analysis.

2.3. Grinding Large or woody samples should be ground to a fine powder to
achieve a homogenous representative sample for ion analysis.

1. Vials and metal spatula for collecting sample from grinder.
2. Dust mask.
3. Ear plugs.
4. Safety glasses.
5. Air-tight bags with desiccant for storing samples.
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3. Methods

3.1. Dilute Acid
Extraction

1. Make up 1 L of 0.5 M nitric acid with HNO3 and dis-
tilled or de-ionized (e.g. Milli-Q) water. In a fume cup-
board, add about 900 mL of distilled water to a 1-L vol-
umetric flask, then 31.9 mL of concentrated HNO3 using
a graduated pipette to which a hand-held suction device
is fitted, or a 50-mL measuring cylinder. Do not use your
mouth to suck the concentrated acid into the pipette. Mix
by stopping the flask and inverting several times, slowly.
Add sufficient distilled water to make up to the 1 L mark.
Always add the acid to water, as mixing the two is an
exothermic reaction and it can “spit” if mixed the other way
round.

2. Weigh out approximately 100 mg of dried and ground
plant tissue into a tared 10-mL plastic tube and record the
exact weight. Alternatively, place a pre-weighed leaf into the
10-mL tube. Add 10 mL of 0.5 M HNO3.

3. For smaller samples of plant tissue, extraction volumes
should be reduced: For 20–50 mg, use 5 mL and for
<20 mg, use 2.5 mL. For samples larger than 100 mg, use
50-mL plastic tubes and increase the volume of dilute acid
accordingly, i.e. for 200 mg, use 20 mL, etc.

4. Include “blanks” consisting of only the dilute acid and no
tissue at the start and end of each set, as well as any time a
new source of dilute acid or vials is used.

Include reference material with known ion concentrations
and prepare as per experimental samples. A number of orga-
nizations – NIST (USA), IAEA, BCR (Europe) and ASPAC
(Australia) – supply dried plant tissue with certified concen-
trations of Na+, K+ and Cl−.

5. Tightly screw on the lids for all samples and shake well to
suspend all plant materials in the dilute acid. Place all vials
tightly in a box and place on a shaker for 2 days at room
temperature. Alternatively place in an oven at 80◦C for 1 h.
Mix by inverting tube once during that time and once after
cooling.

6. After extraction, allow solid material to settle to the bot-
tom of the vial. For dilutions, pipette from the middle of
the extract, being careful not to take any solid or suspended
material. Samples should be filtered or centrifuged if neces-
sary.

7. Dilute extracts using only distilled or Milli-Q water.
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3.2. Flame
Photometer

3.2.1. Standards

For Na and K: Make up a stock of 50 μg/mL K+(e.g. use KCl)
and Na+(e.g. use NaCl) and dilute accordingly to make up 0,
0.5, 1, 2.5, 5, 10, 15, 20 and 25 μg/mL standards of Na+ and
K+. Ensure that the salts used are dry (e.g. oven dry at 60◦C).
Alternatively, standards can be purchased from commercial sup-
pliers.

3.2.2. Dilutions The dilution needed for the extracts will vary depending on
the salt concentration of the growth medium, the tissue being
analysed and the plant species being studied. The dilutions are
required to provide samples with K+ and Na+ within the range of
the standard curve. The following is an approximate guide for leaf
tissue from a non-halophyte grown in 100 mM NaCl. We recom-
mend always doing “trial” dilutions for each treatment, tissue and
species before diluting all extracts.

1. K+: Dilute controls 1:100 in a total of 10 mL, e.g. 100 μL of
extract plus 9,900 μL of Milli-Q water. Dilute saline samples
1:50.

2. Na+: Controls will often not need diluting but then should
be run with standard solutions in the same matrix (i.e. 0.5 M
nitric acid), as the standard curve shifts. Dilutions of 1:5
would typically enable standards in water to be used. Dilute
saline samples 1:10 to 1:50, depending on which tissue is
being assayed (e.g. Na+ is higher in older leaves), in a total
volume of at least 2 mL.

The following instructions were developed based on experience
with Corning (model 410) and Jenway (model PFP7) flame pho-
tometers, but the overall approach should, with some modifica-
tions, be applicable to other instruments.

3.2.3. Operation 1. Ensure that the U tube is full of water (check by giving
a squeeze) and make sure that the nebulizing tube is in a
beaker full of de-ionized (DI) water. (Make sure that this
tube is always in DI water between samples.)

2. Turn on air, gas, power switch. Hold the ignition switch
until the flame is strong.

3. Set to Na or K.
4. Allow 30 min for the machine to warm up and stabilize.
5. Aspirate the most concentrated standard first (10 μg/mL

K+, 25 μg/mL Na+) and adjust the coarse and fine tuning
dials to display ∼150 for Na+ and ∼100 for K+.

6. Aspirate the 0 μg/mL standard and use the blank dial to
adjust to 0. Aspirate all standards and obtain a linear standard
curve.
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7. Aspirate samples until a steady reading is obtained. Approxi-
mately every 10 samples repeat one of the standards so as to
check that the machine has not drifted. Redo standard curve
when drift has occurred (or about every hour).

8. When finished, leave tube in DI water for about 10 min,
then turn off switch, gas, then air, followed by the power.

3.2.4. Calculating
Concentrations

1. Convert the readings from the flame photometer to micro-
grams per millilitre using the standard curve.

2. Convert micrograms per millilitre into micromole per gram
DW = (concentration in micrograms per millilitre × dilution
factor, e.g. 100 for 1:100 dilution × volume of dilute acid
extract, e.g. 10 mL) / (DW of tissue used in extraction ×
MW of ion 39.098 for K+ and 22.99 for Na+).

3.3. Atomic
Absorption
Spectrometry

1. Remove about 3 mL of solution from each tube and place in
clean 10-mL tubes and give to operator with blanks.

2. Construct a spreadsheet with the weight of sample and the
expected approximate concentration for each sample range
as dilutions will need to be done. The operator needs to
know whether the samples are controls (in which case a 1:10
dilution may be done) or salt-treated plants (in which case a
1:100 or 1:500 dilution will need to be done). The operator
has standards in the range of 0–2 μg/mL. Tell the operator
that you need K+ and Na+ as two separate measurements
need to be made.

3. Calculate as above (step 2 of Section 3.2.4).

3.4. ICP 1. Remove about 3 mL of solution from each tube and place
in clean 10-mL tubes and give to the operator with blanks.
The operator has standards in the range of 0–1,000 μg/mL,
which means that dilutions are not needed. Tell the operator
which ions you need (see Note 3).

2. Calculate as above (step 2 of Section 3.2.4).

3.5. Chloridometer

3.5.1. Reagents

1. Nitric/acetic acid reagent (0.4 M HNO3 and 40% acetic
acid): Add 25.6 mL concentrated nitric acid to about
500 mL Milli-Q water in a 1-L volumetric flask. Add 400
mL glacial acetic acid slowly to the flask, stirring as you add,
and then make up to 1 L. The final concentration in the
titration vials should be 0.1 M nitric acid and 10% acetic
acid.

2. Gelatin reagent: Dissolve 0.62 g dry gelatin in 100 mL of
boiling Milli-Q water in a beaker. Dispense into 25-mL con-
tainers and store in fridge for up to 6 months. Bring back to
room temperature before using.
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3.5.2. Standards Make up 0, 0.1, 0.3, 0.5, 0.7 and 1 mM Cl− standards (e.g. use
NaCl).

3.5.3. Dilutions Add volumes of extracts required to give sample dilutions so that
Cl− falls in the range of the standard curve. Examples of dilutions
for K+ and Na+ are given above.

3.5.4. Operation The following protocol is for older machines (e.g. Buchler–
Cotlove Chloridometer 662201). For newer models (e.g. Sher-
wood 926), the reagents and principles are the same, except a
smaller volume of extract (e.g. 20 μL or 100 μL) is added directly
to a 100 mL solution containing the reagents, which needs replac-
ing only every 20 samples.

1. Clean all electrodes thoroughly with silver polish, and rinse,
before turning on the machine.

2. Set the range of the machine to medium (0–0.5 mM)
unless low concentrations are expected (i.e. less than
0.1 mM), then use the low range.

3. Switch the machine on and after 10 s stop the stirrer
by manual shut off. Set titration switch to titrate, move
adjustable red pointer to coincide with the indicator black
pointer. A click will be heard as the relay is activated. Move
the red pointer to about 20 μA (black one will follow).

4. Allow 30 min for machine to warm up.
5. Prepare sample vials: Add 3 mL of diluted extract (or blank

or standard), 1 mL nitric/acetic acid reagent and 200 μL
of gelatin reagent to glass vials.

6. Condition the electrodes by titration of three blanks (3 mL
of blank plus reagents as above). Place the vial into the
metal holder and raise so that solution covers the electrodes
and the vial fits over the plastic housing above the elec-
trodes. Turn titration switch to adjust. Wait for the black
needle to fall to a stable value of <5 μA (will probably take
until the third blank). When it does fall below 5, move the
red pointer to 10 μA above the black pointer (i.e. about
15). Ensure before each sample that there is a difference of
about 10 μA between the red and black needles. Turn the
titration switch to titrate. Record the time when the timer
shuts off and reset this between samples.

7. Run all the standards to generate a standard curve of time
vs millimolar of Cl−.

8. Run all samples, blanks and reference tests.
9. If the machine is left for >5 min, then another blank must

be measured to make sure that the black needle is falling
below 5 μA. Run a check standard approximately every 20
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samples to check for any drift. If there is drift, it is likely
that the electrodes need cleaning with silver polish. Turn
off the instrument prior to cleaning electrodes.

10. To re-use glass vials, rinse with DI water and dry with paper
towels (see Note 4).

3.5.5. Calculating
Concentrations

1. Convert the readings in seconds to Cl− concentrations in
millimolar using the standard curve.

2. Convert millimolar Cl− in samples into micromolar per
gram DW = (concentration in micromol × dilution factor,
e.g. 100 for 1:100 dilution × volume of acid extract, e.g.
10 mL) / (DW of tissue extracted).

3.6. Colorimetric
Determination
of Cl (Ferricyanide
Method)

Ferric thiocyanate absorbs strongly at 480 nm. The calibration fits
a second-order polynomial (12).

3.6.1. Reagents 1. Stock mercuric thiocyanate solution: Dissolve 4.17 g
Hg(SCN)2 in about 500 mL methanol, dilute to 1,000 mL
with methanol, mix and filter through filter paper. Caution:
Mercuric thiocyanate is toxic. Wear gloves!

2. Stock ferric nitrate solution: Dissolve 202 g Fe(NO3)3•
9H2O in about 500 mL distilled water, then carefully add
25 mL concentrated HNO3. Dilute to 1,000 mL with dis-
tilled water and mix. Filter through paper and store in an
amber bottle.

3. Combined colour reagent: Add 150 mL stock Hg(SCN)2
solution to 150 mL stock Fe(NO3)3 solution. Mix and
dilute to 1,000 mL with distilled water.

4. Stock chloride solution: Dissolve 1.6482 g NaCl, dried
overnight at 140◦C, in distilled water and dilute to 1,000
mL; 1.00 mL solution is equivalent to 1.00 mg Cl.

3.6.2. Standard Chloride
Solutions

1. Prepare a set of chloride standards in the desired concentra-
tion range, such as 1, 2, 5, 10, 20, 40, 60, 80, 100, 140,
200 mg/L, using stock chloride solution and making to
volume with 0.5 M HNO3 extractant. N.B. Remember to
include some acid blanks.

2. To make up this standard set using 100-mL volumetric
flasks, pipette 100 μL, 200 μL, 0.5 mL, 1.0 mL, 2 mL,
6 mL, 8 mL, 10 mL, 14 mL and 20 mL of the standard
chloride solution and make up to the mark with 0.5 M
HNO3.

3.6.3. Method 1. Pipette 1 mL of the standard chloride solutions, the samples
and blanks into labelled plastic tubes. Pipette 3 mL of com-
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bined colour reagent into each tube and mix. The absorption
of the resulting colour is measured using a spectrophotome-
ter with the wavelength set at 480 nm.

2. Prepare a standard calibration curve by plotting the mea-
sured absorption against the chloride concentration in the
standards. Use this curve to determine the chloride concen-
tration of the samples.

3. Report only those values that fall between the lowest and the
highest calibration standards. Samples exceeding the highest
standard should be diluted and reanalysed.

4. If the supernatant of extracted samples is highly coloured,
they may be clarified, before adding the colour reagent, by
adding some washed activated carbon, shaking, then filter-
ing. Ensure that a couple of blanks are similarly treated and
measured.

5. Report results in milligrams of Cl per litre (see Note 4).
6. Convert to millimolar Cl and then into micromolar per gram

DW (see 3.5.5).

4. Notes

1. A decision must be made to present ion concentrations
on a water basis (mM) or dry weight basis (μmol/g DW
or mmol/g DW). The water content (amount of water
per gram dry weight) is quite different for different parts
of a leaf. In monocotyledonous species, the sheath has
higher water content than does the blade; in dicotyledonous
species, the blade usually has a high water content than does
the petiole. Calculation on a water content or a fresh weight
basis is therefore not valid for a whole shoot, so ions should
be expressed on a dry weight basis.

2. Some laboratories have measured ion concentrations in
expressed sap from leaves (13), but as critical toxicity val-
ues have been determined on a dry weight basis (14), and
as sap ion concentrations can change with changes in water
content as well as ion content, this method has not been
widely adopted. The method is valid for ion ratios, such as
K+/Na+, but caution is needed if comparing different treat-
ments as leaf water content can change markedly with differ-
ent salinity treatments.

3. A wide range of elements in plant tissue can be analysed
with ICP-AES. However, this simple dilute acid extraction
is not recommended when a complete elemental analysis is
required. It has been found that there is incomplete recovery
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for some elements, particularly those elements which play a
structural role in the plant or are present in a relatively insol-
uble form. Performing a complete, conventional elemental
analysis requires the plant tissue to be digested in concen-
trated nitric acid or a mixture of nitric/perchloric acids at
high temperature (15).

4. It is important to ensure that hazardous chemical waste is
disposed of in a manner that complies with local regulations.
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