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PREFACE

Polymeric dispersions are used in a wide variety of applications such as synthetic rubber,
paints, adhesives, binders for non-woven fabrics, additives in paper and textiles, leather
treatment, impact modifiers for plastic matrices, additives for construction materials,
flocculants, and rheological modifiers. They are also used in biomedical m
pharmaceutical applications such as diagnostic tests and drug delivery systems. The rapid
increase of this industry is due to several reasons: i) environmental concerns m
governmental regulations to substitute solvent-based systems by water-borne products,
ii) polymeric dispersions have some unique properties that meet a wide range of
application problems, and iii) compared to other polymerization processes, emulsion
polymerization presents substantial advantages from the point of view of controllability
of the operation. In addition to their commercial importance, the production,
characterization, and application of dispersed polymers have aroused an increasing
interest in academia because of the scientific challanges that they present.

The manuscripts included in this volume were presented at the NATO Advaoced
Study Institute on "Recent Advances in Polymeric Dispersions" held in Elizondo, Spain,
at the Hotel Baztan during the period of June 23 - July 5, 1996. The goal of the NATO ­
ASI was to integrate in a single course the state of the art of the Science and Technology
of Polymeric Dispersions by reviewing the fundamentals, discussing the new
developments, pointing out unsolved problems, and speculating about future research
directions. The areas addressed were divided into the following groups: I. Kinetics m
Mechanisms in Polymerization in Dispersed Media; II. Particle Morphology; III.
Characterization Methods; IV. Polymerization Reactors; and V. Applications of
Dispersed Polymers. This volume reflects the above subdivision.

The Advanced Study Institute was made possible by a generous grant from the
NATO Scientific Affairs Division. We were also very fortunate to obtain additional
support from the following:

Comisi6n Interministerial de Ciencia y Tecnologia, Madrid, Spain
DSM, Geelen, The Netherlands
National Science Foundation, Washington D.C., USA
Union Carbide, Cary, North Carolina, USA
Wacker Chemie GmbH, Burghausen, Germany

I express my sincere thanks to all of them for their generous support and their
interest in the meeting.

In am particularly grateful to Dr. David R. Bassett, Professor Mohamed S. EI­
Aasser, Professor Ronald H. Ottewill, and Dr. Klaus Tauer, members of the Organizing
Committee for their most valuable contributions to the scientific organization.

Many things had to be organized to guarantee the smooth running of the scientific
and social programmes. In so far as the objectives have been met, this certainly has been
due to the help, before, during and after the Institute, of Dr. Maria J. Barandiaran, Dr.

vii
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Jose C. de la Cal, Dr. Jacqueline Forcada, Dr. Jose R. Leiza, Mr. Mikel Larraiiaga <nt
Ms. Isabel Saenz de Buruaga.

My appreciation to Dr. Philip D. Armitage for his help in the process of reviewing
the papers included in this book, and to Ms. Ines Plaza who retyped many of the
chapters.

I acknowledge the help of the staff of the Hotel Baztan for their expert assistance <nt
for their wann hospitality.

The success of an Institute is ultimately determined by the interest and committment
of the lecturers and participants. I want to thank all of them for their enthusiasm and
collaboration.

Finally my deepest gratitude to my wife Esmeralda, and our daughter, Leire, who
provided all the cooperation and inspiration needed for the success of this project.
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NOMENCLATURE

The following constitutes a common nomenclature for the book. Other specific
symbols are defmed in each chapter. Units are indicated in terms of base physical
quantities: length (L), mass (M), time (t), temperature (T), amount of substance (mol),
charge (C, Coulomb), and electric current (A, ampere). In some cases, derived quantities
are also used: energy (E=ML2/t\ and electric potential (V, volt).

A
Aijk

Ap
as

B(V,V')

BSA

Cpi
CPVC
CTA
c.c.c
ernc
D
DET
Dw

do
dp
[E]
ESEM
ESR
e

Fi
f
fI
f.
1

g
H
HOG
HSA

heat transfer area (L2).
Hamaker constant for the interaction between materials i and k,
being both immersed in a phase j (E).

surface area of all particles in the system (L2).

area occupied by a single surfactant molecule when the surface is

saturated (L2).
rate coefficient for coagulation between particles of volume V and
V' (L3 mol-l t-l).
Bovine Serum Albumin.
specific heat capacity (E M-l T-l or E mol- l T-l).
critical pigment volume concentration.
chain transfer agent.
critical coagulation concentration (mol L-3).
critical micelle concentration (mol L-3).
impeller diameter (L).
direct non radiactive energy transfer.
diffusion coefficient of the monomeric radicals in the aqueous phase
(L2 t-l).
diameter of the unswollen polymer particle (L).
diameter of the monomer swollen polymer particle (L).

concentration of desorbed radicals in the aqueous phase (mol L-3).
environmental scanning electron microscopy.
electron spin resonance.
electron charge (C).

molar feed flow rate of compound i (mol t- l ).
efficiency factor for initiator decomposition (dimensionless).
overall initiator efficiency (dimensionless).

molar fraction of monomer i (dimensionless).

gravitational constant (L t-2)
reactor height (L).
Human Gamma Globulin.
Human Serum Albumin.

xv



xvi

h
hp

[121
[IM.]

I

I(Q)
IEP
IgG
jcrit
K(V)

ka

k<i
lean

kp

<kp>

kp*

kt

kt,w

ktr, ktrm

ktrp
LCB
LCST
MAS
MFf

Me
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intersurface separation (L).
Planck's constant (E t).

concentration of initiator (mol L-3).
concentration of initiator derived oligomers of length i in the

aqueous phase (mol L-3).

scattered intensity (E L-2 t-I).
isoelectric point.
Immuno Gamma Globulin.
critical degree of polymerization for homogeneous nucleation.

rate coefficient for propagational particle growth (L-3 t" I)
entry rate coefficient (L3 mol-I t-I)

exit rate coefficient (t"I).
frrst order rate coefficient for desorption of a monomeric radical

(t- I ).

rate coefficient for initiator dissociation (t" I).

propagation rate coefficient for a j-meric radical in the aqueous phase

(L3 morl t-I).

propagation rate coefficient (L3 mol-I t-I)..

average propagation rate constant (L3 mol-I t- I).

rate constant for propagation to pendant double bonds (L3 morI

t-I).

propagation rate coefficient for a monomeric radical (L3 mol-I t- I).

propagation rate constant of radical j with monomer i (L3 morI

t-I ).

termination rate constant (L3 mol-I t-I).

termination rate coefficient in the aqueous phase (L3 mol-I to}).

rate coefficient for transfer to monomer (L3 mol-! to}).

rate coefficient for transfer to polymer (L3 morIt-I).
long chain branching.
Lower critical solution temperature.
magic angle spinning.
minimum ftIm forming temperature (T).

moleCular weigth between chemical crosslinks (M mol-!).
entanglement length.

number-average molecular weight (M mol-}).
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xvii

concentration of monomer in the polymer particles (mol L3).

total monomer concentration in the polymer particles (mol L3).

weight-average molecular weight (M mol-l ).
concentration of monomer in the aqueous phase (mol L3).

saturation concentration of the monomer in the aqueous phase
(mol L3).
agitator speed (t- l ).
Avogrado's number (mol- l ).

power number (P/pN3D5, dimensionless).

Number of polymer particles per unit volume (L-3).

Reynolds number (D2Np/ll, dimensionless).

Weber number, (D3N2pct/r, dimensionless).
average number of radicals per particle.
particle number distribution function (mol L-6).
refractive index of the pure component (monomer), polymer and
medium, respectively (dimensionless).
number of ions per unit volume (L-3).
agitator power (E).
pendant double bond.
pulsed electron beam polymerization.
probability of finding a radical with ultimate unit of type I.
pulsed laser polymerization.
particle shape factor (dimensionless).
pigment volume concentration
controlled process outputs.
scattering vector.
rate of transfer to chain transfer agent (mol L-3 t-1).

hydrodynamic radius of the particle (L).

nucleation rate (mol L-3 t-1).
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MECHANISMS FOR RADICAL ENTRY AND EXIT
- Aqueous-phase influences on polymerization

ROBERT G GILBERT

School of Chemistry,
University ofSydney
NSW2006,
Australia

1. Introduction

An emulsion polymerization comprises a number of phases, as illustrated in Figure 1.
Although polymerization takes place within the particle phase, the generation of free
radicals usually takes place in the aqueous phase. The phase-transfer event whereby
radicals go from the aqueous into the particle phase is entry. Free-radical activity can
go from the particles back into the aqueous phase: the process denoted exit (or
desorption). Further, aqueous-phase radicals arising either from initiator or from exit
can have a number of fates which impinge upon radical activity within the particles,
which in turn has effects on the polymerization process and products. It is these various
events which form the subject of the present chapter.

SO 4 •

5000 nm

latex particle

100nm fit

•
surfactant

magnified latex particle

Figure 1. llIustrating the different phases in an emulsion polymerization; during particle formation,

micelles are also present.

The basic equation describing the rate in an emulsion polymerization is:

Rp =kp~ n[MJp (1)

where kp is the propagation rate co~fficient, NAthe Avogadro constant, Np the number
of latex particles per unit volume, n the average number of propagating radicals per

J. M. Asua (ed.), Polymeric Dispersions: Principles and Applications, 1-15.
© 1997 Kluwer Academic Publishers.
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particle, and [M]p the monomer concentration within the particle. The value of Ii is in
turn controlled by entry, exit and termination; the first of these two events form the
subject of the present chapter.

2. Obtaining Entry and Exit Rate Coefficients from Experiment

Entry and exit rate coefficients can be obtained from the time evolution of the poly­
meriz ation rate in a monodisperse seeded system, in the absence of secondary particle
formation: i.e., not just the steady-state rate, but the rate at which this steady state is
attained [1]. It is convenient, when considering means of obtaining experimental rate
coefficients in emulsion polymerization, to consider two limiting but widely-applicable
cases: a zero-one system, which is where entry into a latex particle which already
contains a growing radical results in extremely rapid termination, and a pseudo-bulk
system, where termination is rate-determining and where there is no effect of
compartmentalization. The kinetics of a zero-one system are dominated by entry and
exit, while those of a pseudo-bulk system must also take termination into account.
Termination is complex to quantify because the rate coefficients depend in general on
the lengths of both chains [2]. Hence unambiguous experimental results for the rate
coefficients, and hence mechanisms, for entry and exit can best be obtained from zero­
one systems, although this may not always be possible to achieve. It is possible to
obtain entry rate coefficients from pseudo-bulk systems (e.g., [3,4]) but this requires
extensive model-based assumptions and is therefore less reliable.

The kinetics of zero-one systems are complicated by having to take into account the
fate of exited radicals. While equations describing these kinetics can readily be written
down (e.g., [5-7]), these are not suitable for general data fitting. Fortunately, it turns
out [1] that it is sufficient to consider three limiting cases for the fates of exited radicals
in zero-one systems:

Limit 1: complete aqueous-phase termination:

d1i ::\ k<JM­
dt = Pa(l - 2n) - ktr[M]PIn

k<JM + k P[M] P

Limit 2a: complete re-entry:

(2)

dli = Pa(l- 21i) _ 2 ktr k<JM 1i2 (3)
dt k~

Limit 2b: re-entry and re-escape:

d1i ~::\ 2 - (4)'dt=Pa(l-.wr ktr[M]pn

where Pa =P initiator+ Pthermal is the pseudo-fiest-order rate coefficient for entry,
containing components for radicals deriving directly from initiator (but not from re­
entry of exited radicals) and from thermal radical generation, ktr is the rate coefficient
for transfer to monomer (it has been assumed for sim~licity that all exit is by
monomeric radicals formed by transfer to monomer), k is the propagation rate
coefficient for a monomeric radical formed by transfer, an;FkdM is the first-order rate
coefficient for desorption of a monomeric radical [8]:
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kdM: - 3Dw [M] w (5)
- rp

2 [M]p

where D w is the diffusion coefficient of monomeric radicals in the water phase and rp
the swollen radius of a particle. The second term in each of eqs (2-4) represents exit,
and can be expressed in terms of a phenomenological exit rate coefficient kd
(specifically, the second term in these equations can be written as -kdn, -2kdfi2 and
-kdn respectively).

Solution of eqs (2), (3) or (4), depending on the particular system, in the steady
state enables n to be calculated for a zero-one system. The computation of n in a
pseudo-bulk system is rendered complex by the need to take chain-length-dependent
termination into account (e.g., [9,10)). If a suitable value of the chain-length-averaged
termination rate coefficient is known, various algorithms for finding ii in a
compartmentalized system are available (e.g., [11]).

Means of obtaining entry and exit rate coefficients from appropriate experimental
data have been discussed in detail elsewhere (e.g., [1]). In brief, one uses the approach
to steady state together with the steady-state value of n. In turn this information is us­
ually obtained from the experimental polymerization rate, which can be converted to n
if the propagation rate coefficient is known [1,12]. The most reliable data for exit are
those obtained from the time evolution after removal from a y-radiation source, which
yields PthelIDal and kd directly, without the possibility of any artifact from inhibition.
Such relaxation data are especially sensitive to kd because it is exit which is the prime
cause of loss of radical activity in a zero-one system; these values of kd, when
combined with those for the steady-state n with chemical initiator, in tum yield
Pinitialor through equating the right-hand size of eqs (2-4) to zero. Means of processing
such data have been discussed in detail elsewhere [1].

Some data are shown in Figures 2 and 3. The data for chemical initiator exhibited
inhibitor artifacts: consistency tests showed that the approach to steady state in these
particular data was in fact due at least in part to the consumption of inhibitor, since the
value of kd inferred from the approach to steady state in the chemically-initiated system
was significantly different from that inferred from y-relaxation data. Multiple re­
insertions and removals with y initiation/relaxation can be used to test if data are
vitiated by inhibitor artifacts. Where such artifacts are absent, the approach to steady
state in a chemically-initiated system can be used to [md Pa and kd (e.g., [12,13)).

As stated, the values of both entry and exit rate coefficients inferred from experim­
ent depend on the assumed fate of exited radicals, i.e., which of eqs (2-4) is obeyed.
Assuming different fates does not have a large effect on the value of Pa, but can affect
kd by 30% or more. Methods have been given [14] whereby the likely fate can be cal­
culated by relatively straightforward means with data that are easily obtained, with
sufficient accuracy that one can decide which limit is obeyed with acceptable
reliability.
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In applying this methodology, one must ensure that the system is zero-one. A
necessary but not sufficient condition for this is that nbe less than 1/2.
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(7)
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A number of suggestions have been made as to how it may be determined experim­
entally if the zero-one assumption is obeyed for a given system [1]. The simplest suffi­
cient condition is that a true steady state is observed in Interval II in a system with n~

1/2. This is because if termination is rate-determining (which would vitiate the zero­
one assumption), then the rate at which termination occurs on entry in Interval IT (when
monomer concentration remains constant but the particle volume increases) must
depend on particle volume (if compartmentalization is important), and thus the overall
polymerization rate will change with conversion. That is, if the overall polymerization
rate does not change with conversion in Interval II, the system must be zero-one. An
example of contrary behavior is seen in MMA, when the rate and nshow a steady
acceleration in Interval II in small particles with low n[15], showing that the system
cannot be zero-one. This is because [16] exit is rapid but the exited radical goes quickly
from particle to particle until it undergoes propagation to a significant degree of poly­
merization; when termination takes place, it is relatively slow (i.e., rate-determining),
whereas exit and re-entry are so fast that overall desorption is not rate-determining.

3. Results and Models for Entry

It is apparent that the highly hydrophilic radical arising from an initiator such as
persulfate, viz., S04-·, cannot enter the hydrophobic environment of a latex particle,
and hence the process whereby this radical activity is transferred to the interior of a
particle must be complex. Some redox initiators may produce less hydrophilic radicals,
perhaps (in the case of an initiator such as ten-butylhydroperoxide) in the interfacial
region, but again this redox process will be complicated: geminate recombination must
be avoided, and in cases such as inisurfs, this leads to very inefficient initiation [17].

The process whereby irreversible entry occurs with an initiator such as persulfate is
illustrated in Figure 4. One has aqueous-phase propagation and termination until a
sufficiently high degree of polymerization z is achieved so that the z-mer undergoes
propagation while in the interfacial region without any other fate intervening. Now,
irreversible entry may take place over a distribution of degrees of polymerization, but
for simplicity one can consider entry as an all-or-nothing event, with z being an
effective degree of polymerization. In this section, the events leading to entry in two
simple systems are considered: persulfate initiator with particles stabilized by anionic
and by electrosteric stabilizer.

Given the mechanism just described, the value of Pinitiator may be obtained by
noting that z is the effective degree of polymerization at which entry occurs and no
other fate is possible (a distribution of such degrees of polymerization, incorporating
competition between propagation, termination and desorption, can be used to develop a
more microscopic model for z in terms of the rate coefficients for the processes just
described). If ka denotes the second-order rate coefficient for entry of a z-mer (whose
concentration is denoted [IMz)), then:

Pinitiator = ka[IMzl
.z-1

_ "p,w[M]w[IMz-I]
- Np/NA
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Figure 4. Illustrating the events leading to irreversible entry into the interior of a particle by a z­
meric radical.

where Jti,~~ is the propagation rate coefficient for a z-meric radical in the water phase.
Eq (7) follows from the assumption that the only fate for a z-mer is irreversible entry.
The value of the concentration of (z -1 )-meric radicals is in turn found by solving, in the
steady state, the rate equations for all species (taking account of the fact [18] that the
propagation of a radical such as S04-· is so rapid as not to be rate-determining):

[IMIl = 1 2jki [I 2] (8)
kp,~r]w+ kt,w[R]w

[IMi]= ~P.W[IMi-l][M]W (9)
kp,w[M] w +kt,w [R]w

where [12] is the initiator concentration, ki dissociation rate coefficient, f the efficiency
with which the initiator dissociates to form two propagating aqueous-phase radicals if""
0.5), kt,w is the termination rate coefficient in the water phase (the latter is assumed
independent of the degrees of polymerization of each species; the extension to allow
for chain-length dependence is trivial) and the total radical concentration is:

z-1

[R]w =~ [IM il (10):

(the contribution of desorbed radicals being neglected). Eqs (7-10) are solved iterat­
ively. If the latex is monodisperse and there is no particle formation, then eqs (6) and
(7) imply that the entry rate coefficient is independent ofparticle size (all other varia­
bles, such as particle number, being constant): eq (6) is not rate-determining. However,
if there is a range of particle sizes, as for example during particle formation, then ka
varies with particle size (there is evidence [19] that this variation is given by the diffus­
ion-controlled value, at least in latices stabilized by ionic surfactants, which implies ka
oc rp). Under such circumstances, eq (6) is rate-determining (e.g., entry occurs at
different rates for different particle sizes provided there is a range of particle sizes
present), and this size-dependence must be explicitly taken into account. This is why
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experimental deteIIDinations of Pa can only be unambiguously obtained with a
monodisperse seeded system in the absence of particle fOIIDation.

If all rate coefficients are assumed independent of degree of polymerization, one
obtains [18,20):

. . . 2Jki[lZ]NA {~ 2Jki[lZ)kt,w I} 1-2 (11)
Pmltiator - Np kp,w [M)w +

Eq (11) shows that the entry rate coefficient can depend strongly on the concentration
of monomer in the water phase, with implications for residual monomer (see [21]).
Initiator efficiency varies with monomer type and with initiator and particle
concentrations. While initiation with a slow-propagating, relatively water-insoluble,
monomer such as styrene leads to extensive aqueous-phase teIIDination (low overall
initiator efficiency), a more rapidly propagating monomer such as MMA leads to a
high overall initiator efficiency [4).

3.1. ENTRY WITH IONIC SURFACfANT

It has been found (e.g., [16,18,22]) that eqs (7-10) are able to fit extensive data on
styrene particles stabilized by ionic surfactants, provided account is taken of the
observation [23-26) that kt,w is extremely fast (z 4x109 dm3 mol-1 s-l) for very short
aqueous-phase radical species. Tbe value of 2 so obtained is 2-3 (depending on the
values assumed for kt,w and the !f,w). Some new results are shown in Figure 5. These
illustrate the accord with the predictions of eqs (7-10), as well as verifying the
prediction of this model that the entry rate coefficient should be independent of particle
size if all other variables (specifically, initiator and particle concentrations) are kept
constant. The values used in the fit are ki =2xl0-6 s-l, kt,w =4x109 dm3 mol-1 s-l,f
= 0.6, 2 = 3, ", \v and ~.1v = 1200 and 300 dm3 mol-1 s-l (all of which are
reasonable), togeiher with 'the observed values for Pthermal of 2.5xlo-4 and 1.4xlo-3
s-l for the 24 and 44 om latices, respectively.

It has been suggested [I8) that the value of 2 can be estimated from an expression
based on hydrophobic free-energy considerations:

z z 1 + -23 k:J mol-
1

(12)
RT In [M)w,sat

where [M)w sat is the solubility of monomer in the water phase; this yields z = 2-3 for
styrene. Estimates of Pa and hence 2 have also been obtained for butadiene [27) and
MMA [4) which are consistent with the predictions of eq (12), but in both these cases
the data are less extensive and/or less unambiguous than for styrene.
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Figure 5. Experimental values for Pa for styrene seeded emulsion polymerizations with persulfate

initiator (concentrations as indicated) at 50T with different particles sizes; all data in Interval II,

unswollen radii and uncertainties as indicated. Values of Np (from left): 5.8, 5.2, 4.2, 5.2x1016 dm­

3. Surfactant: 8xHr3 mol dm-3 Aerosol MA, pH =7. Two sizes oflatex were used (24 and 44 om

unswollen radii). Re-processed from data in [22]. Parameters used for simulation given in text.

3.2. ENTRY WITH POLYMERIC SURFACTANT

Experimental values have been obtained [22] for Pa for monodisperse polystyrene
latices coated with an electrosteric stabilizer [28,29]. These were made with ionic
surfactant (although not done here, one could add a small amount of styrene sulfonate
as co-monomer [30J to improve colloidal stability); the latices were then dialyzed to
remove virtually all surfactant; the latex was then swollen with styrene, acrylic acid
and initiator then added and polymerization allowed to occur for a few minutes. The
result is a latex stabilized by a block copolymer of acrylic acid and styrene, embedded
into the latex particle, with the hydrophilic poly(acrylic acid) moiety located in the
interfacial and aqueous phase regions; this is a good model for more complex systems
in common industrial use.

Some results are shown in Figure 6. It is seen that putting an electrosteric stabilizer
on a latex particle results in a dramatic reduction in the entry rate coefficient, and that
this varies with both pH and ionic strength. This result can be rationalized in terms of
the mechanism of Figure 4, if it is assumed that the electrosteric stabilizer results in a
highly viscous interfacial regime (a "hairy layer") so that a z-mer now may undergo
termination before it diffuses through that layer to undergo propagation in the interior
of the particle. This can be quantified in terms of a higher effective value for z: e.g., the
lowest Pa of Figure 6 corresponds to z =8 rather than 3. Of course, an 8-mer would be
totally insoluble in water, and this value can be seen as a measure of the average degree
of polymerization which is achieved by those radicals which avoid termination in the
viscous layer long enough to fully enter the interior of the particle (indeed, if (5-7)­
meric species were truly present in the continuous phase, secondary nucleation would
occur, since jerit '" 5 for styrene). It is emphasized that the effect of electrosteric
stabilizer on entry is probably dependent on the degree of polymerization of the grafted
polymer, and so is likely to depend on initiator and acrylic acid concentrations as well
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as on ionic strength, pH and particle size. Further quantification of this effect is seen to
be an important area for the future.

3.3 VARIATION OF INITIATOR: IONIC, INISURF AND ORGANIC-PHASE
INITIATORS

All of the data used above to infer the entry mechanism are for persulfate initiator.
However, changing initiator type may affect entry. Some early data [31] using "V-50"
(a cationic initiator which is the water-soluble equivalent of AlliN) suggested very low
efficiency, but the exit rate coefficients reported in this study were also surprisingly
low, suggesting that the data are suspect (e.g., there may have been inhibitor artifacts).
Such experiments should be repeated with better techniques for finding Pa, as discussed
above. It would seem reasonable that the value of z could depend on the initiating
species, and thus that cationic or uncharged initiators could have higher efficiency.
Testing this by appropriate studies would be useful in indicating optimal initiators.

Some studies of initiator efficiency have been reported [17] using "inisurfs", i.e.,
(PEO-based)-initiators which also function as surfactants [32]. It was found that these
initiators had extremely low efficiency ('" 0.1 %). This can be rationalized in terms of
facile geminate recombination of the surface-active decomposition products from
initiator when they are in the narrow confmes of the interfacial region.

There is some argument as to whether that "organic-phase" initiators undergo
extensive geminate recombination inside a small particle, and that under such
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circumstances most of the radicals causing polymerization actually arise from the
initiator present in the aqueous phase (although AIBN is thought of as an organic-phase
initiator, it has an aqueous-phase solubility comparable to styrene) [33]. However, it is
more likely [34] that there is a high probability that one of the radicals formed by
AIBN dissociation within a particle will desorb. Hence it is likely that many of the
chains initiated by AIBN are from radicals generated in the particle phase. Naturally,
AIBN can be used efficiently in large particles [35] where the more spacious confmes
are less conducive to geminate recombination.

4. Results and Models for Exit

4.1. TRANSFER-DIFFUSION MODEL

The transfer-diffusion model for exit quantified in eqs (2-5) is shown in Figure 7. Exit
dominates the emulsion polymerization kinetics of relatively water-soluble monomers
such as vinyl acetate (as discussed later), but can be important even for hydrophobic
monomers such as styrene. The reason for this is even though the monomeric radical
formed by transfer is relatively insoluble in water, it may be sufficiently long-lived to
desorb; eqs (5) and (3) show that while the exit rate can be reduced by a low water­
solubility (low [M]w), this can be overcome by small particles (small rp) and/or high
transfer rate coefficient. However, eq (5) suggests that exit should be negligible for
sufficiently large particles.

transfer
-.:r

• propagation

~

.~

Figure 7. lllustrating the mechanism leading to exit.

4.2. SOME DATA FOR EXIT

Extensive data for the exit rate coefficient in latices with ionic stabilizer have been
presented in the literature for styrene (e.g., [14]) and for chlorobutadiene [36]. Such
data are in semi-quantitative accord with the predictions of eqs (2-5) (as illustrated in
Figure 8), but not definitively so. One possible reason for this is that exit rate
coefficients show strong variability from system to system (a problem which is
discussed below), suggesting that there are other mechanisms operating in addition to
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those illustrated in Figure 7. Another cause for uncertainty is the following. In testing
models against experiment, it is essential to take into account the likelihood that k 1 is
significantly greater than kp for a long chain, an effect predicted theoretically [3]Y to
arise from differences in rotational entropy of activation. Moreover, a question hangs
over this data interpretation, because it is not clear just to what species transfer occurs
in styrene, where the hydrogen atoms would appear non-labile. While it has been
suggested that transfer may be to a Diels-Alder dimer [38], such a species would be too
insoluble to undergo exit. It seems likely that transfer is in fact to styrene monomer
through abstraction of an H atom on the aromatic ring [39], since the observed
activation energy for transfer in bulk styrene, ca. 50 kJ mol-1 [40], is not unaeasonable
for this process, while the frequency factor (ca. 107 dm3 mol-1 s-l [40]) is again of the
magnitude predicted by theory [41,42].

The situation is rather different for latices with polymeric stabilizer. Kusters et al.
[17] studied a latex stabilized with PEO-nonylphenyl ester and found that the exit rate
coefficient was dramatically lower than that in an equivalent system with ionic
stabilizer. Coen et al. [22] found a similar effect in electrosterically-stabilized latices
(as discussed above for entry) as shown in Figure 8, with again the exit rate coefficient
being sensitive to changes in pH and ionic strength. In both cases, it is reasonable to
suppose that a highly viscous ("hairy") layer around the latex, originating with the
polymeric stabilizer, slows down the interfacial diffusion step of Figure 7.

A final illustration of the effect of exit is in the emulsion polymerization of vinyl
acetate. It has been pointed out on several occasions that plots of conversion against
time for this latex show a linear region over a very wide range of x (typically up to 80%
conversion). This is well beyond the transition from Interval II to Interval III [43]: i.e.,
the rate is apparently independent of [M]p. Such a result can be easily explained [44]
by noting that the rate is proportional to [M]plt, and ~t if the system obeys Limit 2b,
eq (4), and the exit rate coefficient is large, then n = p af2ktrlMlp. These results
together yield a rate which is independent of [M]p, consistent with observation.
However, this interpretation supposes that the radical formed by transfer is sufficiently
long-lived that it will be more likely to undergo re-escape than propagation when it re­
enters a particle. The radical formed by transfer to monomer is likely to be the
butyrolactonyl radical formed by hydrogen abstraction from the methyl group followed
by cyclization. Since this is likely to be a relatively stable radical, it is likely to
propagate very slowly, a presumption in accord with the postulated mechanism. Direct
observation of the exit rate coefficient by y-radiolysis relaxation [44] gives a value in
quantitative accord with this mechanism and the predictions of eq (4).

4.3. ORIGINS OF VARIABILITY IN EXIT RATE COEFFICIENT

As stated, the exit rate coefficient seems to show significant variation from latex to
latex, for fixed particle size[l4]. There are two possible origins of this effect. The first
is the interference of "hairs" (small amounts of polymeric surfactant) formed during the
production of the seed latex, perhaps from peroxide or carboxylic acid species. These
will in tum vary with exposure to oxygen, hydrolysis, and so on, and thus might show
variability from latex to latex even though the preparations were ostensibly identical.
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Another possible cause of variation is "background thermal" polymerization, which
functions as a radical loss process in a zero-one system because of "instantaneous"
termination. This may arise from peroxide species formed during or after seed-latex
preparation. Again, the thermal entry rate coefficient shows variability from latex to
latex, consistent with variable trace amounts of peroxide species.

4.4. FA1E OF EXITED RADICALS

It is emphasized that aqueous-phase radical species deriving directly from initiator
(e.g., °MjS04-) are chemically distinct from those arising from exit (OM), and thus
have very different likelihoods of entering a particle irreversibly or terminating in the
aqueous phase. Total radical concentrations in the aqueous phase are typically 10-9_
10-8 mol dm-3, while rarticle concentration is 10-8-1~ mol dm-3 (corresponding to
Np =: 1016_1018 dm- ). Because both termination and entry seem to be diffusion­
controlled (capture rate oc radius), and because radicals are much smaller than particles,
it is apparent that a radical in the aqueous phase without a barrier to entry (i.e., MO) is
much more likely to enter a particle than to terminate. However, "MjS04- has a barrier
to entry (Le., is hydrophilic) for small i, and thus an initiator-derived radical is much
more likely to terminate than entry for i < z.

The quite different fates of exited radicals in styrene and vinyl acetate, illustrated in
Figure 9, arise principally from the very different values of k J.
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Fig 9. Illustrating the different fates dominating the behavior of exited free radicals in

styrene and in vinyl acetate.

Although the studies detailed here are for homopolymer systems, the overall
mechanistic precepts have been established (e.g., [45]) to apply to copolymerizations.
Indeed, frequently entry or exit in a copolymer system will be dominated by the
behavior of only one monomer: for example, in styrene/methyl acrylate, exit is
dominated by the MA because of its higher ktr and its higher water solubility.

5. Technical Implications

Some influences that exit and entry have on polymerization products and
manufacturing process are as follows.

• Particle size/particle concentration is an important technical property that is controlled
inter alia by entry. This is because particle formation only stops when the rate of entry
into pre-existing particles sufficiently exceeds that at which an aqueous-phase radical
can form a new particle [46]. This has a number of implications. For example, slow
entry in a polymerically-stabilized latex means that an aqueous-phase radical has a
higher probability of forming a new particle, which explains the observation that
secondary nucleation is a common phenomenon in sterically or electrosterically
stabilized systems (e.g., those containing acrylic or methacrylic acid). This realization
in turn suggests ways around the problem, such as strategies for controlled feed of the
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co-monomer with regard to particle number and size so as to minimize secondary
nucleation, while still being able to retain the functionality of the co-monomer.

e Overall rate, of which entry is the fundamental driving force. Depending on the
kinetics, exit can be an important cause of the loss of radical activity (as is the case
with vinyl acetate, discussed above) and thus can reduce the rate. In tum, rate
influences optimal use of reactor time and safety (through control of the exotherm).

e Entry influences polymer products through the change in the rate of entry at high con­
version and its influence on residual monomer, discussed by Kukulj and Gilbert later in
this volume. The reason for this is seen in the strong dependence of Pa on z in eq (11).

e The many by-products of aqueous-phase kinetics include obvious termination
products derived from species such as eM S 04-, and also products (such as
PhCH(OH)CH2CHPhCH20S03-) from hydrolysis and transfer reactions of such
species [47-49]. These may be involved in discoloration, weathering, etc. In surfactant­
free and low-surfactant systems, species with initiator fragments (including termination
products from aqueous-phase kinetics and long chains with an initiator-derived
endgroup) are major contributors to colloidal stability.

In these and other cases, optimization of polymer product and process can be improved
through mechanistic understanding of the events controlling entry and exit [1].
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PARTICLE GROWTH IN EMULSION POLYMERIZATION
Determination ofPropagation Rate Constants and Monomer Concentration.

A.M. VAN HERK
Department of Polymer Chemistry, Eindhoven University of Technology
P.O. Box 513, 5600 MB, Eindhoven, The Netherlands

1. The Rate of Particle Growth

Particle growth in emulsion homopolymerization is determined by the following
equation:

(1)

where Rp is the rate of growth, kp the (average) propagation rate constant, [M]p the
monomer concentration in the particles, fi the average number of radicals per particle,
Np the number of particles per unit volume of aqueous phase and NA Avogadro's
number.

In the case of an emulsion copolymerization and applying the pseudo­
homopolymerization rate approach, the rate ofgrowth is given by:

(2)

where <kp> is the average propagation rate constant as defined by eq (4) and [M]P,IOI the
total monomer concentration in the particles. In the case of more then two monomers
this equation gets more complicated (see section 1,2),

In the case of an emulsion copolymerization the phenomenon of composition drift
can occur. This means that the feed composition and the ratio in which the two
monomers are build in the copolymer are not equal, resulting in a drift in the monomer
ratio in the reactor and therefore also a drift in the composition of the formed
copolymer which can result in heterogeneous copolymers, In the case of an emulsion
polymerization there is an additional effect of monomer partitioning on the composition
drift (see also 1.2), When the water solubility of the two monomers differs, one of the
monomers is held back in the aqueous phase which can result in an enhancement of the
composition drift. In some special cases (where the more reactive comonomer is also
the more water soluble comonomer) the water solubility can partially compensate
composition drift, So if reactivity ratios are obtained by analysis of emulsion
copolymerizations one can either use the concept of apparent reactivity ratios or
introduce the monomer partitioning equilibria and use the reactivity ratios obtained in
homogeneous media,
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In this review emphasis is put on the experimental methods to obtain accurate values
for kpand [M]p .The methods of obtaining fi are only briefly discussed and were treated
more extensively in the chapter of this book by Gilbert. In another part of this book the
methods to obtain the particle diameter and thus Np will be discussed. Reference is
made to the initial sources as much as possible.

1.1. THE PROPAGATION RATE CONSTANT

The propagation rate constants are usually obtained from solution or bulk
polymerization experiments. Can these kp-values be transferred to an emulsion
polymerization one might wonder? In turns out that in many cases the effects of the
chemical micro-environment (also solvent effects) are small. Also transferring
copolymerization rate constants from e.g. bulk to emulsion systems is in general
possible. Another aspect is the medium viscosity, it turns out that in general the kp­
values remain constant up till a certain polymer content , for MMA this is up to a
weight fraction of polymer of 70 %. This critical conversion is dependent on the type of
monomer and the temperature. Above this polymer content the propagation rate
constant decreases as a consequence of the propagation becoming diffusion controlled.

1.1.1. The Pulsed Laser Polymerization/Molecular Weight Analysis Method
Determination of the propagation rate constants (kp) is preferably performed by the
pulsed laser polymerization technique (PLP) combined with size exclusion
chromatography (SEC).

laser pulse
U

*
*
*

*
*

*

The laser pulse
generates radicals
that initiate
polymerization

Most chains
propagate, some
terminate

laser pulse
U

At the next pulse
again a lot of small
radicals are formed

Most chains
terminate, some
survive, process
starts again

Figure I Schematic representation of the pulsed laser polymerization experiment

This method is very suitable to obtain accurate propagation rate constants in
homogeneous systems because there are very little assumptions made and the
determination is yielding a value of kp not coupled to the termination constant kl in
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contrast to other techniques (see 1.1.2 and 1.1.3). For this reason extensive reference is
made to the literature on this relatively new method. The PLP-SEC technique was
described originally by Alexandrov [I] in 1977 and was further developed by Olaj in
1987 and the years after [2-7].This method comprises the generation of radicals through
a photoinitiator, activated by a laser pulse. The time of growth of a polymer chain is
directly determined by the time between pulses and this experiment gives direct access
to~p, The method is schematically illustrated in Figure I. The chain length for the
chains initiated and terminated by small laser induced radicals is given by the simple
equation [2]:

(3)

where : Lo.i is the chain length of the polymer formed in the process of growth in the
time between two laser pulses, kp the propagation rate coefficient, [M] the monomer
concentration at the site of polymerization, t is the time between two subsequent laser
pulses and i=1 ,2,3, .... The higher order peaks (i=2,3, ...) may occur when growing chains
survive termination by one or more subsequent pulses. The radical profile as a function
of time in a pulsed laser experiment is shown in Figure 2.

t
[R*]

:

: :
: ' .. : '. '. .. '.:

Time~

Figure 2 Radical concentration profile in a pulsed laser polymerization experiment,
-- homogeneous medium , """ microemulsions or latex systems,

In-between two pulses normal bimolecular termination can occur which results in the
so-called background polymer. Olaj [2] suggested that the inflection point at the low
molecular weight side of the peaks gives a good measure for kp• This is usually true,
however in very small microemulsion droplets indications were found that the best
measure for kpshifts from the inflection point to the peak maximum (see below). On the
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other hand, when the Js, is known, eq (1) can also be used to obtain the monomer
concentration in microemulsion droplets and in latex particles (section 1.2). In Figure 3
a typical molecular weight distribution is shown of polymer produced in a PLP
experiment.

An overview of the publications of the other active groups in PLP-SEC, up to the
beginning of 1996, will be given.

Figure 3. Molecular weight distribution (left axis) and derivative (right axis) of polymethylacrylate
obtained in a PLP experiment at 1000 bar and -) 5°C at a frequency of90 Hz (conversion 3.8 %). SEC

measured at Rohm. Reproduced with permission of C. Kurz from her thesis, Gottingen 1995

Davis and O'Driscoll [8-17] extended the method to copolymerization, the average
propagation rate constant <kp> is given by the general equation:

- 2 - 2
rlf, +2fJ2 +r2 f2

< k p >= (4)
(rlf, Ikpll)+(r2f2 Ik p22 )

with f; is the molar fraction of monomer i and kpij is the propagation rate constant for
propagation of chain end i with monomer j, where in the ultimate model

In the case that also the penultimate unit influences the reactivity, the penultimate
model applies and we can also define kp1'1 , kp211 etc., in eq (4):
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ri(f1rl +f2) ri(f2 r2 +f1)
rl = - - and r2 =

~~+~ ~G+~

k plll k p222 k p211 k p122 k p211 k pl22
r1=--, r2 =--, ri =--, ri =--, s, =--, S2 =--

k pll2 k p221 k p212 k p121 k p111 k p222

The data in Figure 4 can be described very well by the penultimate model.

700
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f1

0.6 0.8

Figure 4. kp as a function of the feed fraction f, for the copolymerization of styrene (M,l and methyl
methacrylate (M,l (unpublished data, Peeters, Manders, van Herkl.

O'Driscoll simulated the PLP experiments with Monte-Carlo simulations [13] and
Davis investigated the molecular weight of the resulting polymer from a PLP
experiment ofMMA with Matrix-Assisted Laser Desorption [15]. The group of Buback
[18-23] also performed PLP experiments at high pressures with subsequent SEC
analysis. In 1986 a IUPAC working party entitled "Modeling of Free Radical
Polymerization Kinetics and Processes" was founded which recommended the PLP­
SEC method as the most reliable method for the determination of kp [24-28]. Other
active groups are: Gilbert [29-35], Hutchinson [36-41]. Holdcroft and Guillet were the
first to perform PLP in transparent microemulsions [42]. This was also done by the
group of van Herk and German [43-48] in collaboration with the group of Schweer.
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Van Herk et al. performed pulsed electron beam polymerization in heterogeneous
systems [48], following the same principles as in the PLP-SEC method. Schweer [49­
54] published simulations of the PLP experiment and also used a flash light instead of a
pulsed laser to do similar experiments [49]. Recently they also applied the MALDI­
TOF technique to determine the molecular weight distribution [54]. Furthermore
simulations were done by the groups of Moad [55,56], Yan and Zhang [57], Zhang and
Yang [58, 59] and the group of McLaughlin and Hoyle [60]. The latter group published
several papers on the complete molecular weight distributions formed during a PLP
experiment, but not with the direct aim of determining kp values [60, 61].

A general review on laser-initiated polymerization, including pulsed laser
polymerization to obtain values for kp• was published in 1994 by Davis [17].

Although the PLP/SEC method can result in accurate kp values there are some
problems. The method relies on accurate SEC calibration. If narrow molecular weight
standards are not available, the method of universal calibration can be applied which
again relies on the knowledge of the Mark-Houwink constants [40,41]. One solution to
this problem is the use of an in-line viscosity detector. The values for the Mark­
Houwink constants are regularly updated which is therefore also updating the values of
kp (see for example [41)).

Another problem is occurring with fast reacting monomers like vinylacetate or
methylacrylate and butylacrylate [41]. The occurrence of clear peaks in the SEC trace
that can be attributed to chains that are initiated and terminated by laser generated
radicals can be hindered by the following processes: (I) preliminary termination of the
growing chains by rapid termination or chain transfer to monomer or polymer; (2) little
termination by the small laser generated radicals because of a slow termination rate or
because of insufficient penetration of the laser beam in the sample.

In Table I a compilation of the latest (May 1996) kp values and activation parameters
are given which were obtained with the PLP-SEC method. In most cases the low
molecular weight inflection point is the best measure of kp as also confirmed by several
simulations [13,57]. From the modeling studies of Schweer [52] and Manders [46] it
turns out that under certain experimental conditions the maximum of the PLP peaks can
be the best measure ofkp' Especially when high radical concentrations are present in the
system under investigation, for example in the very small microemulsion droplets [43].
In microemulsion droplets and latex particles the radical concentration profile (Figure
2) in the pseudo-stationary state will consist of two decay curves following the rapid
increase in radical concentration after the laser pulse; the first one just after the rapid
increase in the radical concentration, here the rate of termination will be higher in the
(micro)emulsion droplets or particles because the local radical concentration will be
higher. The second decay curve comprises the stage where the number of radicals per
particle is less than two, here the termination rate will be lower than in a homogeneous
system because termination involves exit of a radical and entry into another particle
followed by bimolecular termination.
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Monomer Solvent Arrhenius eq. 10°C 25°C O°C ~O°C 50°C 60°C boac ref
A EXP

Acrvlamide water nH-1 20 16000 29
Methacrvlam. water.oH=1 20 1100 29

BA bulk ~.51 107 20 33

BA THF/toluene 1.66 107 17.27 10800 15600 17500 21800 26800 32500 39000 35

BA' bulk 1.8 107 17.4 11100 16100 18100 22500 27700 33700 40400 41

n-BMA bulk. 1000 bar 17.28106 22.9 434 708 824 1100 /450 1870 2380 20
n-BMA bulk 0.44 106 23.3 274 II
n-BMA' bulk 1.81 106 20.55 289 454 523 676 857 1108 1394 38
t-BMA bulk 12.51107 27.7 352 836 32
i-BMA' bulk 12.47 106 21.53 252 417 496 633 798 1040 1336 38
Butadiene chlorobenzene 1l.05 107 35.71 20.8 44.6 56 85 138 204 295 49
Chloroorene bulk 1.95 107 26.63 235 447 485 673 988 1300 1720 36

DA bulk 17660 22113 41

DMA bulk .44 106 21.72 339 538 622 8/9 /060 1350 /700 40

DMA toluene 7.93 105 16.19 300 427 452 601 796 84R 1010 II
EHA bulk 13180 18030 41

EMA bulk 1.50 106 20.46 258 II
EMA' bulk .65 106 22.89 206 356 400 590 676 939 1160 38
PMOS toluene .90105 23.0 33.7 52 64.2 85.9 /13 146 /86 10
MAN bulklbenzene .69106 29.7 8.9 16.8 20.5 29.9 42.5 59.3 RI 55
MMA bulk .39 10° 22.18 193 311 360 470 621 769 989 36
MMA" bulk 2.65 IOn 22.34 200 323 375 497 649 833 1050 28
MMA bulk 4.94 10° 23.94 316 667 21
MMA toluene/2-bu!. 384 19
MMA bulklENMeth. 294 8
MMA bulk 364 18
MMA bulk 313 4
IHR-MMA bulk 270 6
HR-MMA bulk 342 6

Stv bulk 77 4
Sty toluene 79 4
Sty bulklMeth./EB 78 8
Sty bulk 1.99 10 30.78 4/.7 80.6 9R.9 /46 2/1 297 4ll II
Sty bulk _.0410 7 31.48 116 248 490 23
Sty" bulk 14.27 107 32.51 42.9 85.9 107 16/ 237 34/ 480 27
Vinvlacetate bulk 12.7 10" 27.82 1935 3420 38
Vinvlacetate* bulk 1.49 107 20.39 2580 3990 4570 59/0 7540 9460 11700 40

, Most recent values
.. IUPAC values
/talics. values calculated from the Arrhenius parameters
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Besides laser initiation tennination some alternative sources of initiation and
tennination were investigated with the same purpose of obtaining kp-values; Olaj et al.
investigated the periodic variation of initiation by dropwise addition of initiator [62]
and the periodic variation oftennination by addition ofa radical scavenger [63]. Olaj et
al. [66,67] also analyzed the molecular weight distribution of polymer obtained in a
rotating sector experiment (1.1.3) which compared well with that from PLP. Holdcroft
and Guillet [64] controlled the initiation and tennination processes independently in a
dual laser technique where two laser pulses of different wavelength were used with the
aim of producing monodispers polymer.

There are several copolymerization systems investigated with the PLP/SEC method.
Even more so than in the case of homopolymerization, calibration of the SEC
equipment introduces problems. A compilation of the systems investigated and the
observed reactivity ratios is given in Table 2.

TABLE 2. Copolymerization parameters obtained by the PLP/SEC method

Monomer 1 Monomer 2 Solvent TeC) kp(l) II ~(2)22 r l r2 r, ' r/ SI S2 ref

'H.-MMA 2H.-MMA bulk 25 270 342 1 1 - - - - 6

Sty MMA bulk 25 89.1 299.2 0.523 0.460 0.523 0.460 0.30 0.80 67

Sty MMA bulk 25 77.5 294 0.472 0.454 0.472 0.454 0.466 0.175 9

Sty EMA bulk 25 78 258 0.62 0.35 0.62 0.35 0.62 0.21 II

Sty EMA bulk 55 249 589 0.62 0.35 0.62 0.35 0.45 0.22 II

Sty BMA bulk 25 78 274 0.72 0.45 0.72 0.45 0.56 0.63 II

Sty BMA bulk 55 249 656 0.72 0.45 0.72 0.45 0.50 0.67 II

Sty LMA toluene 25 78 776 0.57 0.45 0.57 0.45 0.33 0.26 II

Sty MA bulk 25 78 - 0.73 0.19 0.73 0.19 1.10 0.26 II

Sty MA bulk 50 - - 0.73 0.19 0.73 0.19 0.94 0.1 1 II

Sty BA bulk 25 78 - 0.95 0.18 0.95 0.18 1.89 0.21 II

Sty BA bulk 50 - - 0.95 0.18 0.95 0.18 0.90 0.11 II

PMOS Sty toluene 25 52 86 0.82 1.12 - - - - 10

PMOS MMA toluene 25 52 300 0.32 0.29 0.32 0.29 0.36 0.60 10

A special system where one of the monomers does not homopolymerize is the system
styrene/maleic anhydride where maleic anhydride does not homopolymerize[14].The
first terpolymerization system that was investigated with the PLP/SEC method is the
system styrene/methyl methacrylate/methyl acrylate [45]. Recently [65] pronounced
solvent effects were observed for the system Sty/MMA in benzyl alcohol using the
PLP/SEC technique in combination with composition data and sequence distributions.
Olaj et al. showed that the molecular weight distribution obtained in a rotating sector
experiment can be used just as well to obtain kp-values from the molecular weight
distribution [66,67].
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1.1.2. The Time-resolved Pulsed Laser Polymerization Method
In 1986 [68] with the advent of powerful UV lasers a new method was introduced
which is capable of determination of kp and kt; time resolved pulsed laser
polymerization (TR-PLP). In this method the conversion of the monomer is followed as
a function of time (t), for example with an infrared detector after the generation of
radicals with a short laser pulse. The monomer concentration [M]. as a function of time
is given by:

(5)

with [R]o the radical concentration immediately after laser pulse absorption which can
be calculated from the absorbed laser energy if the quantum yield is known. With
known [R]o the value for kt and thus for kp can be inferred. A combination of the
obtained ratio k/kt with independently determined kp data, for example obtained with
the PLP/SEC method gives k, values.

Another method using pulsed laser initiation is that where the overall polymerization
rate is measured for a pulsed laser polymerization with a pulse frequency v [69,70].
When it is possible to determine quantitatively the end-groups introduced by the
photoinitiator [71,72] the initiator efficiency can be obtained.

1.1.3. The Rotating Sector Method and Spatially Intermittent Polymerization
Analysis of the steady state kinetic expression does allow the determination of the ratio

k~/kt :

R = _ d[M] = k [R][M] = k (fk d [In 1/2 [M] (6)
P dt P P k

t
)

The average lifetime 1: of the growing chain during (pseudo)stationary-state
conditions is given by:

(7)

A measurement of 1: in conjunction with ~ will yield the ratio k/kt. The oldest and
most widely used method is that of the rotating sector. In this method, first applied by
Burnett et al. [73], the irradiation of a photoinitiated radical polymerization is
modulated by a rotating sector where illumination and dark periods are produced by cut
out portions in the disk. In a typical experiment, the average rate of polymerization is
measured as a function ofthe speed of the rotating sector, expressed in ~t, the period of
irradiation. The plot of~ as a function of ~t/1: can be compared with theoretical curves
and the resulting value of 1:, in combination with steady state experiments, can then be
used to evaluate kp and kt • An important drawback of this method is that, because
termination is diffusion controlled, kl is a function of chain length and viscosity and it is
difficult, if not impossible, to have identical reaction conditions in both experiments.
For a long time in copolymerization the variations in the ratio k/k. were ascribed
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(erroneously) to the termination rate constants, but as the termination process is not
chemically controlled this is very unlikely. Fukuda [74] introduced the penultimate
model for the propagation step (eq (4». Another form of this experiment is spatially
intermittent polymerization (SIP) [75].

1. /.4. Electron Spin Resonance
An elegant method to determine kp is by the direct measurement of the radical
concentration [R] in eq (8) by Electron Spin Resonance (ESR):

~=kp [R] [M] (8)

When the rate of polymerization is measured at the same time, with a known
monomer concentration, kp can be determined. The steady-state concentrations of
propagating radicals is however very low (10.7-10.6 mol dm'3) and the accurate
measurement of the radical concentration is not an easy task. Improvements to the ESR
equipment has made it possible to measure this low concentrations [76-78]. Also the
radical concentration directly in emulsion polymerization was measured (application of
eq (I) renders kp again), either in batch [79] or semicontinuous emulsion
polymerization [80].

/./.5. Emulsion Polymerization
In emulsion polymerization the occurrence of the so-called zero-one kinetics makes it
possible to use compartmentalization to obtain values for kp• In steady state emulsion
polymerization the value of fi is constant. In a zero-one system the value for fi may
reach the limiting value of 0.5. When a plateau is observed for the rate of
polymerization (per particle) for a zero-one system as a function of initiator
concentration or particle diameter, the value for fl at that plateau is 0.5 and when [M]p
in eq (I) is known this yields a value for kp. This method was applied for butadiene [81]
and shows good agreement with, for example, the PLP/SEC method [53].

1.2. THE MONOMER CONCENTRATION IN THE LATEX PARTICLES

The concentration of monomer in latex particles can be determined by gas
chromatography [82], by conductimetry [83], but also (in reacting systems !) through
pulsed electron beam polymerization [48]. The monomer partitioning equilibria also
can be predicted from thermodynamic considerations [84] according to the Vanzo
equation [85] :

where <Pp
P is the volume fraction of polymer in the latex particles, Pn is the number

average degree of polymerization, X is the Flory-Huggins interaction parameter
between the monomer and the polymer, Vm is the molar volume of the monomer, y is
the particle-water interfacial tension and ro is the radius of the unswollen latex particles
and [M]w.sat the saturation concentration of monomer in the aqueous phase.
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Equation (9) applies to partial swelling of latex particles (stage III of an emulsion
polymerization), for saturation swelling the right hand side of eq (9) equals zero.

The monomer concentration in the latex particles (can be calculated from cl>pP)
depends on the interaction parameter, the particle-water interfacial tension, the particle
diameter and the molar volume of the monomer. The Vanzo equation has
experimentally been verified [84]. The contribution of the conformational entropy of
mixing of monomer and polymer dominates the free energy of mixing at higher volume
fractions of polymer in the latex particles. The interfacial free energy does not strongly
contribute to the parameters that determine the degree of partial swelling of latex
particles (stage III of an emulsion polymerization). This is in contrast with the results
for saturation swelling of latex particles where the balance between the free energy of
mixing of monomer and polymer and the interfacial free energy of the latex particles­
water interface determines the degree of latex particle swelling.

Maxwell et al. [84, 86] made some assumptions that led to a major simplification of
eq (9). He showed that partial swelling, especially at higher polymer fractions, can
mainly be described by the combinatorial entropy of mixing, taking the interaction term
and the interfacial tension term together as a constant correction term.

It was observed in emulsion copolymerization that in most systems investigated with
moderately water soluble monomers the monomer ratio in the monomer droplets equals
that in the polymer particles [82,84]. In Table 3 some saturation concentrations of
monomers in different polymer particles are shown.

TABLE 3. Saturation concentrations of monomers in different polymer particles at 20 °c

seed MA (mol/l) MMA(mol/l) BA (mol/l) S (molll) ref

Poly(MA) 8.417.9' - 3.8' 5.6 85
Poly(BA) 88' - 6.115.5' 5.4 85
Poly(S) 6.2 - 5.4 5.4 85
Poly(S/MMA) - 6.9 - 5.6 82

• At 35 °C

With PEBP a value of 5.8 molll was found for the saturation concentration of styrene
in 46 nm diameter polystyrene particles at 23°C [48]. It is important to note that the
fact that the monomer concentration in the latex particles determined by gas
chromatography and by PEBP are the same, means that the propagation rate constants
obtained in homogeneous polymerization (used in the PEBP experiments to calculate
the monomer concentration) can indeed be transferred to emulsion systems.

Equation (9) also predicts that the monomer concentration is decreasing when the
particle size is decreasing which was indeed observed experimentally [87].

It turns out that it is still not possible to theoretically describe monomer partitioning
in systems where one of the monomers is completely miscible with the aqueous phase,
e.g. (meth)acrylic acid or hydroxy ethyl methacrylate.

When more then two monomers are present a more general description of monomer
partitioning is possible and also eq (2) becomes more complicated (see for example
[88]).
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1.3. RADICAL CONCENTRATION

The radical concentration in the latex particles is determined by radical entry, exit and
termination. Direct determination of the radical concentration in the latex particles can
only be done with ESR [78,79].

Indirect determination of the radical concentration is done by the kinetic analysis
through, for example, eq (I). For more information the reader should refer to the
chapter in this book by Gilbert.

1.4. CONCLUSIONS

The quality of the predictions of kinetics of particle growth and of the microstructure of
the formed (co)polymer has improved very much due to the improvement of the
methods of obtaining kinetic and thermodynamic parameters relevant to homogeneous
and heterogeneous polymerization [89]. This development will also have its impact on
the possibilities of designing intelligent process strategies aimed at obtaining well
defined products with better properties [90].
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STABILITY OF POLYMER COLLOIDS
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1. Introduction

The general principles of Colloid Stability, particularly as applied to aqueous systems
containing electrolytes, have been treated in a number of articles including those at
previous NATO Institutes [1,2]. Therefore in this Chapter a short summary of basic
principles will be given and then attention will be focussed on areas where Colloid
Stability, or lack of it, is particularly important in preparing and utilising polymer
colloid dispersions.

2. Basic Principles of Colloid Stability in Aqueous Media

The basis of current theories of colloid stability [3] for smooth spherical particles with
charged surfaces is to consider the total potential energy of interaction, VT' as being
composed of three terms, so that

(1)

where VR= electrostatic energy of repulsion [3], VA = van der Waals' attraction [4] ao:l
VB' the Born repulsion, is a very short range repulsion which arises at close approach
from molecular orbital overlap [5].

2.1. ELECTROSTATIC REPULSION

The term VR' for spheres of radius R, can be expressed in the form,

(2)

where £r =relative permittivity of the dispersion medium, £0 =the permittivity of tree
space, 'Ifs = the electrostatic surface potential and h, the intersurface separation. K is the
Debye Htickel reciprocal length given by, K2=2nov2e2/£rEakT, where no is the number of
ions of each type per unit volume, v is the magnitude of the charge on each ion, e = the
fundamental electronic charge, k is the Boltzmann's constant and T the temperature. This
expression is valid for KR<3 and for KR>10,

(3)
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At intermediate values an approximation is given by Verwey and Overbeek [3],

(4)

with y= [exp(ve'l'j2kT)-1]/[exp(ve'l'j2kT)+1].

2.2. VANDER WAALS' ATTRACTION

The van der Waals' energy of attraction between two spheres in a vacuum is given by [4],

(5)

with x = h/2R, or as a useful approximation

(6)

The Hamaker Constant All' for the material of the particles is given by

(7)

with hp = Planck's constant and v II = the dispersion frequency, 0.11 = the electronic
polarisability, and qll =the number of atoms (or molecules) per unit volume of the
particles. A similar expression can be written for the dispersion medium to give a value
for An. The quantity (.fAIi_.fA22)2 is termed the composite Hamaker Constant and will
be given the symbol A l2l ; a few values of this quantity are tabulated in Table 1 using
All values for the polymers [6,7] and 3.70xlO·20 J for water [6].

TABLE 1. All and Am for polymers

Polymer

Poly(tetrafluoroethylene) 3.80
Poly(isoprene) 5.99
Poly(styrene) 6.58

Poly(methylmethacrylate) 7.11

Poly(vinyl chloride) 7.78
Poly(vinyl acetate) 8.84

2.3. THE BORN REPULSION

0.33
0.74
0.95

1.05

1.30
1.10

It can be noted from the above equation that as h ~ 0 then VA ~ - 00. This is an
unphysical answer since it suggests it would never be possible to separate surfaces.
However, at short distances the situation changes. The orbitals of atoms on approaching
surfaces overlap and this leads to a very strong short range repulsion which is known as
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the Born Repulsion. This energy of repulsion changes as approximately lIh14
• It is

usually represented as a cut-off potential at a distance of about one atomic diameter from
the distance origin.

3. The Potential Energy Diagram

Figure 1 shows a sketch of VT as a function of h for an electrolyte concentration of 10-3

mol dm·3 (lIK=1Onm), R=lOO nm, "'s=5OmV and a composite Hamaker Constant of
0.95xlO·20 J.

Primary Maximum

+>-
0'1
l...
<II
C

UJ

iii 0·z
C
<II...
0

Q.

2YD
Secondary
Minimum

Primary
Minimum

Distance h

Figure 1. Potential energy diagram for particle·particle interaction.

This curve exhibits a number of characteristic features which can be summarised as
follows:

a) at short distances of surface separation, a deep minimum in the potential energy
curve occurs; this is termed the PRIMARY MINIMUM and determines the distance of
closest approach, ho• The depth, from VT = 0, is related to twice the dispersive
contribution to the surface energy [9];

b) at intermediate distances, the electrostatic repulsion, which has an exponential
decay (exp(-lCh», is larger than the attraction term (changes as -lIh) and hence there is a
maximum in the curve. This is termed the PRIMARY MAXIMUM; the magnitude can
be represented by Vm;

c) at large distances the curve is even more sensitive to the different decay rates of the
repulsive and attractive contributions with distance and a minimum can occur in the
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curve. This is known as the SECONDARY MINIMUM; the depth represented by VSM

tends to increase in magnitude as the particle size increases;
d) the activation energy needed to bring two particles together can be considered as

AVr/kT;
e) the activation energy required to separate two particles located at a distance

corresponding to the primary minimum position and redispersing them is AVb'

Typically, AVb»AVf, so that once particles are brought together into a primary
minimum condition considerable energy is needed to redisperse them.

Although there are a number of assumptions in this so called DLVO approach [3,10]
on a semi-quantitative level it is extremely useful as a means of discussing aspects of
the stability of colloidal dispersions.

3.1. EFFECT OF ELECTROLYTE CONCENTRATION AND SURFACE
POTENTIAL

The potential energy curve enables an immediate idea to be obtained of the influence of
electrolyte concentration, electrolyte type and surface potential on the form of the
potential energy of interaction. Schematic examples are presented in Figure 2.

From these it can be observed that if the salt concentration is increased at a constant
values of 'Ifs' then Vmis depressed until at ca. 0.1 mol dm·3

, Vmtends to zero. Therefore
there is no longer a substantial energy barrier keeping the particles separated and they can
easily go into a primary minimum situation. Similarly, lowering the surface potential at
a constant electrolyte concentration leads to a 'Ifs value at which Vm = O. Frequently,
both 'If s and electrolyte concentration change together.

b

,,'" 50 mV

I :

a

'.,
.............. _.,: ... ---

I

I

I

I .'f :.'
I: ,"v
i: <I"~ A;,: ~,.

: ,
,/

o

+

Ih
I 0 h h

Figure 2. Effect of variation of electrolyte (mol dm") concentration and 'Ifs'
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3.2. PREDICTION OF LOSS OF STABILITY

From the above arguments it can be anticipated that as Vm ~ 0 then a dispersion of
charged particles will tend to lose its colloid stability and coagulate. For a consideration
of this point we can ignore VB and write,

(8)

and putting for the instability condition, VT =Vm =0, we obtain

dVJdh = -dVJdh

(9)

(10)

From an analysis for spherical particles using equations (4) and (6) we fmd the value of
K at which coagulation occurs is given by,

(11)

Moreover, since for a symmetrical electrolyte K can be directly related to the electrolyte
concentration in mol dID-3 at which coagulation occurs, normally called the critical
coagulation concentration, or C.C.C., we find

(12)

with A in J, which for small values of 'Ifs reduces to,

(13)

A further approximation which has some validity is to replace 'Ifs by the zeta potential
/;,. This is useful in the sense that /;,-potential values are often available from
measurements, for example, of electrophoretic mobility.

3.3. SOME EXPERIMENTAL c.c.c. VALUES

Some values of c.c.c. for anionic and cationic polymer colloid systems are listed in
Table 2.
The data given in Table 2 have been selected on the basis that the ions chosen do not
chemically react with water at the pH of the coagulation experiment. The implicit
assumption in eq (11) is that coagulation occurs as a consequence of compression of the
diffuse double layer, Le. a decrease of 11K. Hence, it is found in these cases that
coagulation usually occurs at a finite, but small, value of the /;,-potential.
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TABLE 2. c.c.c. Values for polymer colloids

Polymer Counterion c.c.c.Imol dm·3 Reference

Poly(styrene) H+ 1.3 II
Carboxyl Surface Na+ 160.0 12

BaH 14.3 13

La+3(pH 4.6) 0.3 II

Poly(styrene) a- 150.0 14

Amidine Surface Br' 90.0 14

"
43.0 14

In many cases, however, particularly with trivalent and tetravalent cations, the ions
do react with water under certain pH conditions to form complex species in solution
usually of higher charge [15J. For example, in the case of aluminium, at pH values
below ca 3.5, the ion exists in the AI3

+ form with six water molecules in the octahedral
co-ordinate positions. As the pH is increased reaction with water molecules occurs to
form the hydrolysed species [16J, [AIn 0 4 (0H)24 (H20)t:J7+. This change in the
chemistry of the ion has a profound effect on its behaviour. The coagulation behaviour
becomes very pH dependent, the c.c.c. decreases and because of the adsorption of the
large ion charge reversal occurs. This type of behaviour is best represented by a domain
diagram with the axes as salt concentration and pH [7,15J.

4. Coagulation as a Kinetic Process

4.1. PERIKINETIC COAGULATION

As shown by Smoluchowski [17J coagulation can be considered as a series of rate
processes starting with the single particles in a stable dispersion and then forming
doublets, triplets, quadruplets etc as shown in Figure 3.

Ultimately coagulated structures can be formed which contain many particles.
In the earliest stages of coagulation the rate of disappearance of primary particles can

be written as,

o + 0 ----=> _O__)~ 000 -----7-> etc

or

Figure 3. Kinetics of coagulation
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(14)

where N. = the number ofprimary particles per unit volume in the initial dispersion. In
the absence of a repulsive energy barrier the rate process is diffusion controlled, so that
ko = 81tRJ) with Rc as the collision radius of the particle and D its diffusion coefficient.
As a ftrst approximation Rc can be taken as 2R which with Tl = the viscosity of the
medium gives,

ko = 8kT 13Tl (15)

In the presence of a repulsive fteld diffusion is modified [18,10] and eq. (14) has to
be rewritten as,

(16)

(17)

where k = the rate constant in the presence of a potential energy barrier. W is termed the
Stability Ratio and is given, assuming Rc=2R, by,

W = 2R!exp(VTlkT)dh!(h+2R)2

If the total potential energy of interaction, VT> is reduced to zero then W = 1. Since
this means that every collision should be cohesive it is spoken of as Rapid Coagulation.
In the presence of a weak energy barrier the sticking probability decreases so the process
is termed Slow Coagulation.

As an example of the effect of W we find that at an electrolyte concentration of 10-3

mol dm-3
, and a surface potential of 50 mY, W has a value of 107 so that coagulation is

not perceptible on a reasonable time scale.
The value of W can be obtained from kinetic measurements [13,20] and a typical

example is shown in Figure 4. The transition from rapid to slow coagulation is quite
clear and the sharp break gives a value for the C.C.c.

0.6

0.4
~

8' 0.2
..J

o

-2.5 -2.0 -1.5
-3

Log[Ba(N03)2/mol dm ]

Figure 4. Log W against log concentration of barium nitrate
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4.2. ORTHOKINETIC COAGULATION

An important external field is applied to the particles when the system is stirred; for
simplicity the stirrer can be considered to produce a simple shear gradient, S. Hence for
this situation the rate of rapid coagulation can be written as [21 J,

(18)

The shear term has a third power dependence on radius so that orthokinetic coagulation
for R>ca. 0.5 J.UIl can become the dominant effect. For colloid stability to be maintained
the requirement is,

Vrn /kT > 4TloR3S/kT (19)

A helpful presentation which illustrates the effect of shear rate on dispersions is to use
dimensionless quantities [22]. The. colloid forces can be represented as the ratio of the
electrostatic repulsive term to the attractive term, Le. as ErEO"'S 2R/A12l and the
hydrodynamic term as the ratio of the shear term to the attractive term, that is,
61tTlR3S/A12l • This is illustrated in Figure 5. The line in the direction of the arrow
shows that as shear gradient increases, the particles move out of the region of secondary
minimum flocculation to a dispersion region and then into a region of primary
minimum coagulation; high shear rates may also redisperse particles.

A recent examination of carboxylated ter-polymers [23J has shown that orthokinetic
coagulation can be sensitive to pH when raising the pH causes an increase in particle
radius and dispersion viscosity.

t t R ",2
r 0 s

A

Secondary

Minimum

Flocculation

Dispersion

Increasing
----~5

Primary Minimum Coagulation

611 fl R3 S I A

Figure 5. Orthokinetic coagulation
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5. Coagulation during the Process of Particle Formation

A number of authors during the early 1970's suggested that coagulation played an
important part in the process of particle formation in emulsion polymerisation.
Basically the concept was that once nucleation had occurred to form the fIrst nuclear
particles, the probability was that these would be unstable in the colloid sense because
of their small particle size and low surface charge; consequently, in view of the high
number concentration coagulation would occur over a short period of time to form
particles of a sufficient size and surface charge to provide colloid stability.

Since the size of the initial stable particles controls the number concentration of the
latex during the diffusional growth period then for the same initial monomer md
initiator concentration it could be anticipated that the fmal diameter in the medium of
higher ionic strength would be larger. These predictions appear to be confumed by
experimental results. An extension of this effect has been the use of electrolyte to
control the ultimate size of the particles during aqueous emulsifier-free polymerisations
[24]. On the basis of a range of experiments on the preparation of polystyrene particles
it was found that the final particle diameter could be related to the total ionic strength of
the medium, I, by,

{

1.723 }10gD = 0.238 log [I][M] + 4929 - 0.827
[P] T

with [M] = initial monomer concentration of styrene in mol dm-3 based on the total
volume of the system, [P] =the potassium persulphate concentration (mol dm'3) and T =
absolute temperature. A comparison of this relationship with experimental results is
shown in Figure 6.
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Figure 6. Emulsifier-free polymerisation, effect of salt concentration

As well as 1: 1 electrolytes 2: 1 and 3: 1 electrolytes can be used and essentially as
expected show the same effects at lower concentrations. However, because of the higher
efficiency of the cation as a coagulant the range of utilisation is more restricted and there
is no gain in the range of particles sizes formed [25].
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6. Heterocoagulation

When particles of the same or different sizes, but of opposite charge, are mixed together
the association of the particles can occur. The particles can be composed of the same
polymer or different polymers. It is also possible for heterocoagulation to occur between
large and small particles if they have the same sign of charge and the surface potentials
are different.

When heterocoagulation occurs various results can be obtained and two of these are
illustrated schematically in Figure 7a. This shows that extensive coagula can be fOlTIled
with one type of particle causing bridging flocculation of the others. Alternatively, by
careful choice of the ratios of small particles to big then surface coating can occur as
shown by a scanning electron micrograph [26] in Figure 7b.

a)

Figure 7. Heterocoagulation processes, a) schematic b) scanning electron micrograph

6.1. SURFACE COATING

For small particles of radius R1 and large particles of radius R2, then assuming that the
particles on the larger sphere are hexagonaly close-packed then the number of small
particles required to saturate the surface of the larger one with a monolayer, Nsat' is given
by [27],

(21)
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As an example if R1=0.25 J.1m and R2=0.50 J.1ffi then Nsat"'23.
An alternative concept [28] is to consider the small particles of the coating as having

a total surface area equivalent to that of the big particle, that is,

2 * 2R2 =N R1 (22)

which for the same values of R1 and R2gives N' as 4.
Aspects of heterocoagulation are also important in the preparation of polymer colloid

particles. Two examples are the growth of particles on to a seed particle in a second
stage emulsion polymerisation and the formation of heteroparticles of complex
morphology, e.g. core-shell particles.

6.2. COAGULAnON IN SEEDED GROWTH POLYMERlSAnONS

It has been found that the swelling of large particles, ca I J.1m, by monomer as a
precursor to forming larger particles can be slow but if a sufficient number concentration
of seed particles is present, NL, then larger particles can be formed without secondary
growth occurring [29]. As mentioned previously in the early stages of polymerisation
the small nuclear particles, Ns, formed are, in the colloidal sense, unstable and
consequently in the presence of the larger particles a number of kinetic processes can
occur. Thus we can write the various kinetic possibilities as,

i) small - small interaction -dNs/dt = ks~slWss (23)

ii) small - large interaction -dNs/dt =kSLNsNLIWSL (24)

iii) large -large interaction -dNddt =kLLNsN2LIWLL (25)

Since the large particles are already stable and WLL is large then these remain stable. In
the case of the small newly formed particles these are very unstable and i) is a facile
process since Wss is tending to unity. This could lead to the growth of new particles as
described earlier; however, provided enough seed particles are present then interaction ii)
can become the dominant process leading to the small particles being scavenged by the
larger ones. Moreover, since the small particles rapidly take up monomer and become
monomer swollen this forms a mechanism of transfering monomer to the larger particles
and hence of obtaining a particle growth process.

Figure 8 shows the variation in the amount of secondary growth obtained as AN =
(number of particles at end of reaction - number of seeds) against the number of seed
particles. It substantiates the idea that the number of seed particles present is an
important factor [30].

6.3. ENGULFMENT AND NANOENCAPSULAnON

The coating of a large particle by small ones as illustrated in Figure 7 can be viewed as a
preliminary step in the process of forming core-shell particles or obtaining complex
particles by an engulfment process. These possibilities are illustrated in Figure 9. Both



42

3.0

2.0
lOt
I e
~

lOt
"'0 1.0...-Z

<l

o

2.0 4.0 6.0

Seed Number/l03 dm-3

Figure 8. Secondary growth vs number of seeds added

a
o~

Figure 9. Particle engulfment and encapsulation

the surtace energies and the glass transition temperatures of the particles also play an
important role in these processes [31,32].

If the larger particle has the lower glass transition temperature, Tg' then on heating
to ca. 45°C above this value, but remaining below the Tg of the smaller particle, with
the appropiate interfacial energy conditions [28,33], then engulfment occurs, as shown
in Figure 9.

If the smaller particles, forming the heterocoagulated coating, have the lower Tg then
under similar conditions nanoencapsulation occurs to give a core-shell morphology [32].

7. Surface Coagulation

Figure 10 gives a sketch of surface coagulation, a process which takes place exclusively
at the dispersion-air interface via the combination of two particles. This process can take
place at electrolyte conditions which are much lower than the c.c.c. in the bulk phase.
Polymer colloid particles formed from perfluorinated polymers, which have a low surface
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Figure 10. Schematic illustration of surface coagulation

energy, are particularly prone to surface coagulation. A detailed investigation of this
topic has been reported by Heller and co-workers [34,35].

8. Formation of Granules

In some cases the polymer colloids formed are not used as dispersions but as a dry
powder in the form of granules which can then be shipped to processing plants for
mechanical treatments such as extrusion. A typical example is the use of latices of
poly(tetrafluoroethylene) which are coagulated by salt and then densified by shear. An
ackIed requirement is the densification of the coagula by an appropriate choice of
electrolyte and mixing conditions.

9. Surfactants and Polymer Colloids

Surfactants play several roles in emulsion polymerisation and a major one is to provide
colloidal stabilisation of the particles formed by adsorption to the particle surfaces.

Adsorption of the surfactant depends on a number of factors including the nature of
the polymer and, in particular, the nature of the hydrophobic regions on the particle
surface. In the case of anionic and nonionic latices, adsorption primarily occurs on the
latter regions via the hydrocarbon chain of the surfactant. Particles of high surface charge
density tend to adsorb less surfactant of the same charge as a consequence of electrostatic
repulsion.

In the case of poly-(tetrafluoroethylene) particles the basic surface has a low suIface
energy, ca. 12 mN mol, and the surface is both hydrophobic and oleophobic. Hydrocarbon
chains are only very weakly adsorbed and hence perfluoroalkane surfactants are used as
stabilisers. Interestingly, nonionic surfactants of the polyethylene glycol type can adsorb
via the head-group leaving the hydrocarbon chain exposed to the medium, hence
providing a site for further surfactant adsorption [36].

When cationic surfactants are ackIed to a dispersion of negatively charged particles
then the initial stage of adsorption arises by the positive charge of the surfactant
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interacting with an anionic group on the particle surface. Once all the surface charges are
neutralised then "'S~ 0, and hence also Vm~ O. This situation can readily be obsetved
experimentally since coagulation occurs and the electrophoretic mobility is reduced to
zero; there is thus coincidence between the c.c.Co and the concentration of surfactant at
which reversal of charge occurs. This is strongly dependent on chain length [37].

Once the negative charges on the surface have been neutralised, thus rendering the
surface completely hydrophobic, further adsorption on to the surface can occur via the
hydrocarbon chain of the surfactant [37]. If the initial layer is sparsely populated then a
monolayer is formed; ifmore tightly packed then a bilayer can be formed. The additional
adsorption provides a substantial positive charge on the particles and colloidal
restabilisation occurs with the particles in cationic form. With high additions of charged
surfactants a substantial increase in the total electrolyte can occur thus reducing 11K m
giving a second coagulation region as a consequence of electrical double layer
compression [37].

With more polar polymers, e.g. polystyrene, and cationic surfactants a systematic
shift of the c.c.c. occurs to lower concentrations as the chain length of the surfactant
increases, a typical Traube's rule effect [37]. With poly-(tetrafluoroethylene) particles
only very small differences are observed in the c.c.c. with variation of hydrocarbon chain
length [36].

Nonionic surfactants also adsorb on to polymer colloid particles and often produce
effective steric stabilisation of the particles (see section 10.1).

10. Steric Stabilisation

Although electrostatic stabilisation is very effective there are a number of conditions in
practice where it is not appropiate or where it cannot be used. For example, it has been
shown that in the presence of electrolyte charged particles coagulate at the c.c.c. Such
systems therefore cannot be used in high electrolyte conditions. It is also clear that such
systems are likely to coagulate on freezing, since with the separation of ice crystals the
electrolyte concentration increases in the equilibrium solution phase. Although non­
aqueous dispersions will not be discussed here this can be a situation of low dielectric
permittivity where charge stabilisation is often not viable.

An alternative mechanism is therefore needed to prevent entry of the particles into
the deep attractive well. An approach is shown schematically in Figure 11, which is to
surround the core particle of radius R with a layer of thickness O. If the Hamaker
Constant of the layer is close to that of the medium the layer simply acts as a spacer and
prevents the surfaces of the core particles approaching to a distance of less than 20, thus
substantially reducing the depth of the attractive well to a value of the order of 1kT; the
latter being about the kinetic energy of a colloidal particle in Brownian Motion.

A more sophisticated approach shows that the energy of steric repulsion, Vs' can be
expressed in the form [11],

(26)

where", I is an entrophy parameter for the mixing of molecules in the ovelap region,
which for ideal mixing can be taken as 0.5; XI characterises the interaction of the
adsorbed molecule with the solvent. It follows that if XI=0.5, then Vs=O; for XI>O.5,
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Figure 11. Steric stabilisation

then Vs is negative and hence attractive and if XI <0.5, Vs is positive and hence
repulsive.

10.1. NONIONIC STABILISERS

Nonionic surfactants can be quite effective as steric stabilisers. For example, addition of
dodecylhexaoxyethylene glycol monoether at a concentration just above the critical
micelle concentration to a polystyrene latex containing particles of radius 26nm raised
the c.c.c. for lanthanum nitrate from 5.97x10-4 to 3.70xlO-3 mol dm-3

• It was also found
with this system that flocculation occurred at or very close to the Cloud Point of the
nonionic surfactant. However, redispersion of the particles occurred on cooling below the
Cloud Point provided that the temperature was not taken more than ca 5 to 10"C above
the Cloud Point [11].

A further use of polyethylene glycol chains is to graft them directly to the particle
surface using a polymerisable monomer [38]; azo initiators have also been used for this
purpose [39]. For example, methoxy polyethylene glycol methacrylate, with 40 ethylene
glycol units, was successfully used in the emulsion polymerisation of styrene using as
the initiator system ascorbic acid and hydrogen peroxide. The particles so produced were
found to be colloidally stable in 0.75 mol dm-3 barium chloride whereas similar charge­
stabilised particles had a c.c.c. of 2.1 x 10-2 mol dm-3 barium chloride [40].
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10.2. FREEZE-THAW STABILITY

Grafting of polyethylene oxide chains to the surface of the latex particles also produced a
substantial improvement in freeze-thaw behaviour over that found with charge stabilised
particles [38]. As a method of assessing this behaviour the optical absorbance was
measured after thawing a dispersion which had been kept frozen for 3 days at 18°C. The
result was compared with a control which had been kept at ambient conditions for the
same period. Thus the freeze-thaw stability index was defmed as:

Adsorbance after thawin~
Adsorbance of Control

The sterically stabilised system had an index of 0.60 compared with 0.03 for a charge­
stabilised system.

10.3. POLYMERIC DESTABILISATION - DEPLETION FLOCCULATION

The addition of polymeric species to a polymer colloid dispersion can produce a number
of effects including, network formation, bridging flocculation, steric stabilisation and
charge stabilisation or flocculation by reversal of charge if the polymer is a
polyelectrolyte. These effects depend, in addition to the chemistry involved, also on the
relative size of the particle and on the radius of gyration of the polymer, ~.

Additional effects can be observed when the polymer does not adsorb to the particle
surface, for example, when the particle is already sterically stabilised by a species of
similar chemical structure. Phenomenologically what is observed is that at low dissolved
polymer concentrations the particles and polymer form a stable dispersion. However, on
increasing the polymer concentration a critical concentration is reached whereupon the
dispersion separates into a particle-rich phase in equilibrium with a second phase dilute
in particles. This effect has been termed Depletion Aocculation [41]. Although predicted
in 1954 [42] it has only been investigated recently in any detail. It can be treated as a
phase transition [43] and hence unlike the coagulation process discussed earlier it is
reversible, the particles redispersing on removing the polymer or diluting the system.

As in the previous sections this can be expressed as an energy of interaction given
by:

(27)

which for the boundary condition that Vdep =0 when h =2~ or r =2R + 2RG =2D,
gives,

(28)

The osmotic pressure for the polymer solution can be obtained from the virial equation,

(29)
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with M2 = the molecular weight of the polymer and c2 its solution concentration; B is
the second vitial coefficient.

It is clear from eq. (28) that the depletion effect produces an additional attractive
effect which depends on the molecular weight of the polymer in solution. The larger the
molecular weight the longer the range of the attration. This is illustrated by some
experimental results of Sperry [44J who used five different hydroxy ethyl celluloses
which ranged in viscosity average molecular weight from 70,000 to 855,400. The
flocculation concentrations for polystyrene particles of diameter 430 om, with an

10 x lOS ,......------------.

c(/g per 100 ml

Figure 12. Depletion flocculation with ethylhydroxycellulose of various molecular weights.

adsorbed layer of a nonionic surfactant, Triton X-405, in 10-2 mol dm-3 electrolyte are
shown in Figure 12. These results indicate a dependence of cf on molecular weight.
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PARTICLE NUCLEATION AT THE BEGINNING
OF EMULSION POLYMERIZATION
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1. Introduction

The question of how the particles are generated during an emulsion polymerization has
been a matter of intensive considerations since the beginning of emulsion
polymerization in the early years of this century. However, the first public scientific
papers appeared after the Second World War. During this time an intensive work was
done in each of the major companies to develop large scale emulsion polymerization
processes. Until today every year publications appear concerning particle formation in
the different kinds of heterophase polymerizations. The certainly incomplete selection
of references [1 - 50] illustrates the continuous activities in this field over the last nearly
50 years. Besides these original papers, one can find nucleation chapters also in the
following selection of monographs, proceedings and textbooks concerning polymer
colloids and heterophase polymerization [51 - 59].

It was found very early that micelles are not a prerequisite for the preparation of
latex particles [1, 6, 10]. FIKENTSCHER [I] and HARKINS [6] gave an explanation for
nucleation in non-micellar systems as they proposed a reaction of dissolved monomer
molecules with initiator radicals in water. The reason why the pioneers dealt mainly
with micellar systems is the much higher polymerization rate as well as the better
process yield [1, 6]. Especially, the work of PRIEST [9] has influenced all following
nucleation models as he discussed at the beginning of the fifties already single-chain
precipitation, primary particles, and interparticle combination, a phrase that is today
called coagulative nucleation.

With this impressive list of research activities over the last half century one could
believe that there is not anything more to do. However, at least two facts give reasons
for that this not to be the case. Firstly, there is a lack with respect to nucleation kinetics
to confirm one or the other nucleation mechanism. In most of the cases conclusions
concerning particle nucleation are based on experimental data which are obtained when
particle growth dominates compared to nucleation i.e., at already fairly high monomer
conversion. Secondly, it is the state of the art to start thinking about nucleation with the
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peculiarities of heterophase polymerization [59] and not with the common features to
other nucleation events as for instance during crystallization and condensation
processes. The common features are governed by the thermodynamics and the
peculiarities are determined by chemistry and kinetics of the particular process. It has to
be pointed out that some approaches have been made in this direction but unfortunately,
only in a very general sense without any specific conclusions [31, 52, 57] for emulsion
polymerization. It should be noted that the thermodynamics of a nucleation process is
basically the same as for a phase formation and precipitation whereby the more general
term is phase formation.

2. Particle Nucleation in Emulsion Polymerization - a Special Case of Phase
Formation

The objective of this chapter is to recognize nucleation in emulsion polymerization or in
any kind ofheterophase polymerization as a special case of phase separation that can be
described using general principles and equations. In this sense it has to be pointed out
that particle nucleation, precipitation, phase formation, and phase separation can be
used as synonyms.

The understanding of particle nucleation in emulsion polymerization as phase
separation or precipitation starting from a homogeneous solution becomes obvious by
reconsidering experimental results obtained by FIKENTSCHER [I, 10], BAXENDALE [2],
and FITCH et al. [12] for polymerization of an aqueous methyl methacrylate (MMA)
solution or by Priest [9] for an aqueous vinyl acetate (VAC) solution. The reaction starts
in a complete transparent aqueous solution but it ends with a latex.

At a distinct time the polymer phase precipitates in the form of latex particles i.e.,
particle nucleation occurs. For such a reaction the free energy function is shown in Fig­
ure I whereby the reaction coordinate is the concentration of polymer. The driving
force for the whole reaction (affinity) <1> is given by the difference between the chemical
potential of the initial (Ill) and the final state (1l2)' With respect to stability the curve
describes three different regions.

Free Energy

III

t=O

t= temJ

Figure J. Change offree energy for a
reaction with phase separation (schematic
drawing)

Concentration

The line between points I and 5 describes a stability curve, i.e. the system stays in one
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phase. Two meta-stable regions are located between points I and 2 and between 4 and
5, respectively. In the region behind point 3 with respect to higher concentration the
system lowers its free energy by unmixing (phase separation, nucleation) into two
phases. It is obvious, that if the system overcomes the instability region between points
2-3-4 the affinity for phase separation increases. This means, point 3 corresponds to a
free energy of activation for the phase separation (ilGmax) that strongly depends on the
experimental conditions. And, as the nucleation rate is an exponential function of
ilG'max, it follows that nucleation is extremely sensitive to changes in experimental
conditions. Therefore, a fundamental understanding of the thermodynamics, kinetics,
and mechanisms of nucleation processes is of great importance for control of particle
structure and morphology. This is a very general conclusion valid for any phase
separation process (metal and polymer alloys, crystallization, bubble and droplet
formation) in different fields of material sciences but also meteorology and medicine
(formation of kidney stones or gallstones).

These considerations lead to the formulation of a general nucleation criterion that is
also valid for emulsion polymerization. Nucleation requires bringing the system into a
thermodynamic unstable intermediate state. Figure 2 illustrates this criterion by means
of a phase diagram.

Temperature

one phase

I

/

To,2 ~/
I

/
/

/
e/

two phases

C(2) C(2)
S B

Concentration

Figure 2, Schematic phase diagram
illustrating nucleation

The solid line between the concentrations CB(1) and CB(2) describes the coexistance
curve that separates the system into a single phase region and a two phase region
(binodal). The dashed curves between the concentrations CS(I) and Cs(2) represents the
spinodal that controls the early initial stages of phase separation [60]. The open symbols
in Figure 2 represent two different initial states. For a phase separation the system must
be brought into the region between both curves indicated by the filled symbols. In the
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particular case depicted in Figure 2 this can be achieved either by increasing the
concentration or by decreasing the temperature. For the hypothetical initial state
characterized by T02 and COl both ways are possible whereas for that characterized by
TOI and COl there remains only the temperature quench to TE. The temperature quench
has a big meaning for crystallization processes and preparation of alloys. As emulsion
polymerization is carried out isothermally, the nucleation condition is reached by
increasing the polymer concentration. A quantitative estimation of the free energy for a
phase separation that leads to particles with a colloidal size is possible in the following
general way [61].

The change in the free energy (~GN) can be expressed as the difference between the
free energy of a nucleus and that of the molecules forming the nucleus according to
eq (1) where G(m) is the free energy of a nucleus (particle) consisting ofm molecules
and J.! is the chemical potential of a single molecule in solution.

(1)

G(m) is given by the free energy of the m molecules in a nucleus (eq (2)) whereby
due to its colloidal size it is necessary to distinguish between the molecules in the vol­
ume and at the surface. In eq (2) indexes v and s refer to volume and surface,
respectively, and g stands for the free energy of one molecule.

(2)

From eq (2) follows eq (4) if gv is expressed as the chemical potential J.!v and if the
surface tension (Ypw) is defined as the surface area (As) based difference between the
free energy of a surface molecule and a volume molecule multiplied with the number of
surface molecules (eq (3)).

G(m)= m· fly + 'Y pw . As

(3)

(4)

The chemical potential of the nucleating molecules for a diluted solution is ex­

pressed in a standard way by eq (5) where fl0 is the standard chemical potential, kBTis
the thermal energy, and <j>pw is the molar fraction of molecules in solution.

o w
fl = f.l + k B T . In Ifl p (5)

Equation (6) is valid for J.!v if the assumption is made that the molar fraction in that
case corresponds to the saturation value <j>W p"at.

o w
f.l y = f.l + k B T Inlflp,sat

(6)
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The ratio <pW l<pWp"at is the supersaturation (S) ofthe solution. Furthennore, it is assumed
that the nuclei have always a spherical shape and hence their surface area is expressed

as c\ ·(m· j)213. C1 is a constant and j is the chain length of the nucleating polymers. To
express the surface area in such a way is reasonable as the polymers in a nucleus are
randomly arranged and not ordered. So, the number of surface units is larger than the
number of chains in a nucleus. Especially, this becomes obvious for only one chain per
nucleus.

Combining eqs (I) to (6) follows a general relation for the change of the free energy
of nucleus fonnation (eq (7». This relation is well known from the classical nucleation
theory (CNT) and in the special fonn of eq (7) adopted for a heterophase
polymerization.

~GN =-m· kBT ·lnS + c\ ·(m· j)2/3.y pw

c, = (41t)1/3(3MoIppNA)2/3

(7)

Figure 3 elucidates some properties of eq (7) in dependence on m and j. These are
typical properties for the different kinds of nucleation processes.
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Figure 3. Free energy of nucleation
dependence on m andj; values for MMA

Equation (7) describes at a critical value merit a maximum that is interpreted as the
nucleation barrier. Nuclei fonned with a number of molecules less than merit will
dissolve again but if m is greater than merit the nuclei are stable. At this point critical
conditions for the nucleation are defined. The relation to the phase diagram depicted in
Figure 2 is as follows. The polymerization starts as homogeneous isothennal reaction in
water with the fonnation of oligomers. At the very beginning the concentration of the
polymer molecules in water as well as their chain length increases and the system stays
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homogeneous as long as it moves into a region of the phase diagram where phase
separation is possible.

3. A Nucleation Model for Emulsion Polymerization Based on CNT

Equation (7) is the centrepart of a modeling framework for particle nucleation at the be­
ginning of an emulsion polymerization [48]. To model nucleation at this very early
stage of an emulsion polymerization means to predict the size of the nuclei, the number
of chains per nucleus, the chain length of these chains, and the number of nuclei for that
time when nucleation occurs i.e., for the critical condition (index crit). The solution of
eq (7) requires expressions to calculate the supersaturation and the chain length of the
oligomers. A calculation of S requires a relation for the solubility of the oligomers in
the dispersion medium (corresponding to <pwp,sat) in dependence on their chain length.
An approximation based on the FLORY-HUGGINS theory given by BARRETT [52] is very
useful in that case. The radical polymerization kinetics gives an expression to calculate
the concentration of oligomers (corresponding to <pWp) in dependence on chain length
and time. Finally, S (eq (8)) is a function of both polymerization time and chain length
of the oligomers. It combines polymer solution theory (third factor of the right hand
side of eq (8) with radical polymerization kinetics (eq (9)). For details of the derivation
it is necessary to refer to the original publication [48].

~(I, I) ([ ] [ ]) j(1 - exp(j· (1- xpw - 1I j)))
S(I, j) = C2 . . 12,0 - 12 (I) .

(I + ~(I, I»j exp(j· (I - xpw - 1I j»

C2 = 2MoIpp

(8)

(9)

Equations (10) to (13) result for the size of a critical nucleus (Derit), for the number
of chains forming a nucleus (Merit)' for the number of nuclei (Nerit), and for the free
energy at the critical point (~Gmax), respectively.

j·ypw
DCril = C3 .

kBT ·lnS

CJ = (2/3)cl(6MoInppNA ) 113

(10)

(II)
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Cj = l/vw
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(12)

(13)

The expression for NCril as well as that for the rate of polymerization (eq (14» is
based on ideas coming from kinetics of precipitation [62] where kN is the first order
nucleation rate constant.

RN = C7 . Ncrit
C7 = kN

(14)

Besides the kinetic constants, values for Xpw and ypw are needed for a solution of
these equations. SwelIing experiments with latex particles lead to values for the
interfacial tension particle to water [63], [64] whereas value for Xpw result from
investigations with inverse gas chromatography [65]. The only realIy unknown
parameter is ~Gmax that corresponds to an activation free energy of nucleation.
Nucleation occurs when the relation ~Gmax > vkBT is fulfilIed. However, the value of v
is unknown and its experimental determination is a problem for any nucleation process
[66].

The most reliable prediction of this homogeneous nucleation model is the chain
length of the nucleating oligomers. This is due to the fact that after the first particles
have been formed the homogeneous model must be replaced by a heterogeneous model.

·-"-~_I-...,..I

0,8
0,6

0,4 a. u.
0,2
o
o

1~1B~IOS1500 IS
1200

900 20
t (s) 600 25

300

Figure 4. Calculated nucleation
plane with v=I0 for emulsifier
free emulsion polymerization of
Styrene, MMA, and VAC

Figure 4 shows a time-j plane (nucleation plane) calculated with a fairly high activa­
tion energy of \OkBT. Nevertheless, some important features of this model approach are
visible. For different monomers, nucleation occurs at quite different times and j values.
Thus , the influence of monomer properties, especialIy with different water solubilities
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is clear. The higher the water solubility the higher jerit and the longer time it takes until
the first particles appear.
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Figure 5. Calculated nucleation
plane with v =1.01 for emulsifier
free emulsion polymerization of
Styrene, MMA, and VAC

Comparing results depicted in Figure 4 and Figure 5 it is clear that with decreasing
~Gmax the number of possible nucleation events increases drastically whereby the first
nucleation (only to that applies the model) takes place at shorter polymerization times.
However, the value for jerit at which nucleation occurs changes only within a range of
± 1. Furthermore, the strong influence of the water solubility of the monomers is clearly
seen. The higher the water solubility the longer the chain length of the nucleating
oligomers and the more nucleation events can occur. The results summarized in Table 1
, certify the predictive power of this model with respect to jerit. Furthermore, these
calculations state that more than one oligomer forms a nucleus, i.e., a multi-chain
precipitation takes place rather than a single-chain precipitation. Although the values
for m, especially if ~Gmax is assumed to be 10 times kBT, are very unlikely, the
calculations never resulted in a value of m=l. The values for m obtained with v=l.OI
seem to be likely as in that case also nucleus concentrations on the order of 1025 m')
have been obtained.

TABLE I. Comparison of calculated Gerit,m) with experimental Gerit,.) values of chain length for nucleating
oligomers

Monomer jeritm (v=IO) m (v=IO) jerit,m (v=1.01) m (v=1.01) jcrite Ref.

Styrene 6 887 5 3 5 [67]

MMA II 223 12-11 4 10 [67]

VAC 22 110 23-25 4 18-20 [68]

Some important conclusions can be drawn from the CNT model approach with re­
spect to experimental investigations of the particle nucleation in emulsion
polymerization, Firstly, particle nucleation should start with a jump to a very large
number of particles within a very short period of time after the critical value of the
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supersaturation of oligomers in the aqueous phase has reached. Secondly, the
reproducibility of the experiments should be poor due to the exponential dependence of
the nucleation rate on ~Gmax. (eq (14)). Thirdly, impurities in the water phase
(dispersion medium) should have a strong influence on the nucleation behavior
especially, if they influence the solubility of the nucleating polymers. Fourthly,
emulsifiers and micelles should play no direct role in the nucleation step as long as they
do not influence the solubility of the nucleating polymers. Fifthly, if surfactants are
present they lower ypw as well as ~Gmax. (cf. eq (13)) and consequently the nucleation
should take place earlier. Points four and five describe two possible effects of emulsifier
molecules. However, the main effect of the emulsifier molecules is the stabilization of
the nuclei formed. Depending on the kind and concentration of the emulsifier the
number of nuclei may stay constant, increase or decrease after the first nucleation event
that is described by the model.

A further increase in the predictive power of this modeling strategy is possible if it
is extended to heterogeneous nucleation. This needs a modification of eq (7) as well as
of the polymerization kinetics as all species dead or alive can be captured by particles.
Today it is only a vision that the extended model can also be applied to treat radical
entry into existing particles.

4. A Strategy for an Experimental Study of Particle Nucleation in Emulsion
Polymerization

To detect and to investigate nucleation events is always a problem as at the time when
one feels the rain drop on the skin or when one sees light scattering in a formerly trans­
parent solution, it is already too late. The challenge is to be able to detect very tiny ob­
jects at low concentrations. Another problem arises from the fact that nucleation is a
very fast process compared to the whole duration of an emulsion polymerization.
Furthermore, if once the first particles are formed, the detection of another nucleation
event is still more complicated. So, to find a proper strategy is crucial for successful
experimental investigations.

It is very straightforward to use optical methods if one wants to detect the point
when a solution becomes turbid. If this method is dynamic light scattering, one can
determine a size without knowing anything about the particles even with dependence on
the polymerization time in a simple way [45). However, any optical technique is never a
"yes-or-no" method as the response depends on at least three variables: the
concentration, the path length, and the power of the light source. This means that the
particular value of each of these variables could be insufficient to detect particles.
Nevertheless, optical methods are very useful tools and they become still more useful if
an additional method is simultaneously employed. With this second method, it should
be possible to measure changes in the composition of the solute in the dispersion. Since
in emulsion polymerization ionic species are present in the dispersion medium
conductivity measurement is such a method.

The use of an optical method requires that the only species which contribute to tur­
bidity or scattering are the particles. Especially, if a sparingly water soluble monomer is
used, a monomer feed into the dispersion must be maintained that is high enough to en-



58

sure saturation for a certain time. On the other hand, this feed must be low enough to
avoid monomer droplets that disturb the experiment. The best way to realize such a
controlled monomer feed is to place a certain volume on top of the reaction mixture and
confine spreading to a known area with a glass shade. Stirring has to be adjusted to
avoid mixing of the monomer phase with the reaction medium.

Turbidity measurement is preferred as the optical method instead of dynamic light
scattering for at least two reasons. Firstly, turbidity can be used on-line in a stirred
system and secondly, it depends on both the size and the concentration of particles.
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Figure 6. Clarification of the experimental strategy to determine particle number-time curves

Figure 6 shows a scheme of the experimental investigation strategy to get particle
number - time curves based on these considerations. The basic idea is to measure the
particle size off-line (dp) and use that value and the on-line measured turbidity (l) to
calculate the polymer content (Mc) and subsequently the particle number (Np). A
detailed discussion of this procedure as well as results for the emulsifier-free styrene
emulsion polymerization are published in [49].

5. Particle Nucleation in Styrene Emulsion Polymerization - New Experimental
Results

5.1. EMULSIFIER-FREE POLYMERIZAnON

During the experiments it turned out that conductivity is the only method for a detection
of the onset of nucleation. Firstly, it reacts earlier than transmission on changes during
the reaction [49] and secondly, it changes sharply within one second, the smallest time
gap between two data points for the particular conductivity set-up.
Curve A in Figure 7 illustrates this behavior and a comparison with curve B shows the
influence of styrene on the potassium persulfate (KPS) decomposition. Curve B results
are in the absence of styrene and can be used to estimate the KPS decomposition rate
constant. It results in the all-Teflon reactor at 60°C a value of 6.5 10-6

S-1 that is only
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slightly higher than a published value of 5.5 10-6 sol obtained in a glass apparatus [69].
However, in the presence of styrene (the first part of curve A until the bend, Figure 7)
the decomposition is much faster and it results a decomposition rate constant of
8.6 10-5 S-I. This increase in the decomposition rate in the presence of organic material
is typical for KPS [70].

The results depicted in Figure 7 represent a very simple case as the reaction mixture
consists of only water, styrene, and KPS. The interpretation of this behavior is possible
if the following results will be considered. Firstly, when additional to the standard
procedure the pH is on-line recorded it turns out that the change of the proton
concentration, [H+], has exactly the same shape as the conductivity curve. Even the
bend occurs at the same time. Secondly, when the same experiment is conducted in the
presence of a buffer (Na2HP04) conductivity remains unchanged during the entire
reaction. From these results it follows that under the particular experimental conditions,
the conductivity is governed by protons. With this knowledge, a recalculation of the
conductivity curve until the bend is possible [71].

Figure 7. Conductivity change during KPS
decomposition in the presence (A) and
absence (B) of styrene; Recipe: Water, 25
mM KPS, styrene saturation concentration
in water, 60 ·C1500 2000
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This is a proof for the conclusion that the first part of curve A in Figure 7 corre­
sponds to the pre-nucleation period. Since at the exact same time also a bend in the
[H+]-time curve occurs, one can conclude that a part of the protons produced lose their
mobility. It is most likely that protons lose their mobility due to a specific adsorption or
due to an incorporation in the electrical double layer of the polymer particles nucleated
at this time. If this is true, an important conclusion is that a huge number of particles
nucleate within a time period less than a second and hence, faster methods are necessary
to investigate nucleation kinetics.

A second important conclusion is based on the reasonable assumption that the
amount of protons adsorbed is proportional to the particle surface area. If this is true
then the difference between the calculated (Ltheo) and measured conductivity (L) is
proportional to the proton concentration adsorbed at the particle surface ([H+]s) and
hence, proportional to the total particle surface as described by eq (IS).
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(15)

Since the polymer concentration is very, low the turbidity (t) depends on the
particle number and particle diameter in a way as described by eq (16).

6
locNp·d p

(16)

As both conductivity and turbidity are measured on-line during the whole
polymerization, the combination of eqs (15) and (16) gives a possibility to calculate the
particle diameter quasi on-line from turbidity and conductivity data (eq (17».

---= F'd~
~theo - ~

(17)

In eq (17) F depends on a variety of different constants and cannot be calculated in
advance but, it can be fitted from measured particle diameters.

Figure 8 shows a result of such a fit with only one value for F over the entire
polymerization range. The error connected with the application of eq (17) increases
with increasing transmission (decreasing time). Nevertheless, particle diameter-time as
well as particle number-time curves are accessible quasi on-line over the entire
polymerization range. It is clearly seen that the particle number jumps from zero to 1,8
1019 m-3 in that second when the bend in the conductivity curve occurs.

Figure 8. On-line data for particle
diameter (dp) and particle number
(Np) during an emulsifier-free
emulsion polymerization of styrene;
Recipe: styrene, 25 mM KPS; 60°C;
Conductivity (~) and transmission
(I) no axis; Lines represent on-line
data; Symbols represent off-line data
determined according to the
procedure illustrated in Figure 6
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5.2. POLYMERlZAnON IN THE PRESENCE OF EMULSIFIER

In this case the investigation is more complicated as the on-line approach is only pos­
sible if the initiator decomposition rate constant is known. Unfortunately, the KPS de­
composition depends very strongly on the composition of the medium [70] and hence, it
has to determined for each particular case. Another problem with the use if conductivity
measurements arises if an ionic emulsifier is used as the absolute conductivity is in­
creased but the sensitivity is decreased. Nevertheless, the off-line technique is applica­
ble. Contrary to the emulsifier-free case (cf. Figure 8), the particle concentration in the
presence of SOS (concentration above cmc) increases over the entire reaction [50].
Furthermore, the particle concentration is more than two orders of magnitude higher
than in the emulsifier-free case.

In order to use conductivity measurements a non-ionic emulsifier (ANTA­
ROX ® CO 880, GAF Chemicals) was tested at concentrations below as well as above
the cmc. Figure 9 shows the on-line conductivity data.
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Figure 9. Change of conductivity during the
emulsion polymerization of styrene in the
presence of ANTAROX @ CO 880; Recipe:
styrene, 25 mM KPS, 60°C, ANTAROX @

CO 880; Curve A: [Slw = 0.1 mM is below
cmc; Curve B: [Slw = 0.7 mM is above cmc
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At first sight the curves look completely different compared to that of Figure 7 espe­
cially, if the emulsifier concentration is above the cmc (curve B). But, in both cases a
bend occurs after the initial increase in the conductivity, as well, indicating particle
nucleation.
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Figure 10. Dependence of the nucleation time (tN)

on the emulsifier concentration; Recipe: styrene, 25
mM KPS, 60°C, ANTAROX <!l CO 880

This interpretation seems to be likely as particles have only been detected by DLS in
samples taken after the bend.

If the time of the bend is considered to be the nucleation time, the results depicted in
Figure 10 are obtained for variation in the emulsifier concentration [S]w. The nucleation
time decreases with increasing emulsifier concentration as it is predicted (cf. chapter 3).

6. Conclusions

A summary of the experimental findings leads to the result that four of the five predic­
tions from the model based on CNT (cf. section 3) have been clearly verified by the
experimental data. The influence of additives to the dispersion medium is not clear.
This is because in the presence of KPS any additive influences not only nucleation but
also the initiator decomposition. The poor reproducibility of investigations during the
nucleation period has been observed several times [45, 49]. Initial nucleation of
particles occurs suddenly as confirmed by the conductivity results, independent of
whether or not emulsifier is present even if its concentration is above the cmc. Finally,
nucleation occurs the faster after the start of polymerization the higher the emulsifier
concentration whereby the cmc is no special point.

A further use of CNT in emulsion polymerization may lead to models that will be
able to contribute to a better understanding of heterogeneous nucleation, secondary
particle nucleation, and capture of oligomers by particles.
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1. Introduction

Particle sizes and particle size distributions are of both technical and scientific
importance in emulsion polymerization systems. On the technical side, particle sizes
and particle size distributions are major determinants of a number of properties of a
polymer latex, such as its viscoelastic behavior. Scientifically, experimental PSDs can
furnish sensitive tests of mechanistic assumptions. Given the basic mechanisms and
component rate parameters, particle size distributions (PSDs) can be predicted (as
discussed in section 2 of this article). The problem is to find the values of those rate
parameters. The major unknowns are those involved in particle formation, and for this
reason part of this chapter examines the effect of nucleation on the PSD both
experimentally and theoretically. While physically reasonable parameter values can be
found which can reproduce experiment (e.g., the dependence of the particle number on
initiator and surfactant concentrations, and the PSD during Interval I), such models are
not yet reliably predictive. For cases where these rate coefficients have been
established independently, calculations of the PSD in the absence of new particle
formation give good accord with experiment. Moreover, appropriate comparison
between theory and experimental PSDs can be used to infer kinetic information such as
the size dependence of the entry rate coefficient.

2. Models for predicting PSD

2.1. PSDS IN ZERO-ONE SYSTEMS AND IN INTERVAL I

The correct evolution equations for particle formation and growth, which governs the
PSD in an ab initio emulsion polymerization, are one of the major unsolved
fundamental problems in the field of polymer colloids. There is no shortage of
evolution equations in the literature - indeed creating models for emulsion polymeriz­
ations is effectively a cottage industry. The problem is what are the correct equations,
and what are the correct values of the parameters that should go into them. What is
definitely known is that the nucleation event is a complex one.
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Figure 1. The events governing particle formation and the PSD in Intervall.

Figure 1 shows one of the more complete reaction schemes for particle formation.
A charged moiety formed by initiator decomposition propagates with monomer in the
aqueous phase to form an oligomeric radical. This radical can have one of many fates.
It may be terminated in the aqueous phase, giving a dead oligomer. When the degree of
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polymerization is sufficiently high that the species is surface-active (this degree of
polymerization is denoted z), the radical may either enter a pre-existing particle or a
micelle, if micelles are present; this creates a particle by micellar nucleation.
Alternatively, it may grow further to a degree of polymerization jcrib when it may
undergo homogeneous nucleation. Precursor particles formed by either mechanism
grow by propagation, but are also colloidally unstable, and so may undergo
coagulation ("precursor particle" in this context meaning colloidally unstable).
Particles grow by propagation if a radical is contained within the particle, or by
coagulation. When a particle is sufficiently large, it becomes colloidally stable.
Nucleation ceases when all newly-formed aqueous phase radicals undergo either entry
into a pre-existing particle or aqueous-phase termination rather than forming a new
particle by either mechanism. At the same time, exit (desorption) can occur. During the
nucleation period, when particles are extremely small, it is reasonable to assume that
the system obeys zero-one kinetics.

Previous studies [1,2] have shown that, once what has been established as reliable
models for entry and exit are included, certain features of the PSD and of particle
formation (including the general shape of the PSD, the nucleation time, the quantitative
dependence of Np on surfactant concentration and on ionic strength) cannot be
reproduced without taking coagulation of precursors into account, even above the crne.

The evolution equations for the PSDs are now given. These will be presented as
volume distributions, n(V,t), the particle distribution function at time t and unswollen
volume V. These evolution equations are simpler in terms of unswollen volume than
those in terms of unswollen radius ro or swollen radius rp, because a growing particle
increases uniformly in unswollen volume. However, equivalent relations in terms of the
other variables exist, and indeed technically it is easier to develop numerical solutions
in terms of the radius distribution. The various distributions are related by:

nr(ro,t)
nv(V,t) =-42

1tro
Swollen and unswollen size are related by:

1/3

~: =~m -~~]pMO) (2)

where Pm and Pp are the densities of monomer and polymer, and Mo is the molecular
weight of monomer. The average unswollen radius at complete conversion, <ro> and
the particle number are trivially related by:

4 3
J1t<ro> Pp

total mass monomer
Np = (3)

2.2. ZERO-ONE KINETICS

The evolution of the PSD in a zero-one system are as follows (e.g., [1]). Since particles
can either contain zero or one radicals, the total particle size distribution is the sum of
the PSDs for particles that contain zero radicals, no(V,t) and particles that contain one
radical. Because a monomeric radical (formed by transfer) can undergo desorption, it is
necessary to sub-divide the particles containing one radical into those where this
radical is monomeric, Jot-, and where it is polymeric, nf:
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n(V) =no(V)+n¥(V) +nf(V) (4)

These are normalized so that the number of particles per unit volume of the aqueous
phase is given by:

00 00

~= J(no(V,t)+nf(V,t)+n¥(V,t) dV= Jn(V)dV
A 0 0

The PSD evolution equations for zero-one systems are, from Figure 1:

00

an~~V,t)=p[nf+n¥-no]+kdMn¥-no!B(V,V') [ no(V')+nf(V')]dV'

00

+ JB(V', V-V')[nO(V')no(V-V')+nl(V')nl(V-V')]dV'
o

- nfrB(V, V')[no(V')+nf(V')]dV'
o

(5)

(6)

00

+JB(V',V-V')[no(V')nl(V-V')+nf(V')no(V-V')]dV' (7)
o

an¥(v,t)
at =-(p + kJrM]p + kdM)n¥ + kaE[E]no+ ktr[M]pnf (8)

The symbols are those defIned elsewhere in this book [3J, with some additional terms:
B(V, V') is the rate coeffIcient for coagulation between particles of volume V and V', Vo
is the volume at which particle are deemed to form, kj micelle is the rate coeffIcient for
capture of an i-mer by micelles, the concentration of which is [micelle], and the rate
coeffIcient for propagational growth is given by:

K(V) =kpMo[M]p (9)
NAPp

One also has the aqueous-phase concentrations of radicals, both desorbed (E) and
arising from initiator ([IMil, where i is the degree of polymerization):

[1M 1l = 1 2j7q[l2]
"-I kp,w[M]w+kt,w[R]w

A7p,MIMi-ll[M]w
[lMil =-,;;00,,-------------''-'--------------

Jk~(V)n(V)dV + kl,micelle[micelle] + k~,wlM]w+ kt,w[R]w
o

(10)

(11)



[R]w =~)IMil + [E]
i

00

JkdM(V)n¥(V)dV
[E] =_-"-0 _

00

JkaE(V)l(V)dV +kt,w[R]w

°
The various entry rate coefficients are given by:
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(12)

(13)

(15)

j-l

p(V)= Pinitiator<V)+kaE(V)[E] ; Pinitiator = ~)~(V)[IMil (14)
i=z

If there is no particle formation, the PSD evolution equations simplify greatly, both
because the particle formation terms are absent and because the system will normally
be colloidally stable, so that coagulation does not occur.

2.3. PSEUDO-BULK KINETICS

In the pseudo-bulk case, there is no limit on the number of radicals that may be present
in a particle and termination is no longer instantaneous. Since the very small particle
sizes that are present in nucleation mean that termination is extremely rapid, it is safe to
assume that all nucleating particles will follow zero-one kinetics (although it is
important to realize that systems with low ncan follow pseudo-bulk kinetics: see
[1,3,4]). In pseudo-bulk systems, however, it is reasonable to assume that the particles
are colloidally stable, and hence both coagulation and particle formation can be
ignored. The evolution equations are:

an(V,tL a( Kn n(V,t))
at -- av

The time evolution of nrequires that, because termination is rate-determining, chain­
length-dependent termination rate coefficients must be taken into account. Detailed
expressions for this have been given elsewhere (e.g., [1,5]).

Numerical solutions to both the zero-one and pseudo-bulk PSD equations can be
obtained by a number of techniques. Here, the finite-difference method is used, con­
verting these relations into coupled first-order differential equations; the variable is
changed from V to TO; see [1] for details. The reason that T is used is because this great­
ly reduces the number of equations, since if one chooses an even volume increment, the
number of equations in terms of V goes as the cube of the maximum volume.

2.4. MODELS FOR RATE PARAMETERS

Details of models and expressions for the various rate parameters in the PSD evolution
equations have been given elsewhere [1]. The micellar and particle entry rate
coefficient are obtained from the Smoluchowski equation:
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k i . _ { 0, i <z
a,rrucelle - 41tDr' II NA/i i >zw rruce e ,-

(16)

(17)

(18)

Micelle concentration is obtained as suggested by Giannetti [6]. The coagulation rate
coefficient B(V, V') is calculated using DLVO theory with the Healy-Hogg model [7]
(see, e.g., [8,9]), and is dependent primarily on the surface charge densities and swollen
volumes of the two particles; detailed expressions have been given elsewhere [8], with
the following minor changes. The surface charge density is the sum of the contributions
from adsorbed and generated surfactant. All ionic end groups that were created through
the decomposition of initiator are assumed to be adsorbed onto the surface of a particle:
a reasonable assumption for small particles. The expression for the surface charge
density from monovalent ionic end groups is:

CT[ = eNI lAp (19)
where Ap is total area of all particles in the system, e the charge on the electron and NI
is the total number of ionic moieties that have been released through initiator
decomposition. The contribution from added surfactant is calculated assuming a
Langmuir adsorption isotherm:

where:
<is =e lAs (20)

As =as (1 + [S:]b) (21)

The Langmuir adsorption isotherm parameters are as (the area occupied by a single
surfactant molecule) and bs (which is related to the free energy of adsorption). The
amount of surfactant in the aqueous phase is given by:

Ap
[Sw] = [ST] - NAA

s
(22)

Here [ST] is the concentration that added surfactant would have if there were no
adsorption.

B(V.V') depends on the relative particle sizes, as shown in Figure 2. Large particles
coagulate more readily with small particles, than with particles of the same relative
size. This may account for the skewness observed in early-time particle size
distributions (when expressed in terms of volume) [10], as discussed in section 4.
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Figure 2. Calculated dependence of coagulation rate coefficient (dm3 mol-I s-I) on unswollen

radius of the two particles, from the Healy-Hogg model.

3. Experimental Methods of Measuring PSD

Many methods are available for measuring average particle size. Until recently, the
only reliable method for determining particle size distributions was calibrated
transmission electron microscopy. However, this technique is difficult, time consuming
and hard to apply to some polymers which have a tendency to melt under the beam
(e.g. MMA and vinyl acetate).

A more convenient method of determining particle size distributions is by Capillary
Hydrodynamic Fractionation, which can give full particle size distributions for particles
between 15 and 1100 om in diameter. Values for average radius are typically within
5% of those achieved through electron microscopy [11]. Variations in the calibration
curve due to temperature or variations in the conductivity of the eluent can be detected
and corrected by obtaining a PSD for a sample of known size. Under typical operating
conditions, CHDF is sensitive to secondary populations that differ in diameter by 10%
of the diameter of the primary population. Sensitivity to small populations of secondary
particles can be checked by adding small amounts of a second latex of known size. The
time required to generate a full particle size distribution is usually 15 min. However,
CHDF requires dilution to low solids content. Another limitation is that the effect of
change in, e.g., the pH of eluent on systems that are suspected to be sensitive to such
changes cannot be measured by this method, since the detection method is sensitive to
changes in eluent conductivity.
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4. Experiment Results

4.1. PSD IN INTERVALS 2 AND 3

It has been shown [1,12] that values of rate coefficients obtained by kinetic means (see
elswehere in this book [3]) successfully predict the time evolution of the particle size
distribution in Interval 2, as illustrated in Figure 3. This task is relatively
straightforward, because all that is being examined is the change in size and
polydispersity in a pre-existing PSD. Nevertheless, it is one of the few occasions in
emulsion polymerization where one type of measurement is able to successfully predict
a completely different measurement without any adjustable parameters!

One particularly useful aspect of the time evolution of the PSD in a zero-one Int­
erval2 system is furnished by competitive growth experiments [13,14], the data compr­
ising the PSDs of the two components of a bimodal seed. These experiments can, with
careful data interpretation [15] that takes into account the fate of exited free radicals,
lead to information on the dependence of entry rate coefficients on particle size (earlier
work [13,14] did not take these fates into account, and is therefore in significant error).
These data support (although do not prove!) the applicability of the Smoluchowski
expression for the entry rate coefficient of an oligomeric species, eq (16).

There seem to have been no systematic studies of the comparison between models
and theories for the PSD in a pseudo-bulk system, of the type illustrated in Figure 3.
Such an exercise is not likely to bring any surprises, and for that reason is certainly
worth performing.
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Figure 3. Comparison of measured and calculated radial PSD after 45 min growth in seed emulsion

polymerization of styrene; experimental data from (12). Calculated PSD from values of entry and exit

rate coefficients measured from experimental conversion/time data.
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The PSD in Interval 3 is trivially obtained from a knowledge of conversion (since
virtually all monomer is contained within the particles).

4.2. SECONDARY PARTICLE FORMATION

Models for predicting particle size distributions are of great use in predicting conditions
for secondary nucleation. In addition, an important test for the validity of a model is the
ability to predict the initial conditions that will cause secondary nucleation.

The condition for the creation of a secondary population is that entry of newly­
formed radicals into particles be slow enough so that the competing process of particle
formation is significant. The PSD-based model of eqs (6-14) and section 2.4 can be
used to predict the amount of secondary nucleation in a given system, as now
exemplified (this illustration being an extension of the application of a simpler version
given previously [16]).

The system used for this study uses data [16] for the number of new particles
formed in a seeded emulsion polymerization of styrene at 50 ·C over a range of Np
values, with [12] =lxlo-3 mol dm-3 persulfate, sodium dodecyl sulfate = 8xl0-4 mol
dm-3, which is below the cmc, and seed particle swollen radius =44 nm. Zero-one
kinetics hold under these conditions. Results are shown in Figure 4. It can be seem that
the observed number of new particles is reproduced excellently by the model, without
any of the parameters being adjusted. This supports the physical assumptions and
parameter values in the model, at least below the erne.

4.3. PSD IN INTERVAL 1.

While the evolution of the PSD of a pre-formed seed is relatively easy to predict from
measured or modelled entry and exit rate coefficients, predicting the size and size
distribution of the particles formed in an non-seeded (ab initio) polymerization is much
more difficult, because there are so many more rate parameters. There are two aspects
to such a test: quantitative (do the model calculations accurately predict Np and the full
PSD?) and qualitative (does the model correctly predict trends such as dependences on
initiator and surfactant concentrations and the qualitative shape of the PSD?). Success
in qualitative prediction supports the correctness of the underlying physical
assumptions, while correct quantitative prediction supports the full details of the model.

A comparison between theory and observation is for the PSD, Np and Ii observed in
experiments [17] for the time evolution of the PSD just after the cessation of particle
formation in styrene. As such, the data should be sensitive to nucleation kinetics. The
original data interpretation [17] was without the extensive mechanistic information
subsequently obtained on entry and exit, and is therefore regarded as superseded. The
experiment used 2.38xlo-2 mol dm-3 sodium dodecyl sulfate, which is above the erne,
1.29xlO-2 mol dm-3 potassium persulfate, at 50 T. The PSD was measured 6 min
after the end of the inhibition period, when particle formation was thought to be
complete (the model however predicts that particle formation ceases at ca. 15 min after
polymerization commences). PSDs were obtained using electron microscopy.
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styrene emulsion polymerization; conditions given in text. Experimental data re-processed

from [16].

Figures 5 and 6 show the observed and calculated radius and volume distributions.
The calculations used the zero-one PSD description, eqs (6-14). Parameter values
being given in the figure caption; the calculation used a simplified model for B(V, V'),
whereby coagulation occurs at the same rate coefficient B for interactions between any
particle and a particle with a swollen radius not exceeding a chosen value. The particle
number was poorly predicted: an order of magnitude less than the experimental value
of 3.6xl018 dm-3. Comparison of the PSDs shows that qualitative features are reprod­
uced, particularly the skewness in the early-time volume distribution. Accord between
model and experiment for Np could be obtained by parameter adjustment (e.g., by mak­
ing the saturation value of [M)p dependent on radius, as predicted by the Morton relat­
ion [18]); this curve-fitting exercise is not undertaken here. Moreover, these experim­
ents, being performed without thorough deoxygenation, may have had considerable in­
hibitor present which is known to lead to an increase in particle number (e.g., [19]), be­
cause it takes longer for precursor particles to become sufficiently large to capture all
newly-formed radicals in preference to their forming new particles. Indeed, the pres­
ence of oxygen can lead to highly variable Np unless de-gassing is carefully controlled
[20). More extensive data of the type shown in Figure 5, under carefully controlled
conditions, will be required before truly reliable parameter values can be obtained.

5. Conclusions

In modelling the evolution of particle size distribution, it is critical that all of the mech­
anisms involved are considered. The PSD is governed by particle formation, while its
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Parameter values in calculations: Dw =1.5xIo-5 cm2 s-l, Z = 3, Jcrit = 5, rmicelle = 2.6 nm, kj =

7.2xlo-7 s-l, "P,w (dm3 mol-1 s-l) = 1200 (n = I), 280 (n = 2) and 260 (n ~ 3), kJ, kp (dm3 mol-1

s-l) = 2080, 260, ktr = 2.9x10-2 dm3 mol-1 s-l, tl,'-tv = 8x109 dm3 mol-1 s-l, remaining kt,w from

Smoluchowski equation, as = 43 A2, nagg = 162, [erne) = 3.9XlO-3 mol dm-3 , [Mlp = 5.8 mol

dm-3 (assumed independent of particle size), B(V, V') = 109 dm3 mol-1 s-1 if either particles has rp

~ 6 nm, = 0 otherwise. See [1,6) for explanation of parameter values.
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subsequent evolution is readily calculated from what are now known to be reliable
models for entry and exit (testing of theory against experimental PSDs in termination­
dominated systems is yet to be carried out). The model can be used in a wide variety of
situations, including predicting where secondary particle formation occurs. Proper
quantification requires coagulation of precursors to be included, even above the ernc.

There are many situations where the parameter values are uncertain, requiring
further experiment. Since technologies are being developed that result in easily
measured full particle distributions, a better understanding of the kinetics of particle
formation and evolution can be expected. This understanding will be of great benefit in
intelligent design of both experiment and industrial applications.

Acknowledgments The support of BASF, and of helpful interactions with Drs Brad
Morrison and Dieter Distler, are gratefully acknowledged.



78

References

[lJ
[2J

[3J

[4J
[5J

[6J
[7J
[8J
[9J
[10J
[I1J
[l2J

[13J
[14J

[l5J

[l6J
[17J
[l8J
[19J

[20J

Gilbert, R.G. (1995) Emulsion Polymerization: A Mechanistic Approach,Academic, London.
Gilbert, R.G. (1997) in: Emulsion Polymerization and Emulsion Polymers (eds. P.A Lovell and M.S.
EI-Aasser) Wiley, London.
Gilbert, R.G. (1997) in: Polymeric Dispersions. Principles and Applications (eds. J.M. Asua) p.1,
Kluwer Academic, Dordrecht.
Ballard, MJ., Napper, DR and Gilbert, R.G. (1984)J. Polym. Sci., Polym. Chem. Edn., 22,3225.
Scheren, PAG.M., Russell, G.T., Sangster, D.F., Gilbert, R.G.and German, AL. (1995)
Macromolecules, 28, 3637.
Giannetti, E. (1993)A.I.Ch.E. Journal, 39,1210.
Hogg, R., Healy, T.W. and Furstenau, D.W. (1966) Trans. Faraday Soc., 62, 1638.
Richards, J.R., Congalidis, J.P. and Gilbert, R.G. (1989) J. Appl. Polym. Sci., 37,2727.
Feeney, PJ., Napper, D.H and Gilbert, R.G. (1987) Macromolecules, 20,2922.
Lichti, G., Gilbert, R.G. and Napper, D.H. (1983) J. Polyrn. Sci. Polyrn. Chern. Edn., 21,269.
Miller, C.M., Sudol, E.D., Silebi, C.A and EJ-Aasser, M.S. (1995) 1. Colloid Inteiface Sci., 172,49.
Lichti, G., Hawkett, B.H.,Gilbert. R.G., Napper, D.H. and Sangster, D.F. (1981) J. Polym. Sci.,
Polym. Chem. Edn., 19,925.
Vanderhoff, J.W., Vitkuske, J.F., Bradford, E.B. and Alfrey, T. (1956) J. Polym. Sci., 20,265.
Ugelstad, J., EI-Aasser, M.S. and Vanderhoff, J'w. (1973) 1. Polym. Sci., Polym. Letters Edn., 11,
503.
Morrison, B.R., Maxwell, LA., Gilbert, R.G. and Napper, D.H. (1992) in: ACS Symp. Series ­
Polymer LAtexes - Preparation, Characterization and Applications (eds. E.S. Daniels, E.D. Sudol
and M. EI-Aasser) p.28, American Chemical Society, Washington D.C.,
Morrison, B.R. and Gilbert, R.G. (1995) Macromol. Symp., 92, 13.
Feeney, PJ., Napper, D.H. and Gilbert, R.G. (1987)J. Colloid Inteiface Sci., 118,493.
Morton, M., Kaizerman, S. and Altier, M.W. (1954) J. Colloid Sci., 9,300.
Pearson, L.T., Louis, P.EJ., Gilbert, R.G. and Napper, D.H. (1991) J. Polym. Sci., Polym. Chern.
Edn., 29,515.
Kiihn, L and Tauer, K. (1995) Macromolecules, 28, 8122 .



NETWORK FORMATION IN FREE·RADICAL EMULSION
POLYMERIZATION

D.CHARMOT
Rhone Poulenc Recherches
52, rue de la Haie-Coq
93308 Aubervilliers Cedex - France

1. Introduction

The share of thermoplastic polymer produced by radical polymerization in water
dispersion is increasing steadily. This move towards water borne systems is obviously
driven by the environmental needs to reduce the use of hydrocarbons in the
manufacturing or polymer processing sites, and for the final customer to avoid exposure
to solvents. Besides, emulsion polymerization technology enjoys a number of
advantages : it is usually a kinetically fast reaction leading to high molecular weight
polymeric materials in high solids content water dispersion; the viscosity of which
remains in the low to medium range, making temperature control during process
relatively easy. Compared with homogeneous radical polymerization, the mechanisms of
emulsion polymerization are still unclear as far as the reaction proceeds, and the level of
predictability remains poor in real systems when the number of monomers, chain
transfer agents and the range of operational variables is high. This is particularly true for
the development of molecular weight distribution (MWD) in emulsion polymers
produced at high conversions. The kinetic models for linear polymerization become
increasingly complicated as one approaches typical industrial recipes, requiring a large
number of kinetic parameters which cannot be determined independently : thus in
practice these unknown rate constants are estimated by fitting measurable characteristics
such as MWD to a given model. In non linear polymerization, i.e. systems where the
average functionality of the monomers exceeds 2, additional events like pendant or
terminal double bond polymerization and long chain branching due to chain stoppage by
radical transfer to polymer, make the kinetic scheme even more difficult to handle and
the mathematics so sophisticated that we may lose the actual physics which lies behind
it. Non-linear polymerizations however are most encountered in commercial polymers
produced in emulsions: e.g. vinyl-divinyl systems such as butadiene homo and
copolymers, polychloroprene and branched polymersuch as polyvinylacetate and certain
polyalkylacrylates and ethylene copolymers. In a recent work, Gilbert [1] pointed out
that relatively little properly characterized experimental data on MWD that enables
thorough quantitative analysis, were available. They are even fewer in the field of non­
linear polymers of commercial interest such as those mentioned above. Moreover
important features of non-linear polymers such as crosslinks or branching densities are
not obtained through direct titration of chain connection points, but rather from model
dependant methods like swelling or dynamic mechanical properties. However, the
measurement of the fraction of insoluble polymer, or gel content, is a powerful but
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simple method to assess the level of connectivity of the polymer. In the first part of this
review, we will comment on some of the available techniques on gel fraction
determination, as well as on its role on latex film formation and the mechanical
properties that are derived therefrom. In the second part, the main kinetic models applied
to non-linear emulsion polymerization will be introduced.

2. Molecular Weight Distribution and Crosslinking in Relation with
Film Toughness.

A certain amount of recent work has clearly shown that the mechanical properties of a
latex film are not reached until the polymeric chains in neighbouring particles have
interdiffused across the interfaces to a depth which is equivalent to the radius of gyration
of a polymer chain situated at the interface [16-19]. SANS measurements performed in
parallel with stress-strain experiments on polybutylmethacrylate latexes [15] showed
unambiguously that the steep increase in fracture energy corresponded to the onset of the
interdiffusion process : after a 5 min annealing at 90°C the interpenetration depth is 2
nm which compares well to 3 nm, the mean molecular dimension for chain
entanglement. With increasing divinyl monomer contents (Methallylmethacrylate) this
interdiffusion process is more and more hindered, and when Me , the molecular weight
between chemical crosslinks is lower than Me, the entanglement length, the films
remain extremely brittle after annealing. It is highly likely that the low molecular
weight fraction of the MWD is responsible for this fast rise of film toughness at short
annealing time. In the latter system, surfactant was used to stabilize the polymer
emulsion , wheras in commercial systems, copolymerization of hydrophilic monomers
is commonly used to impart stability as well as to obtain better adhesion properties
towards "difficult" substrates. It results in hydrophilic shell/hydrophobic core
honeycomb-like latex film morphologies [20]. In a series of poly-butylmethacrylate-co­
acrylic acid latexes, Winnik et at. [21] showed by fluorescence non radiative energy
transfer, that the mean apparent diffusion coefficient of the polymer increased with (T­
Tg), where T is the annealing temperature, and Tg the estimated transition temperature
of the particle shell. In similar systems, Joanicot et at. (Rhone Poulenc) [22] using
SANS measurements and stress-strain experiments reported that low molecular masses
were able to permeate through the hydrophilic membrane ; but only at temperatures
where the membrane happened to fragment, did a massive interdiffusion of the high
molecular weight polymer take place, eventually yielding tough films. In all of the cited
examples, the existence of crosslinked polymer and the peculiarities of the MWD of the
sol polymer are crucial in the prediction of the film formation and the development of
mechanical properties. Therefore, reliable methods for determination of these polymer
features as well as theoretical frames to predict them are strongly needed.

3. Determination of Gel and Crosslinks Densities in Emulsion
Polymers

The defmition of 'gel', lVg, is for many authors a contentious issue; diverse terms as
gel, macrogel, microgel, insoluble, organogel are often met [2]. We will limit the term
gel to every tridimensional covalent network produced within polymer particle during the
polymerization process and formed by free radical reactions, including e.g. transfer to
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polymer, copolymerization of multifunctional monomers, etc... Not considered are
crosslinking reactions which my take place after the polymerization process e.g. during
ftlmification, as is the case with reactive latex systems.

3.1. PHYSICALLY AND CHEMICALLY CROSSLINKED GELS

From an experimental point of view it is necessary to distinguish between a gel
produced by reversible physical interactions and a true gel consisting of covalently
crosslinked polymer chains. Linear polymer particles carrying charged surface groups
may give rise to large quantities of 'gel' when dispersed in a good solvent having a low
dielectric constant. This ionomeric effect, resulting from the interaction of ions pair and
giving rise to a three-dimensional network, is well documented [3-4] and may lead to
erroneous results during the measurements of the content of 'chemical' gel. For films
made from copolymer lattices and having the composition styrenelbutylacrylate/acrylic
acid, Cohen-Addad et al. [6] have shown that"'i, measured using toluene as solvent,
increased rapidly with the degree of neutralization of COOH groups; this associative
effect disappeared when toluene was replaced with a solvent of high dielectric constant
(THF). It is clear that the choice of a solvent is critical as it must solubilize (swell) the
core polymer and disrupt the ionic bonds due to the charged groups present on the
particle shell.

3.2. METHODS OF MEASUREMENTS OF CHEMICALLY CROSSLINKED GELS
IN LATEX COPOLYMERS.

Crosslinked polymer molecules which occupy a substantial fraction of the particle
volume are likely to have sizes of a similar scale as the particle diameter, i.e. from a few
tens of nanometers to several hundreds nanometers. Hence, as opposed to crosslinked
polymer formed in an homogeneous medium which have an infinite size compared with
their soluble counterpart, microgels formed in latex particles will scale in size not too
far from the soluble chains. We thus better understand why the method of extraction
(e.g. Soxlhet apparatus) currently used for coalesced latex film have poor accuracy and
reproducibility. In this case the size threshold between gel and soluble polymer is badly
defined. Chromatographic techniques allow a better separation of gel and soluble
polymer by adjusting the porosity of the chromatographic packing. Malihi [7] has
proposed a method where the latex particles are transferred from the aqueous into the
eluting solvent (THF) and the different macromolecular species separated by a size
exclusion mechanism. The (micro)geI elute through the interstitial volume of the
packing much faster than the soluble chains which enter the internal porosity of the
stationary phase. In general the "'i values obtained from this chromatographic method
(using a detector calibration procedure) tend to be higher than the extraction method. The
discrepancy is explained in terms of the microgel fraction which may go through the
filter and consequently may not be accounted for in the extraction test. The plugging of
the SEC columns remains a major drawback of this method. Thin Layer
Chromatography associated with Flame Ionisation Detection (TLCIFID) has been used
to quantify the degree of crosslinking and the level of grafting in core/shell composite
particles polybutadiene(-co-styrene)/styrene-co-acrylonitrile and polybutadiene(-co­
styrene)/polymethylmethacrylate[8]. Uncrosslinked butadiene-co styrene material is first
eluted with toluene, and a second development with methyl acetate reveals the
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polyacrylonitrile or polymethylmethacrylate grafted fractions. Quantification through
FlO was possible with the aid of calibration curves.

Ultra centrifugation techniques have been optimized and have been often used to study
the sol/gel ratio of macromolecules obtained by emulsion polymerization [9]. Recently
[lO] a more detailed analysis has been achieved using the determination of the
distribution of the sedimentation coefficients (s-distribution). A typical pattern of the s­
distribution of a partially crosslinked particle exhibit a bimodal curve referring to the
soluble (linear & branched species) and to the crosslinked gels respectively, and gives a
direct measure of lVg . Because the force of sedimentation is independent of swelling and
the force of friction is proportional to the microgel size, the rate of swelling Q can be
obtained :

Q=(_I_l-Vg Pp - pmediwn 1 d2)3 (l)

Sswollen fI 18
with PP and pmedium, the densities of the unswollen particles and the dispersion

medium, d the unswollen particle diameter, Sswollen the sedimentation coefficient of the
swollen particles and fI, the viscosity of the dispersion medium. This method allows,
at the same time, the determination of the percentage of gel and the crosslinks density by
applying the well known Flory-Rehner relationship [11] (high chain length
approximation) :

10(1-<1> )+<1> +X <I> 2 + VlJ'p (<I> 1/3 - <l>p)=O (2)p p 12 P Me p 2

with <l>p =lIQ , the polymer volume fraction within the particle, VI, the molar

volume of the solvent, XIZ , the solvent/polymer interaction parameter. Some
uncertainty arises however from the polymer concentration dependence of the s­
distribution which leads to a considerable underestimation of the Q and Me values
[10]. As already mentioned, (§2.1) the presence of ionic groups in the latex particles
gives rise, after film formation, to an ionomeric effect where the true covalent
crosslinking is augmented by an additional ionic crosslinking. It is possible to remove
this ionic contribution and to obtain information about the covalent gel alone, by
measuring the swelling ratio, Q, of isolated particles dispersed in water where the
ionomeric effect is at a minimum. A straightforward method was proposed by Vanzo et
ai. for the accurate determination of the solvent uptake of latex polymer particles [12].
The rate of swelling is described by (2) where the surface free energy term,

(4Vq / doRT)<I>/13 , is added to the left-hand side of (2), which then becomes equal

to In(P /P0 ). r is the interfacial tension between the polymer particle and serum, P the
vapour pressure at a given volume fraction of polymer in the swollen polymer particle,
and Po the vapour pressure at equilibrium swelling. Derivation of (2) shows that the
extrapolation to low solvent uptake gives the interaction parameter on one hand; on the
other hand the contribution of the surface free energy term is shown to be negligible in
the medium solvent activity range (e.g. :P /Po <0.7). The pressure/solubility curve
allows then a direct determination of the chemical contribution of Me. This method
was applied to a series of copolymers styrene/butadiene/acrylic acid prepared with
increasing level of chain transfer agent (eTA) [13]. TheMe values thus determined
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(Figure 1) , may be compared with (i) those obtained by the equilibrium swelling of
coalesced films and (ii) those obtained from DMA performed on dry films [14]. It
appears that chemical crosslinking, as measured on the water dispersed particles, is
noticeably smaller than the total crosslinking density, as measured from the elastic
modulus on the rubbery plateau, when the level of eTA approaches 1%.

Me (g mole-1

.. • •

[] []

0
I

~ 0
0

e~ A (wt-%)

2 3

Figure 1 : Me vs. CTA levels. (wt-% based on monomers) (1) • : Me values determined from pressure!
solubility curves on latex. Solvent: chloroform; temp.: 25°C[13]. (2) 0 : Me values determined from films

swollen at equilibrium. Solvent: chloroform; temp:. 25°C[13]. (3) 0 : Me values determined from DMA
experiments [14].

4. Elementary Reactions in Non-linear Radical Polymerization

We will define systems as non-linear when, in the process of chain formation,
connection points between primary chains are established. Primary chains are imaginary
linear chains which would result if all crosslinks were severed. The most common non­
linear systems are those obtained by the copolymerization of mono-ethylenic and di­
ethylenic monomers, where the crosslinked units can be seen as tetrafunctional sites on a
macrocospic scale (Figure 2), or, on a microscopic scale, as two trifunctional branches
connected together. Actual tetrafunctional units might form if internal double bond are
attacked by a macroradical : it is doubtful however that this could happen because of the
their usually low reactivity.
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Figure 2: Tetrafunctionallink in vinyl-divinyl copolymerization. kp , k; : rate propagation constant on
divinyl monomer and pendant double bond, respectively.

The divinyl monomers currently used commercially include for example,
divinylbenzene, ethyleneglycol and butanediol dimethacrylate, diallylphtalate, allyle
methacrylate; their rate of use is usually in the range 0-5 %. Other divinyl monomers
such as butadiene and chloroprene are used as main components in the production of
industrially important elastomers. Cyclization reactions are an important feature of
vinyl-divinyl copolymerization: in primary cyclization the cycle forms within the
primary chain whereas in secondary cyclization the cycle forms between two or more
primary chains. Crosslinks formed in primary cyclization are not contributing to the
elastic properties of the gel molecules; in some instances it may even delays the onset
of gelation [28]. One must keep in mind however that primary cyclization is significant
only when: (i) the pendant double bond (PDB) possesses a reactivity toward radical
addition of similar magnitude to that of the main monomer (for instance it is unlikely
that primary cyclization would playa great role in butadiene polymerization since the
vinyl 1-2 group are far less reactive than the diene) ; (ii) the monomer concentration is
low.

Chain transfer to polymer and monomer gives trifunctional connection points, as
sketched in Figure 3.

Figure 3a : Long chain branching through transfer to polymer. klrp : rate constant for transfer to polymer.
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Figure 3b. Long chain branching through transfer to monomer. kmn : rate conlant for transfer"to

monomer. k;.TB :rate constant for propagation on tenninal double bond.

In the transfer-to-polymer reaction (Figure 3a), a radical is formed on a dead chain
(generally through H-abstraction), which then adds monomer units to produce a long
chain branch which eventually terminates either by transfer or radical coupling. Transfer
to monomer (Figure 3b) leads to a double-bond terminated chain which can act as a
macromonomer, resulting also in long chain branching (LCB). Long chain branching is
well documented in vinyl acetate polymerization where transfer both to polymer and
monomer are known to occur [23-24]. Transfer to poly-conjugated dienes such as
polybutadiene or polychloroprene is thought to take place on the allylic protons, but it
still remains difficult to establish the respective contribution of transfer to polymer and
copolymerization of the PDB, to LCB and gel formation. Although not often quoted in
the literature, the transfer to polymer in acrylic emulsion polymerization is substantial
and leads in most cases to gelled polymer. l3C NMR has been used to identify the site
of grafting as the tertiary proton of the acrylic backbone: Lovell [5] et al. were able to
measure a level of grafting as high as 2 to 4 molar % in the emulsion copolymerization
of butyl acrylate and methyl methacrylate. In a comparative batch emulsion
polymerization of butyl acrylate (BA) and butylmethacrylate (BMA), the gel content was
50% in the case of BA, and was virtually zero with BMA since no tertiary protons
responsible for grafting are present on the polyBMA chain [15]. Radical back-biting
reactions are well known in ethylene polymerization, generating short-branched
structures [25]. Recently [26], intramolecular radical transfer reactions have been reported
for some vinylethers bearing a carbon atom on the ~-position, with a capto-dative
substitution. This is the shortest branch that is possible to achieve since the back-biting
occurs on the pendant group of the propagating radical. Those short branches however do
not affect the MWD, nor they lead to any gelation. It is worth mentioning that some of
the CTA's,which are currently used in emulsion or suspension polymerization, can lead
to branched polymers: hence in the case of a-methylstyrene dimer, chain stoppage is
taking place through an addition-fragmentation pathway, resulting in a terminal double
bond on the dead chain. Even if the end chain a-methylstyrene group is sterically
hindered towards radical addition, it will eventually react when the polymerization
proceeds at high conversion. This non-linear system is virtually the same as the one
resulting from transfer to monomer as described in Figure 3b.
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5· Modelling Techniques in Non-linear Radical Emulsion
Polymerization

Mathematical models for the prediction of the evolution of molecular weight in
emulsion polymerization have been proposed (for instance [29-31J and references cited
herein), based on the elementary reactions of radical polymerization, Le. propagation,
termination and chain transfer, and taking into account the kinetic events proper to
emulsion polymerization : water phase initiation, radical segregation and chain
desorption. Thermodynamics of monomer partitioning between water, polymer particles
and droplets has been also extensively studied [32]. Classical kinetic approaches as well
as statistic based models have been developed to compute instantaneous and cumulative
MWD's using various numerical methods such as coupled integro-differential equations
or large power probability matrix [31J. Until recently none of them actually addressed
the effect of non-linear polymerization in segregated medium. On the other hand, the
kinetic of network formation in homogeneous medium was fIrst described by Flory and
Stockmayer more than 50 years ago [IIJ. Although it has been refIned by a number of
authors, this mean field treatment of non-linear systems remains today a pretty good
guideline for predicting main trends in crosslinking reactions. Since then, some of the
limitations of the F1ory-Stockmayer model have been removed by new theoretical
treatments :
• Generalized Flory's approach: Hamielec and Tobita [28,33,34J took into account

the history of individual chain during conversion and its role on the variance of the
crosslinks density.
Numerical fractionation: proposed by Teymour et at. [35,36J, this method describes
a cascade growth of chains subdivided in generations, that are constituted of branched
macromolecules of increasing size and branching density
Monte Carlo simulation: Tobita et at. [37-41J shows that in the particular case of
colloidal polymer particles where the number of primary chains is finite, it is
numerically feasible through a Monte Carlo algorithm to keep track of individual
chains and to build the actual MWD including any branching and crosslinking
reactions.

5.1. GENERALIZED FLORY APPROACH

In his pioneering work, Flory made some simplifying assumptions to account for
crosslinking kinetics in vinyl-divinyl copolymerization: (i) the reactivities of all types
of double bonds are equal; (ii) all double bonds react independently of each other; (iii)
there is no intramolecular reaction in [mite molecules. This system is actually a ternary
polymerization composed of the vinyl monomer, the divinyl monomer (symmetrical)
and the PDB. This ternary system can be eventually reduced to an homopolymerization
scheme by using pseudo-kinetic rate constants [42J. In butadiene polymerization where
the vinyl 1-2 pendant groups of polybutadiene show little reactivity, the instantaneous
and cumulative crosslinks densities are simply computed as :

k*x ---- k*
p(x) = p (3a) p(x)=2.[l+(l!x)ln(l-x)] (3b)

kp(l- x) kp
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with x , the monomer conversion and k; , kp pseudo-kinetic rate constants for
crosslinking and propagation respectively. Beyond the gel point the fraction of gel
material is obtained according to :

~

~ = 1-Lw(r)(I-p~)
,=1

with r and w(r) the length and weight distribution of the primary chains. This
approach suffers however from shortcomings because it considers that all the primary
chains have the same crosslinks density independent of their birth conversion
(equilibrium state). This is obviously far from reality: it is known indeed that large
heterogeneities in chain composition are produced with changes in operating conditions
(monomer feed profiles, temperature, starved vs. flooded conditions, etc...) which is a
common feature of industrial processes. A major improvement has been brought by
Hamielec and Tobita [28,33] who introduced the notion of birth conversion of primary
chains to consider the history of each chain in terms of composition and crosslinking
during reaction time: one discriminates between crosslinks formed instantaneously
during chain growth (Figure 4 : chain B, Pi(X», and the additional crosslinks

accumulated from birth conversion, 8, to conversion X > 8 (Figure 4 : chain
A,pa(8,x».r--------------------------,

B B

~.~

(6)

(5)

(7)

Figure 4 . Additional and instantaneous crosslinks according to [28]

When cyclization effects can be neglected, the additional crosslinks density is given
by:

apa(8,x) _ k; [1'2(8) - Pa(8,x)]

ax kp I-x
with 1'2 (8) , the rate of incorporation of the divinyl monomer at conversion 8. The
instantaneous crosslinking density is computed as :

k; [F2(x) - Pa(X)]X
Pi(X) = -"'----~

kp I-x
Since each instantaneous crosslinked unit has a counterpart corresponding to an
additional crosslinked unit on a neighbour chain, it follows that:

p(x) =pa(X) +Pi(X) =2pa(x) =2pi(X)

At conversion x , the weight fraction of sol for the primary molecules formed at
conversion 8 is given by:
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(9)

(8)
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-
W;(8,x) = I.w(r, 8)[1- (pa (8,x) +pi(8))"'i(8, x)]

r=1

If we know an analytical expression for the primary chain weight distribution w(r, 8),
then lVs (8, x) can be easily calculated numerically, and integrated over birth conversion
to obtain the accumulated gel fraction:

1 x

"'i(x) =l-lVs(x) =- JlVs(8,x)d8
x o

The form of w(r, 8) is straightforward when the radical compartimentalization has no
effect on primary chain distribution, which is the case when radical termination is
dominated by transfer. Fortunately this situation occurs quite often, for instance in vinyl
acetate and vinyl chloride emulsion polymerization, where the main event for chain
stoppage is transfer to monomer [23,24). In the case of styrene-butadiene emulsion
copolymerization substantial amount of CTA is used; the chain termination regime can
be estimated roughly comparing the rate of transfer to CTA ( RcrA ), to the rate of radical

flux (Ri :::= R,c ) : there are usually several order of magnitude in favour of RcrA and

therefore w(r, 8) is described by the most probable distribution:

2 1
w(r,8) =-r(x) r ( )r

1+ -r(x)

with -r(x) =RcrA (x) / Rp (x) . This generalized Flory model was further adapted and
applied to the emulsion polymerization of dienes by allowing for semi-batch operations
and multi-monomer feeding [43,44]. The results below were obtained in the
copolymerization of styrene and butadiene in the presence of tertiododecylmercaptan
(TOM) as a eTA. The evolution of the gel content is reported in Figure 5 :

1,0
Wg (-)

0,8

0,6

0,4

0,2
conversion (wt-%)

0,0
0 20 40 60 80 100

Figure 5 . Gel fraction vs. weight conversion in seeded semi-batch emulsion copolymerization of styrene
and butadiene (70-30 wt-%) in the presence of TDM (0.1 wt-%).• : experimental points. Solid curve:

model (kp*/kp set at 2.5xl0-\ Conditions :[43]
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We observe a high insoluble fraction at the very beginning of reaction: as opposed to
crosslinking reactions in homogenous medium, the polymer content within the
particles, acting as micro-reactors, is relatively high even at low conversion and
corresponds in batch operation to the maximum swelling monomer to polymer ratio at
equilibrium (i.e. <Ilp in eq.(2». Crosslinks density of the gel fraction obtained from (2)
are compared with the model (Figure 6) : the total crosslinks density exhibits some
increase all through the conversion, but hinders the actual variance in crosslinks density
experienced by the chain according to their birth conversion, as depicted in Figure 7.

0,08
P (x10)

0,06

0,04

0,02 •
• conversion (wt-%)

0,00

° 20 40 60 80 100
Figure 6 ; Crosslinks density of the extracted gel vs. conversion. Same conditions as in Figure 5.• ; calculated
data according to eq (2) from experimental swelling ratios. Dotted curve; model
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Figure 7. Computed additional crosslinks density (a; pa «(J, X) ) and instantaneous crosslinks density (b :

Pi (X), vs. conversion. Same conditions as in Figure 5.
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The instantaneous crosslinks profile reflects the polymer to monomer ratio within the
polymer particle ; (i) a first rise at early conversion (batch condition) ; (ii) a plateau
during the steady-state regime and (iii) the stage III corresponding to monomer depletion.
The fast increase in the PDB polymerization during stage III could give some hint as to
the spatial inhomogeneities of the polymer particle ; the macroradicals are initiated in
the aqueous phase and captured on the particle surface, and in addition the mean average
length between crosslinks is much shorter than the kinetic length for chain transfer and
it is likely that the radical are segregated on the outer layer, leading to a crosslinks
gradient from the core to the shell of the particles.

5.2. NUMERICAL FRACTIONATION METHODS

An alternative approach to the mean field theory described above has been proposed,
based on the distribution functions of primary chains with discrete values of crosslinking
points [43]. In a vinyl-divinyl system it is shown that the instantaneous weight fraction
of primary chains of length n with m crosslinks is given by :

w(n,m) =p'p;m[-rppn_n_
m

+ f3 P,Ppm_n_
m

+_
1

_]

m! 2 (m+l)!

with f3=RtIRp , -r=RtIRp , P,=(Rt+Rr)ILR, Pp=(Rp)ILR

* * "" "" *Pp =(Rp) I £.J R , and £.J R =Rt + Rr + Rp+ Rp , i.e. the sum of the reaction

rates for transfer, termination, propagation and PDB addition, respectively. The
derivation of the gel content is based on the assumption that only the chains with m
-values below a critical number Ncrit remain soluble. From eq.(II) and some additional
rules to account for the transitions between the different chain families with increasing
level of branching (m =0, 1, 2) and the gelled polymer (m >Ncrit ), a set of population
balance equations are then formulated. The gel content is finally obtained by subtracting
the amount of sol from the total mass of polymer. This model, together with the
generalized model of Flory were compared in the case of styrene-butadiene emulsion
copolymerization, and the evolution of the gel fraction can be seen in the Figure 8 given
below:
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Figure 8 . Calculated gel fraction vs. conversion in a semi-batch styrene-butadiene (70-30 wt-%) with TOM
as the crA (0.8 wt-% based on monomer). Comparison between the generalized Flory model and the

approach of Charmot et GuilIot [43]

Contrary to the Flory approach, this model generates "gel" material at very low
conversion, and interestingly as the threshold value Ncrit increases (For clarity only
Ncrit =2 and Ncrit =3 are represented in Figure 8) Wg converges towards the same
proftle for both theoretical approaches.

In the "Numerical Fractionation" method of Teymour and Campbell [35,36 ]the same
principle is applied but generalized to a percolation theory approach, and the gel
described as a fractal structure. The polymer in subdivided in linear and branched fractions
called polymer generations. These generations are composed of polymer molecules of
similar scale, and as one moves from one generation to the next, the average molecular
size will grow geometrically leading eventually to an infinitely large cluster (gel). The
cascade growth in a model system where transfer to polymer occurs and where the only
termination mechanism is radical coupling is sketched in Figure 9 : As reaction starts,
linear chains are being formed (L), which are subsequently reactivated through transfer to
the polymer backbone leading to branched species referred to as the first branched
polymer generation Bl. Polymer in generation Bl will keep adding branches yet will be
considered to belong to the same generation. Transfer to the next generation will occur
only if a connection event takes place between 2 chains belonging to the same
generation, moving to generation B2. As the reaction proceeds, higher generation will
keep growing until gel appears, whereby these large sized clusters will be swept up by
the gel since it is known that the rate of most crosslinking reactions depend on
molecular sizes. Due to this cascade mode of growth, each generation is used to build the
next higher, and its weight fraction increases up to the gel point, after which it is
quickly consumed. Numerical application shows that the algorithm converges quite
quickly with the number of generations n " and a best compromise in terms of accuracy
and computing time lies somewhere between 5 to 10 generations.
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Figure 9 : Generation transfer chart. Unear (L) and branched (Bi) generations in the cascade growth as

proposed by Teymour and Campbell e6). ktc :rate constant for termination by combination

The method of computation is based on the determination of moments of live radicals
and dead chains for each generation, plus the overall moments. If nc is the highest ranked
generation before gel onset, then the model will consist in 3nc +5 ordinary differential
equations (ODE) and 3nc +5 algebraic equations that can be solved with any available
software package for ODE's. Thus the model enjoys a number of advantages: the
mathematics remains manageable even on a personal computer and it makes possible to
address non linear systems that otherwise could not be described and quantified properly
as far as the gel fraction is concerned. As an example, in a commonly encountered case
where transfer to polymer yields insoluble material (emulsion polymerization of
acrylics) the "Numerical Fractionation" technique will give the gel fraction whereas in
the Flory approach only the overall moments of the distribution are calculated up to gel
point, at which the 2nd moment diverges. In the same paper [36] Teymour and
Campbell proposed a method to reconstruct the MWD, wherein the molecular weight
moments of an individual generation are used to generate a Shultz distribution for that
species. It follows that multimodal MWD are produced. Although not physically
justified, this method of MWD reconstruction is supported by some experimental
evidence: for instance in the case of emulsion polymerization of chloroprene, it turned
out that some multiple peaks were visible in GPC trace in the vicinity of the gel point
[44].

Very recently and almost simultaneously, Arzamendi and Asua [45] and Mazzotti et at
[46] transposed this model to emulsion polymerization to take into account the radical
compartimentalization effects on gel and MWD development. As the MWD
reconstruction method was still questionable, Arzamendi and Asua proposed to subdivide
the first ne branched generations into sub-generations of chains with a constant number
of branches m. General balance equations were established taking into account the
whole radical distribution among particles together with the transfer rules between (sub­
)generations. An example of the application of this model is the emulsion
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polymerisation with branching arising from transfer to monomer and polymer. As
expected, while the initial fractionation technique generates multimodal MWD, the new
approach lead to a monomodal distribution skewed towards large Mw's, which seems in
better agreement with what is usually found experimentally [23,24]. Interestingly the gel
fraction was found to increase as the termination constant ktc increases, but further
increase in ktc caused a drop of the gel content because under these circumstances the

average number of radicals, n, is close to 0.5 (system 0-1) and the probability of
termination between large macroradicals is very low, if not zero.

5.3. MONTE CARLO TECHNIQUE

In this model, extensively studied by Tobita and co-workers, individual primary polymer
molecules are generated at random and their fate is examined with regards to any
connection events (branching and terminal double bond polymerization, TDBP). This
technique seems particularly well suited to emulsion polymerization since the number of
polymer molecules in a particle is finite (e.g.: 3x103 for a 0.1 ~ particle size and a
number-average chain length of 10(0). The polymer particles are sampled at random and
all the polymer molecules in each of the particle are simulated with appropriate
probability functions, for instance: N(r), the instantaneous number-chain length
distribution of primary chain, Pb, the probability that a primary chain starts growing
from a polymer backbone,Ptdbp , the probability of chain connection through TDBP.
Thus in the simple limiting case of emulsion polymerization of vinyl acetate with chain
transfer to polymer and transfer-dominated termination, a typical algorithm is outlined
below [40,41] :

I-determine r of the i-th primary chain (N(r)
2-start growing from a polymer backbone( Pb ) ? yes goto 3, no goto 4
3- select a polymer molecule at random on the weight basis and attach branch chain,
4- if the primary radical adds a TDB on existing polymer molecule, connect them
5- return to 1

Compared with experimental data, this method gives a good correlation with the actual
MWD for moderate conversion, but tends to overestimate the high molecular weights
tail of the MWD at high conversion. This approach ensures however that the actual
MWD development remains within the particle boundaries, whereas in bulk models
which are "forced" into segregated systems, giant molecules can be produced whose sizes
are larger than the polymer particle. When termination by radical coupling is introduced
in the model, a strong MWD broadening is observed which can be attributed to gel
formation, although the criteria for the onset of gelation and gel quantification are not
obvious [47]. Simulations were carried out in vinyl-divinyl emulsion polymerization
systems with some simplifying assumptions [48] ; the gel or microgel fraction is
assimilated to the weight of the largest cluster and appears qualitatively as a sharp peak
on the reconstructed MWD. When the gel fraction is close to 1, the MWD resembles the
particle size distribution. This narrow-shaped distribution of the so-called gel polymer
can be explained qualitatively by using the same formalism as in the Numerical
Fractionation scheme : the cascade growth will converge to a generation occupied by
only one giant molecule with a size comparable to the particle volume, whose further
growth is only allowed through transfer from lower generations. Even if this approach
has not yet received a thorough experimental validation, we can note the striking



94

resemblance between the MWD's simulated by Tobita and the GPC traces of partially
crosslinked acrylic latexes that can be seen in [7J.

6. Conclusions

As a conclusion to this overview in kinetic modelling of crosslinked systems we have
listed in Table 1, as a guideline for selecting the appropriate model for a given situation,
the different theoretical approaches together with their main capabilities.

TABLE 1. Fields of application of models in non linear free radical polymerization. (1) : a :
vinyl-divinyl copolymerization (low drift in crosslinks density). b : vinyl-divinyl

copolymerization (large drift in crosslinks density). c: long chain branching with radical
coupling.

Model Systems Bulk Segregated Gel MWD
(l) media media content

Flory a • •
Flory/Hamielecrrobita a,b • •

Numerical Fractionation a, b,c • • •(Tevmour)
Numerical Fractionation a, b,c • • •(Teymour, Arzamendi,

Mazzotti)
Monte-Carlo (Tobita) a, b,c • • • •

As it was fIrst stressed, the mean fIeld treatment from Flory and its generalized form
appear today as reliable tools, within the reach of any polymer chemist wishing to
explore a given system. Numerical Fractionation opens a new route for unravelling
complicated cases often found in the real life, such as the build-up of gel in acrylic
systems. The radical segregation adds another level of complexity to the whole scheme,
but recent work has shown that the compartimentalization effect can be incorporated
successfully. Fortunately, many emulsion polymerization systems can be reduced to
some limiting case where radical segregation plays a minimal role and the bulk or
pseudo-bulk approach applies, as least for the prediction of the primary chain
distribution. Last but not least, the Monte-Carlo technique has exhibited its enormous
potentialities to tackle the challenging complexity of free radical emulsion
polymerization, its large computing time however is so far a serious drawback. As it
was noted in the introduction, experimental studies on MWD's in emulsion
polymerization have been left behind compared with theoretical and modeling
developments, and should be the subject for much future work.
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1. Introduction

Although polymerization through to very high conversion is of great importance indust­
rially, there has been little mechanistic work published in the area. It is necessary that
there be essentially no residual monomer in a commercially viable product. The specific
definition of no residual monomer depends on current environmental legislation
requirements which are always becoming stricter, typically in the ppm range. Residual
monomer is commonly removed industrially by burn-out, which usually involves
addition of a redox initiator and/or temperature increase. However, the peculiarities of
mechanisms at high conversion are poorly understood, and increased understanding
could lead not only to better control but perhaps to new polymer properties. This paper
presents some novel facets of polymerization in the high conversion region. These
include the distribution of monomer between the phases, initiator efficiency, kinetics of
the reaction, and the resultant molecular weight distributions.

2. Initiator Efficiency

2.1. ENTRY MODEL

In emulsion polymerization it is known that initiation of chains occurs by entry of init­
iator derived free radicals from the aqueous phase (ignoring transfer). Typically a hydro­
philic initiator, e.g. a sulfate radical, needs to react with monomer in the water phase
before it is sufficiently surface active to enter a particle irreversibly. For the case of
ionically stabilized lattices the overall initiator efficiency, !I., is approximated by [1-3]:

!I. ",,{~2JkI[l2] kt,w + I}I-Z
kp,w [M1w

It is apparent that as the aqueous monomer concentration [M]w decreases, so does the
initiator efficiency. The value for the critical degree of polymerization, Z, is expected to
depend on water solubility of the monomer: the (admittedly simplistic) hydrophobic free
energy model [11 (see eq (11) of [3]) predicts that Z "" 2-3 for styrene, 4-5 for MMA and
ca. 10 for vinyl acetate (the order follows that of the solubility of monomer in water).
With the values of [M1w pertaining to "ordinary" conditions (e.g., Interval II and most
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of Interval III), eq (1) predicts, for example, that styrene usually has very low initiator
efficiency whereas the efficiency of initiation in MMA and VAc will be very high.
However, at high conversion, [Mlw will become smaIl, and!I can decrease dramatically
because of the strong dependence on [Mlw for these monomers. We now further explore
this possibility.

2.2. MONOMER PARTITIONING

To calculate the entry rate, the aqueous phase monomer concentration needs to be
known as a function of conversion. This requires the partitioning of monomer between
the particles and water phase (except for very unusual circumstances, such as monomers
of very low water solubilities, the transport of monomer to particles through the aqueous
phase is not expected to be rate-determining [2]).

Several monomer partitioning relationships have been used in the literature. The
simplest is an empirical relation between unsaturated and saturation concentrations of
monomer in the particle and water phases:

[Mlw ([MlQ )0.6
[Mlw,sat [Mlp,sat (2)

A more sophisticated approach is to use the Vanzo equation [4l:

1/3

(
[Mlw ) -1 2 2Vm y(PPP)

In [Ml = In(1-I/JpP) + I/JpP(1-Pn ) + X(I/JpP) + RT
~~ ~

where l/JpP = volume fraction of polymer, Pn = average degree of polymerization of the
polymer, X = Flory-Huggins interaction parameter, y= particle-water interfacial tension,
Vm = partial molar volume of monomer, and,o = unswollen radius of particles. This has
been shown to fit data for a number of monomer systems, including those with more
than one monomer present [5-7]. However, there have been no studies of this
partitioning at very high l/JpP.

As a start to elucidating the applicability of the Vanzo equation at high conversion,
the partitioning of MMA has been measured at very high I/Jpp. A monomer-swollen latex
was centrifuged, and the amount of monomer in the aqueous phase measured by Gc.
Figure I shows the aqueous phase monomer concentration as a function of the weight­
fraction of polymer, wp' As wp increases the aqueous monomer concentrations drops off
rapidly. Three fits are shown to the data: eqs 2 and 3, and a third-order polynomial fit.
On these scales each appear to fit the data almost equally well. However when the high
wp region is emphasised by plotting against logwm (where the weight-fraction monomer
wm = l-wp), Figure 2, the difference in the fits becomes apparent. The 0.6 power
relationship deviates beyond wp of 0.97 (i.e. wm > 0.03). The Vanzo equation similarly
deviates around wp of 0.97 when physically reasonable values for X and yare taken
(note that the Vanzo equation can be made to fit the data excellently over the whole wp
range, but this leads to unphysical values for X and y, e.g., negative X) Due to the
inadequacies of the two relationships a polynomial was used to fit the data in subsequent
work. The temperature dependence of [Mlw/[Mlw,sat is small [5].
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Figure 1. Data for monomer partitioning: concentration of MMA in aqueous phase (measured by GC).

compared to saturation value. as function of weight-fraction polymer in 50 nm particles at 25 ·C. and

various fits as described in text. Vanzo fit used X =0.3, r= 21 dyne cm-t.
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Figure 2. Data of Figure I re-plotted as function of monomer fraction wm =l-wp.

2.3. PREDICTION OF ENTRY EFFICIENCY

From a knowledge of the partitioning data the initiator entry efficiency can be estimated
using eq (1). Figure 3 shows the calculated initiator entry efficiency for MMA as a
function of wp for both the 0.6 power and the polynomial forms of the partitioning data.
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The calculated efficiency drops markedly in the last 10% of conversion: from 0.7 at
intermediate conversion (a value which is in accord with experiment [8]) to extremely
low at high conversion (note that the 0.6 power fit overestimates the entry efficiency
above 98% conversion, as does the Vanzo fit; the latter is not shown). This suggests that
persulfate is an ineffective initiator for the removal of residual monomer, this prediction
arising from the strong dependence (fourth power, from the value of z for MMA) of the
efficiency on [Mlw in eq (1).
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Figure 3. Dependence of initiator entry efficiency on weight-fraction monomer at high conversion for

MMA, calculated using eq (1), [persulfate) =5xlO-3 mol dm-3, Iq =10-6 s-l, Z =4, for the 0.6 power

and polynomial fits to the monomer partitioning data.

Figure 4 shows the calculated entry efficiency for butyl methacrylate. The partit­
ioning of BMA has not been measured, and so the 0.6 power relationship was used for
this calculation. Since BMA is much more hydrophobic than MMA the entry efficiency
at wp =0.9 is much lower, nor is the predicted drop in efficiency is as sudden.

2.4. LOCATION OF MONOMER

Using the measured partitioning of MMA monomer between the particle and water
phases it is straightforward to calculate the fraction of monomer in the aqueous phase as
a function of conversion. Figure 5 shows this for different solids contents. As
conversion increases, the fraction of monomer in the aqueous phase increases until a
maximum at around wp =0.97, whereupon it drops off rapidly. This means that most of
the residual MMA monomer at the end of a reaction is located in the particle phase.
Strategies to remove residual monomer must take this into account.
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Figure 5. Percentage of MMA in the water phase as a function of wp for different solids contents,

calculated using the experimental partitioning data of Figure 1.

3. Rates at High Conversion

Conventional polymerization models predict that n should always increase with
conversion. It has however been reported [9] that direct EPR measurements ofn in an
MMA latex at high conversion show a significant decrease in nin the last few percent
conversion. The explanation suggested for this effect was that proposed [2,10] to explain
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the observation of an increase in the amount of low molecular weight species formed at
high conversion in a styrene emulsion polymerization, viz., a spatial inhomogeneity
arising from the surface-anchoring phenomenon, whereby the charged end-group of
entering free radical remains attached to the surface; this mechanism will be discussed
in detail in section 4. Both of these phenomena (changes inn and in the MWD) are now
explored further. In each case, seeded emulsion polymerization is employed, with a pre­
formed seed of the appropriate monomer.

3.1. PROPAGATION IN GLASSY SYSTEMS

In glassy polymers such as MMA and styrene, the propagation rate coefficient becomes
diffusion-controlled [11-13] at high conversion, resulting in a dramatic decrease in kp.
This places inherent limitations on the rate at which residual monomer may be
polymerized.

3.2. nIN RUBBERY SYSTEMS

The high conversion behavior of nin MMA is made complex by the glassy nature of
the system, in addition to any complexities arising from low monomer concentration per
se. To elucidate the reported behavior in n, we carry out observation in the rate at low
monomer fraction in a rubbery polymer, BMA. In a rubbery system, diffusion
coefficients also drop as conversion increases but not as drastically as in a glassy
polymer, and kp is not expected to become diffusion-controlled. To eliminate any
peculiarities which might arise from purely physical effects of low monomer
concentration (as might conceivably arise form non-ideal mixing of monomer and
polymer, etc.), studies were also performed where the fraction of monomer Wm was very
small, but polymer fraction wp was intermediate, by adding_ butyl iso-butyrate, the
saturated analog of BMA. Figure 6 shows the measurements ofn as a function of wp for
undiluted BMA at different initiator concentrations, obtained from dilatometry
experiments (the relation between polymerization rate andn requires the value of kp,
which is well established for this monomer [14,15]. A decrease in n is seen for this
rubbery system, as was previously reported for MMA.

Figure 7 shows the corresponding results with an inert diluent present (when of
course wm is no longer the same as l-wcl. Again a decrease in nwas seen at high
conversion. This indicates that the drop in n is a real effect caused by the low monomer
concentration (consistent with the predictions of the surface-anchoring mechanism) and
not caused by an anomaly at very high wp.

It might be postulated that a side reaction of persulfate in the absence of aqueous­
phase monomer at very high conversion may somehow be responsible for the observed
decrease in n. However, a similar decrease in nat high conversion is seen with the
water-soluble azo-initiator 4,4'-azobis(4-cyanovaleric acid), showing that this effect is
not a peculiarity of persulfate kinetics.
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Figure 6. Experimental values ofn vs. wp for undiluted BMA at different concentrations of persulfate
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Figure 7. High-conversion nas function of wp for BMA seeded emulsion polymerization of BMA, as in
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3.3. nIN GLASSY POLYMERS
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Figure 8. Observed (points) and modelled (line) dependence ofn on wp for MMA seeded emulsion poly­

merization at 50 ·C. Conditions: Np = 1.6xl017 dm-3, [persulfate] =2.3x10-3 mol dm-3, swollen

particle radius =54 nm. The simulations used models and parameter values in [8,17,18].
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The observation by Westmoreland and co-workers [9] of an increase in nin MMA as the
reaction went to high conversion, followed by a drop at conversions> 95%, has also
been seen by the present authors, as shown in Figure 8. The conversion at which the
drop in noccurs is lowered as particle size is increased.

It is emphasized that the drop at higher conversion is not predicted by "convent­
ional" emulsion polymerization models, including those which take all the complexities
of chain-length-dependent termination [16] into account [8,17,18]. As seen in Figure 8,
even those models which reproduce the observed behavior in these and other MMA
systems (including y-radiolysis relaxation data) at all except very high conversions,
nevertheless predict a monotonic increase in n. This is in contradiction to experiment,
where Ii drops off dramatically at wp '" 0.97. The modelling includes the monomer
partitioning and decrease in initiator efficiency discussed earlier, so the discrepancy is
not caused by errors in the aqueous phase monomer concentration. Nor can this
deficiency in model be ascribed to inaccuracies in the input dependence of kp on wp
(that used here, obtained by early EPR studies [13], is deemed to be the best available),
since there is no qualitative change if this dependence is varied within reasonable
bounds. The same holds true for the possibility that the experimental behavior of nin
Figure 8 is an artifact arising from calculation of this quantity from the rate obtained
from dilatometric measurements (which requires both kp(wp) and an assumed linearity
in density with polymer fraction), since the same behavior is seen both in direct
measurements of nby EPR [9] and in the dilute rubbery system of Figure 7.

60 -r----------------,...-------,

4. Spatial Inhomogeneities from Surface-Anchoring

The drop inn cannot be due entirely to a decrease in the entry rate of initiator-derived
free radicals (see Figure 3), since this was also taken into account in the model



105

prediction for MMA in Figure 8. During most of the duration of an emulsion
polymerization, the dominant termination mechanism is between a long, relatively slow,
entangled polymer radical, and a short, rapidly diffusing, radical (from transfer and/or
initiator [8,17]). This should hold in a rubbery polymer even to complete conversion
because the diffusion coefficients of short species do not vary drastically as wp
increases. The predicted monotonic increase inn arises from the gel-effect phenomenon
of a decreasing average termination rate coefficient arising from these short radicals
become longer and longer prior to termination as wp increases [18]. There must be
another mechanism occurring at high conversion which is not being accounted for in the
model.

The drop in it observed can be explained by surface-anchoring: spatial
inhomogeneities occurring in the latex particle at high conversion, resulting in
localization of radicals in the outer volume (shell) of the particle, causing an increase in
the termination rate and thereby lowering n[2,10,19]. When an oligomeric radical enters
a latex particle, it is likely that the initiator-derived sulfate end group is anchored on the
surface due to its hydrophilicity. At intermediate conversions, where there is plenty of
available monomer, the radical end can quickly grow by propagation away from the
surface of the particle. If transfer occurs (as is very likely), this spatial randomization
will be increased even further by the rapid diffusion of the short species derived from
transfer, prior to its propagation. However, at high conversion, the monomer
concentration is much lower, and so the radical cannot grow as quickly away from the
surface; the rate of transfer will be similarly reduced. This causes the radical
concentration to be shifted from being evenly distributed throughout the particle to
being concentrated in the shell of the particle, which can lead to an increased rate of
termination by an entering radical in the shell of the particle, causing the overall drop in
n. The postulated mechanism is illustrated in Figure 9.

As initiator concentration is increased the rate of termination will also increased. The
mechanism of Figure 9 suggests that the wp at which the drop in noccurs should then
become lower.

S. Molecular Weight Distributions

It has been pointed out above that a number of workers have observed a large increase in
the amount of low ~ 105) molecular weight material formed at very high conversion in
styrene [19,20] and in MMA [9]. An example of this is given in Figure 10. This shows
the molecular weight distribution as In(number distribution) [denoted InP(M)], where
the number distribution P(M) is the number of chains with molecular weight M, this
being obtained from the GPC distribution w(logM) by means discussed elsewhere
[21,22]; approximately, P(M) = w(logM)/M 2. The appearance of a large excess of low
molecular weight species at high conversion is most apparent. This is consistent with the
surface-anchoring mechanism [2], since it is apparent from Figure 9 that this should lead
to low molecular weight polymer produced in the shell of the latex particles. This could
influence film-forming and water-resistance properties in the final application of the
polymer.
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spatial randomization
by rapid propagation. transfer

slow propagation, transfer:
surface-anchoring

(high conversion)

°M3S04- termination
near surface by
entering radical

Figure 9. The suggested mechanism whereby surface-anchoring leads to a decrease in ii because of

increased termination in the outer shell at high conversion. This shows the expected differences in

distribution of radicals between intermediate and very high conversion regimes based on chain growth

rates.

6. Conclusions

Emulsion polymerization at high conversion poses the challenge of removal of residual
monomer. However, the effects which operate at very high conversion also open up
some challenges and possibilities of extending or shortening growth in this regime (e.g.,
by controlled feed) to improve control of polymer products and processes.
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Figure 10. Cumulative number molecular weight distribution for seeded styrene emulsion polymerization

of 77 nm unswollen radius particle, with the component due to the seed removed. Samples taken at 36, 53,

60 and 93 % conversion. Re-processed from data in [20,23].
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1 • Introduction

The miniemulsion process is an emulsification process which involves the use of mixed
emulsifier combinations, comprising a mixture of an ionic surfactant, such as sodium
lauryl sulfate, and a cosurfactant, such as a long-chain alcohol, e.g. cetyl alcohol [1J, or
a long-chain alkane, e.g. hexadecane [2J. The product of such process is a stable oil-in­
water emulsion with an average droplet diameter in the range of 100-400 om.

Polymer latexes can be prepared by the miniemulsification process via two different
routes, depending on whether the oil phase to be emulsified is a polymer solution or a
monomer. The first route is by direct emulsification of a polymer solution into an
aqueous phase and the subsequent removal of the solvent used in reducing the original
viscosity of the polymer. The second route involves preparation of the monomer
miniemulsion followed by initiation of polymerization in monomer droplets, using
water-soluble or oil-soluble initiators.

In this paper, a review with references will be given of the principles of preparation
of miniemulsions, polymerization of monomer miniemulsions, and applications of
miniemulsions.

2. Preparation of Oil-In-Water Emulsions

2.1. PRINCIPLES OF EMULSIFlCAnON

The emulsification of an oil in water is the result of two competing processes: the
dispersion of the bulk oil phase into droplets and the coalescence of the droplets to form
the bulk phase. Coalescence is favored over dispersion from the point of view of the
free energy. Thus the coalescence of droplets must be prevented or retarded if the
dispersion of droplets is to be stable. The efficiency of this dynamic emulsification
process is determined by the relative efficiencies of formation and stabilization of
droplets, which are determined by: (i) the intensity and duration of agitation; (ii) the type
and concentration of surfactants; (iii) the mode of addition of the surfactant, and the oil
and water phases; (iv) the density ratio of the two phases; (v) the temperature; and (vi)
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the viscosities of both phases. Much work has been done to correlate these parameters
with the stability and droplet size of the emulsions [3-8].

Since preparation of an emulsion is a kinetic process, the droplet size is sensitive to
the intensity of the agitation employed. Many different types of emulsification
equipment are available (e.g., mixers, colloid mills, or homogenizers). Also used are
ultrasonifiers, which convert electrical energy to high-frequency mechanical energy, and
electric dispersers, in which the oil streaming through a capillary is subjected to a high
positive potential, breaking it into droplets which are collected in an immiscible
medium [9]. One interesting feature of electric dispersion is the uniformity of the
emulsion droplet size [9,10].

With increasing surfactant concentration, the emulsion droplet size decreases due to
the decrease in the oil/water interfacial tension to a low plateau value. There are several
guidelines to the choice of the surfactant [5]: (i) it must have a specific molecular
structure, with polar and nonpolar ends; (ii) it must be more soluble in the water phase
so as to be readily available for adsorption on the oil droplet surface; (iii) it must adsorb
strongly and not be easily displaced when two droplets collide; (iv) it must reduce the
interfacial tension to 5 dynes/em or less; (v) it must impart a sufficient electrokinetic
potential to the emulsion droplets; (vi) it must work in small concentrations (vii) it
shouid be relatively inexpensive, nontoxic, and safe to handle. A wide variety of
commercial surfactants fulftll these requirements.

The temperature has only an indirect effect on emulsification because of its effect on
viscosity, surfactant adsorption, and interfacial tension. An increase in the density
difference between the oil and water phases results in a decrease in droplet size owing to
the different velocities imparted to the two phases during emulsification.

2.2. EMULSIFICATION USING MIXED EMULSIFIER SYSTEMS

The emulsification of oil in water by mechanical shear using practical concentrations of
conventional surfactants, such as sodium lauryl sulfate, usually gives average droplet
sizes in the range of 2-5 J.Ul1, and at best, as small as 1 Ilm. The emulsions have broad
size distribution so that an emulsion with an average droplet size of 1 Ilm contains
droplets as small as 0.5 Ilm. However, it was shown that [1,2,11-14] fluid, opaque
styrene-in- water emulsions of 100-200 om average droplet size were prepared by simple
stirring using 0.5-2% of the sodium lauryl sulfate- cetyl alcohol mixed emulsifier
system. These important and initially unexpected results have spurred a large amount of
research on the conditions under which miniemulsions may be formed and the
mechanisms for their formation and stabilization. Since this initial work, many
alternative cosurfactants have been proposed. In most cases these alternative
"cosurfactants" have no surface activity but instead act as simple diffusion retarders (e.g.,
long chain alkanes, oil-soluble initiators, polymer of certain molecular weights).
Regardless of the cosurfactant employed the shear device has a large influence on the
droplet size obtained. The most efficient shear devices for the miniemulsification
process are the Manton Gaulin Submicron Disperser (Gaulin Corp.), the Microfluidizer
(Microfluidics Corp.) and Ultrasonication homogenizers. The following reviews some
studies on the conditions for miniemulsion preparation and stabilization.

2.2.1. Emulsification using Fatty Alcohols
When a fatty alcohol is employed as a cosurfactant, the resulting miniemulsion droplet
size distribution and stability are sensitive to a large number of variables including
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alcohol chain length, molar ratio of alcohol to anionic surfactant, order of addition of
materials, etc. In these systems it has been hypothesized that the droplet stability is
attributable to two distinct mechanisms: the formation of a surfactant/cosurfactant
interfacial complex preventing coalescence of droplets, and the reduction of the rate of
diffusion of the dispersed phase from smaller to larger droplets. In most cases it is
expected that both of these mechanisms contribute to the stabilization, but it has yet to
be conclusively determined to what extent each of these are contributing. In order to
characterize the effect of interfacial association between the fatty alcohol and the anionic
surfactant, a large amount of research has been devoted to studying dilute aqueous
solutions of these materials. The presence of liquid crystals in aqueous solutions of
sodium lauryl sulfate/cetyl alcohol has been proven using birefringence [15,16,17,18]
and viscosity measurements [5,18]. It has been hypothesized that these liquid crystals
may continue to exist to some extent even after emulsification with an oil. Proof of
this was provided by Hessel [19] who used phase-contrast light microscopy to show
multilameller structures at the surface of miniemulsion droplets prepared from aqueous
solutions of sodium lauryl sulfate/cetyl alcohol without homogenization. However,
these droplets were approximately 111m in diameter, considerably larger than those
typically found in miniemulsion systems. The reduction of droplet size by
homogenization may change the droplet/water interface. The following summarizes
some additional results on the stability of miniemulsion droplet stabilized using fatty
alcohoVanionic surfactant systems. It will be seen below that the nature of the interface
in these systems plays an important role in not only the stability of these droplets, but
also the kinetics of miniemulsion polymerization.

Several researchers have found that the order of mixing is an important variable in
the preparation of stable miniemulsions using fatty alcohols [I, 20,21,22]. The
common conclusion of these researchers is that in order to form stable miniemulsions, a
gel phase [23] consisting of the fatty alcohol, the ionic surfactant, and the water must
first be prepared by agitation at a temperature above the melting point of the fatty
alcohol. When such a gel phase is prepared, spontaneous formation of miniemulsions
with gentle stirring has been reported to occur [22]. This behavior is consistent with the
interfacial barrier theory for stabilization of miniemulsions. On the other hand it has
also been recognized that the formation of a gel phase may not be rtXJuired when
homogenization is used to prepare a miniemulsion. Again these differences may be due
to the different mechanisms operative depending upon the droplet size distribution of the
miniemulsion droplets.

The fatty alcohol chain length and the fatty alcohol-to-surfactant ratio are important
variables for the formation of stable miniemulsions. Both Choi [20] and Ugelstad [24]
found that the stability of miniemulsions prepared with fatty alcohols increases as the
chain length of the alcohol increases (C 12 -C20). These results seem most consistent
with the fatty alcohol acting as a diffusion retarder rather than forming an interfacial
barrier. On the other hand, several researchers have noted that an optimum cosurfactant
to surfactant ratio exists when fatty alcohols are used to stabilize miniemulsions. These
data suggest some type of order or packing at the droplet/water interface preventing
coalescence of droplets.

Chou et al. [25] obtained the best stability for styrene and benzene miniemulsions at
a molar ratio of cetyl alcohol to ionic surfactant between 1/1 and 3/1. Choi also
obtained maximum stability for his miniemulsions of styrene stabilized with sodium
lauryl sulfate and cetyl alcohol in this range [20]. These researchers formed their
miniemulsions by spontaneous emulsification in a pre-formed gel phase of fatty alcohol
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and anionic surfactant. In contrast, Goetz [21] showed using transrrusslOn electron
microscopy and light scattering that a miniemulsion's average droplet size decreases with
increasing cosurfactant to surfactant ratio beyond 3/1 indicating that an optimum ratio of
cetyl alcohol to sodium lauryl sulfate does not exist. This result was also found by
Miller et al [26]. using capillary hydrodynamic fractionation to determine the size of the
miniemulsion droplets. Both of these latter researchers used a sonifier to homogenize the
droplets to small size.

The apparent discrepancy between the above results may be due to the effect of
droplet size reduction through homogenization on the molecular association of fatty
alcohols with anionic surfactants. As mentioned previously, the stability of
miniemulsions prepared using fatty alcohols may be attributed to either the formation of
interfacial complexes between the surfactant and the cosurfactant preventing coalescence
of droplets, the reduction of the rate of diffusion of the dispersed phase from smaller to
larger droplets, or a combination of both. By this reasoning, it is possible that different
mechanisms are operative depending upon the miniemulsions' droplet sizes.
Specifically, for smaller droplets, (i.e., those prepared using homogenization) the
stabilization may be mostly due to retardation of the rate of diffusion, while for larger
droplets (those not homogenized) the stabilization may be mostly due to the presence of
interfacial complexes. It follows from this mechanism that the molar ratio of cetyl
alcohol to sodium lauryl sulfate should be more important for larger droplets (prepared
without homogenization) than for smaller droplets prepared using a high shear
homogenizer.

Finally, the water solubility of the dispersed phase has also been shown to affect a
miniemulsion's droplet size and stability. Specifically, Brouwer et al. [27] showed that
the ease of formation of miniemulsions increases with increasing water solubility of the
dispersed phase, but the overall stability of the miniemulsions decreases with increasing
water solubility. This behavior is also expected for emulsions stabilized using
conventional surfactants.

2.2.2. Emulsification using Highly Water Insoluble Compounds
A large amount of research has also been conducted on miniemulsions prepared using
water insoluble compounds such as alkanes and oil soluble initiators. Ugelstad [24,28]
has suggested that the stabilization of miniemulsion using compounds such as
hexadecane as a cosurfactant could be explained by the Higuchi and Misra concepts [29].
These rationalize stabilization by retardation of the interdroplet diffusion of the oil phase
due to the presence of the relatively water-insoluble hexadecane (l0-8 M) inside the
droplets.

According to Higuchi and Misra, emulsion degradation by diffusion is the result of
increasing water solubility of the oil with decreasing droplet radius. Accordingly, in an
emulsion system the small droplets are thermodynamically unstable and tend to dissolve
while the larger droplets grow at their expense. Since the rate of emulsion degradation is
controlled by the diffusion rate of the compound with least water solubility, the presence
of the relatively water-insoluble hexadecane or fatty alcohol in the miniemulsion causes
its stabilization by retarding the diffusion rate of the oil phase. Smith et al. [30]
correlated the rate of emulsion degradation to the ratio of the partition coefficients of the
less water-soluble to the more water-soluble components; the higher the ratio the more
efficient the compound in stabilizing the emulsion. Ugelstad emphasized that the water­
insoluble compound must also have a relatively low molecular weight [24].
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Ugelstad [24,28] treated the emulsification process on the basis of thermodynamic
concepts where the stability of miniemulsions is considered to be the result of a semi­
equilibrium which is established when the concentration potential, developed due to the
transport of the more-water-soluble compound from the small to the large droplets,
balances the potential energy due to the difference in droplet size. Ugelstad also
explained the increased swelling capacity of the miniemulsion droplets with monomer.
The large energy of mixing, mainly entropy of mixing, due to the interaction with the
cosurfactant balances the increased interfacial energy due to large increase in particle size
as a result of swelling with monomer

Delgado [31] studied the stability of miniemulsions prepared using hexadecane and
concluded that there was no optimum ratio of co-surfactant to surfactant. This result was
also found by Rodriguez [32]. Both researchers noted that as the molar ratio of
hexadecane to surfactant was increased, the shelf-life and centrifugational stabilities of
the emulsions increased. However, they also noted for molar ratios greater than 4/1, the
stability increased only slightly. Alduncin et al. [33] showed that oil soluble initiators
can also be employed for preparing stable miniemulsions. In their studies it was found
that the stability is sensitive to the water solubility of the oil soluble initiator
employed.

Finally, it has been reported that under certain conditions polymer predispersed into
the oil phase can aid the stability of homogenized monomer droplets [34]. However, the
use of polymer as a true cosurfactant seems debatable since, as pointed out by Ugelstad
[24,28], the oil droplets should be unstable to diffusion degradation by the Morton­
Kaizerman equation [35]. In this case it is likely that polymer is dispersed by the
homogenizer forming small polymer particles at the time of polymerization initiation.
Thus these systems are probably neither conventional nor miniemulsions but rather a
form of seeded emulsion polymerization.

3 . Preparation of Latexes by Direct Emulsification of Polymer
Solutions

This section describes the preparation of artificial latexes prepared by direct
emulsification of polymer solution in water. Until recently, the artificial latexes (also
referred to as pseudolatexes) were the least important of the three categories outlined in
the introduction section. Artificial latexes were typified by aqueous dispersions of
reclaimed rubber, butyl rubber, and stereoregular rubbers such as cis-I,4-polyisoprene.
Since emulsion polymerization is limited to monomers which can be polymerized by
free-radical vinyl-addition polymerization, latexes of polymers which cannot be prepared
by this method can only be prepared by dispersion of bulk polymer in an aqueous
medium, for example, by emulsification of the fluid polymer in water.

3.1. CONVENTIONAL YS. MINIEMULSION METHODS OF PREPARING
ARTIFICIAL (OR PSEUDOLATEXES)

Artificial latexes (or pseudolatexes) of polymers such as epoxy resins, polyester,
ethylcellulose, stereoregular rubber, and polyurethane, may be prepared by the dispersion
of the corresponding bulk polymer (or a solution of the polymer) in an aqueous medium
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using conventional surfactants and emulsification methods. The various methods for the
preparation of latexes by emulsification of polymer solutions were reviewed by Blackley
[36] and Warson [37]. Basically, there are three different methods for the preparation of
artificial latexes by emulsification:

1. Direct Emulsification [38-41]. The liquid polymer or polymer solution in a
volatile water-immiscible organic solvent (or mixture of solvents) is emulsified in water
containing surfactant using conventional emulsification methods, and the emulsion is
steam-distilled to remove the solvent.

2. Inverse Emulsification [42-45]. The liquid polymer or polymer solution in a
volatile water-immiscible organic solvent (or mixture of solvents) is compounded with a
long-chain fatty acid (e.g., oleic acid) using conventional rubber mixing equipment am
mixed slowly with a dilute aqueous base, to give a water-in-polymer emulsion, which
then inverts to a polymer-in- water emulsion as more aqueous base is added; the
emulsification is then steam-distilled to remove the solvent (if used).

3. Self-Emulsification [46-48]. The polymer molecules are modified chemically
by the introduction of basic (e.g., amino) or acidic (e.g., carboxyl) groups in such
concentration and location that the polymer becomes self-emulsified without surfactant
upon dispersion in acidic or basic solutions.

With all three methods, the emulsification may be carried out at elevated
temperatures to lower the viscosity of the polymer or polymer solution. Emulsification
at temperatures above that of boiling water may be carried out under pressure.

Self-emulsification gives average particle sizes as small as loonm, much smaller
than the other two methods and fully competitive with those produced by emulsion
polymerization. However, one major disadvantage is the hydrophilic functional groups
of the polymer which make the coating films water- sensitive. Moreover, the
concentration and location of the functional groups is critical: with too low a
concentration or improper location of the functional groups, the polymer is not self­
emulsifIable; with too high a concentration, the polymer forms a polymer solution
upon emulsification-neutralization. Thus, although self-emulsification gives average
particle sizes which are competitive with those produced by emulsion polymerization,
its applications are limited by the water sensitivity of the films.

The latexes prepared by direct or inverse emulsification have average particle sizes in
the range 1-10~ with a small- particle size tail extending to about 0.5 !lm, about 5­
10-fold larger than the 100-300 om average particle size of commercial coatings latexes
prepared by emulsion polymerization. This 5-10 fold difference in particle size is
responsible for the inferior film properties and poor shelf stability of these artificial
latexes compared to the synthetic latexes prepared by emulsion polymerization.
Consequently, a substantial decrease in the average particle size of latexes prepared by
direct or inverse emulsification would be an important contribution to the development
of water-based coatings.
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3.1.1. Critical Particle (or Droplet) Size for Settling or Creaming, and Influence
of Particle Size Latex Film Formation

The critical size for settling (or creaming) of an emulsion may be calcula1ed from the
criterion of Overbeek [49], which states that colloidal particles that settle at a rate of
only 1 mm in 24 hrs according to Stokes' law will never settle in practice, because of
the Brownian motion of the particles and the thermal convection currents arising from
s~l temperature gradients in the sample. The Brownian motion, which results from
the unbalanced collisions of solvent molecules with the colloidal particles, increases in
intensity with decreasing particle size. The convection currents depend upon the sample
size and the storage conditions.

The rate of settling (or creaming) of spherical particle according to Stokes' law is:

Rate of settling (or creaming) =(dp21l8 T1) (pp - Pmedium)g (1)

where dp is the particle diameter, TI the viscosity of the medium, PP and Pmedium the
densities of the particle and the medium, respectively, and g the gravitational constant.
Substituting the foregoing settling rate of 1 mm in 24 hr. into eq (1) gives the critical
particle size for settling. Figure 1 shows the variation of critical particle size with
density difference between the particles and the medium as a function of viscosity of the
medium calculated from this equation.

Criterion: settling rate 1rrm in 24 hours

100cP

100.1 1

Density Oin9flll1C9 bliween Partie Ies am MOO Lm, gm'cc

0.01 .......~~....................L_................~~..........._-'--..........~............

0.01

Figure 1: Variations of the critical particle diameter for settling (or creaming) with density difference
between the particles and the medium as a function of viscosity of the medium.

For polystyrene latex particles in water, the density difference is 0.05 g/ml am
the viscosity of the medium is about 1 cps; therefore, from Figure 1, the critical particle
diameter for settling is 650 om. This calcula1ed size is in good agreement with the
foregoing experimental observation [50] that monodisperse polystyrene latex particles of
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800 nm diameter settled within 3-6 months and particles of 500 nm diameter or smaller
never settled. Since most of the polymers to be emulsified to form artificial or
pseudolatexes have densities in the range 1.10-1.15 g/ml, their critical particle diameters
for settling would be 300 nm or smaller. Therefore, it is critical whether the
emulsification process produces droplets of 1000 nm or 200 nm diameter.

The artificial or pseudolatex used for coatings must form a continuous film upon
drying under given conditions. The forces exerted on the latex particles during drying
are those arising from the water-air and polymer-water interfacial tensions [51,52]. The
maximum shear modulus of a polymer particle that can coalesce upon drying from an
aqueous latex is calculated to be about l1xl06 Pa for a particle diameter of 100 nm at 30
dynes/em surface tension [53]. This maximum shear modulus decreases inversely with
increasing particle size, that is, the maximum shear moduli for coalescence of particle
diameters oflOOO nm and 10,000 nm are 11xl0s and 11xlO' Pa, respectively. Thus, the
larger the latex particle size, the softer must be the polymer for the particle to coalesce
upon drying. If the shear modulus of the polymer is too high for the latex particle size,
the coalescence will be incomplete and the film properties will be poor.

3.1.2. Preparation ofArtificial Latexes by Miniemulsification
The miniemulsification process, as described in Section 2.2, was used in the preparation
of a wide variety of polymer latexes [54-58]. Examples of such polymers include
polystyrene, poly(vinyl acetate), epoxy resins, epoxy resin curing agents, ethylcellulose,
cellulose acetate phthalate, polyesters, alkyd resins, rosin derivatives, synthetic natural
rubbers, poly(vinyl butyral), Kraton (triblock styrene-butadiene-styrene copolymer,
Shell Chemical Co.), EPDM, and silicons.

Fully cured and air-drying polyurethane latexes can also be prepared by
miniemulsification [55, 56, 58, 59]. The approach used in the preparation of fully-cured
polyurethane latexes involves dissolution of the urethane prepolymer (prepared by
solution polymerization) in a reactive monomer system followed by the
miniemulsification to form miniemulsion droplets. This is followed by polymerization
of the monomers in the miniemulsion droplets using oil-soluble or water-soluble
initiators to form a urethane/acrylic latex system. A similar approach was recently used
to make a alkyd/acrylic latex system [60].

3.1.3. Preparation ofCore-Shell Latexes Using the Miniemulsification Process
Latex systems with core/shell particle morphology are used in solving many practical
problems in several application areas such as adhesives, sealant, self-crosslinking
thermoset coatings, paper coatings and as impact modifiers for many polymer matrices.
Core/shell latex particles are usually prepared by a two-stage emulsion polymerization
process. The core latex is prepared in the first step, which is then used as seed in the
second stage polymerization to coat the particles with the second polymer.

An alternative approach to produce core/shell latexes is to use the miniemulsification
process to prepare the core latex which is then used as seed in an emulsion
polymerization process to overcoat the particles with the shell polymer. This approach
offers the advantage that one can select any type of polymer to be used as seed and not
be limited to polymers prepared by emulsion polymerization.

The applicability of this approach was demonstrated in the preparation of a latex
system with particles of rubbery core/glassy shell [61]. The rubbery core latex was
prepared by miniemulsification of Keaton solution (triblock styrene- butadiene-styrene
copolymer, Shell Chemical Co.). The emulsifier used in this process was a (70:30)
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mixture of Aerosol TR-70 and Aerosol-22 (American Cyanamid), and a molar ratio of
cetyl alcohol/ emulsifier of 2: 1. The polymer miniemulsion was then vacuum distilled
to remove the solvent used to reduce the viscosity of the Kraton solution. The resulting
Kraton latex was subjected to two ion-exchange cycles to adjust the level of the
emulsifier. The Kraton latex was then used as seed in an emulsion polymerization
process to coat the particles with a layer of poly(methyl methacrylate) such that the
core/shell ratio was 65/35 by weight.

4 . Preparation of Latexes via Polymerization
Miniemulsions

of Monomer

The probability of particle nucleation in monomer droplets was dismissed in
conventional emulsion polymerization based on the unfavorably small surface area, and
fewer number, of the monomer droplets to compete effectively with the monomer­
swollen micelles. This is due to the relatively large size monomer droplets (1-10 11m in
diameter), compared to the size of the monomer-swollen micelles (generally 10-300m
in-diameter). However, despite this unfavorable statistical probabilities some monomer
droplets capture radicals and polymerize to form large-size microscopic particle, which
can easily be seen by examination of the final latex using optical microscopy [62].

The monomer droplets could become a significant locus for particle nucleation and
polymerization if their surface area were large, Le. if the droplet size could be mOOe
small. This is the basis for polymerization in miniemulsion and microemulsion
monomer systems. The reduction in the monomer droplet sizes (generally 100-500 nm
in-diameter for miniemulsions, and 5-40 om in-diameter for microemulsions) increases
both the number and surface area of the droplets by several orders of magnitude, relative
to conventional emulsion droplets. This results in an effective competition of initiation
in monomer droplets with other particle nucleation mechanisms such as micellar and
aqueous phase. Indeed, Ugelstad, El-Aasser, and Vanderhoff demonstrated experimentally
that monomer droplets could become the principal locus for particle formation in styrene
miniemulsions systems [1]. This initial work has since been verified for many other
systems and kinetic studies of this unique nucleation mechanism have been performed to
give a detailed mechanism for these polymerizations.

4.1. EARLY WORK ON MINlEMULSION POLYMERIZAnON

The original work in this area started with the idea of demonstrating that monomer
droplets could serve as the main locus of initiation and polymerization in an emulsion
polymerization process [1]. For this purpose styrene miniemulsions were prepared by
emulsifying styrene monomer into an aqueous solution of sodium lauryl sulfate-cetyl
alcohol (SLS-CA) mixture. The recipe used in this early work comprised 75 parts (by
weight) water, 25 parts styrene, and three different concentration of SLS-CA mixtures
0.4-0.8,0.2-0.4 and 0.1-0.4 (by weight) parts. The polymerization was carried out using
0.25 parts of potassium persulfate initiator at 70°C. Optical and transmission electron
microscopy showed that the initial size of the emulsion droplets was approximately the
same as the latex particles. Thus, it was concluded that monomer droplets could be the
principal locus for particle formation in miniemulsion systems because of their small
size and enhanced stability. The droplet size of the styrene miniemulsion prepared with
the above recipe was typically in the range 100-400 om. The small droplet size results
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in a relatively large number of emulsion droplets and consequently a large surface area,
which leads to an increased probability of capturing free radicals generated in the aqueous
phase. The ratio of the two components of the mixed emulsifier system was found to
playa role in determining the particle size distribution in these miniemulsion systems.
For example, a bimodal particle size distribution was obtained with 2% by weight of
SLS-CA mixture in the weight ratio of 1:4; where as a uniform particle size
distribution was obtained upon using 5% of the SLS-CA mixture in the weight ratio of
1:2. The analogous cationic styrene miniemulsions and the corresponding cationic
latexes with similar average particle size were prepared using the mixed emulsifier
system of hexadecyltrimethylammonium bromide-cetyl alcohol (HDlMAB-CA)
[63,64].

Another method for preparing miniemulsions involves the use of long-chain alkane
such as hexadecane instead of the fatty alcohol as a cosurfactant [65]. According to this
method the hexadecane, 1-2 weight percent based on the oil phase, was homogenized
into aqueous solution of the ionic emulsifier using the Manton-Gaulin Submicron
Disperser followed by the addition of the monomer which diffuses through the aqueous
phase to swell the hexadecane emulsion droplets. The initiation of polymerization of the
resulting miniemulsions, using water-soluble or oil-soluble initiators, takes place
mainly in the monomer droplets. The swelling capacity of the resulting latex particles
prepared in the presence of these types of cosurfactants, or in the presence of low­
molecular weight oligomers, was found to greatly exceed that of conventional polymer
latex particles by several orders of magnitude [28]. Ugelstad used this method to prepare
relatively uniform large-size-particles [66].

4.2. KINETIC STUDIES OF MINIEMULSION POLYMERIZATION

Kinetic studies of miniemulsion polymerization have been performed by a number of
researchers. These studies have not only demonstrated many differences between
miniemulsion and conventional emulsion polymerizations, but they have also
demonstrated differences in the polymerization mechanism for miniemulsions prepared
using different types and concentrations of surfactants and cosurfactants. As an example
of these differences, Figure 2 shows the polymerization rate versus time for a styrene
conventional emulsion prepared with 5mM SLS, a styrene miniemulsion prepared with
10mM SLS and 40mM hexadecane, and a styrene miniemulsion prepared with 10mM
SLS and 30mM CA measured using a Mettler RCI reaction calorimeter [67]. In this
experiment, the two miniemulsions were homogenized using a Microfluidizer, and the
initiator concentration was 133mM based on the total water. The free surfactant for all
three of these polymerizations was below the critical micelle concentration. From
Figure 2 it is clear that the conventional emulsion polymerization gives a different
polymerization rate curve than the miniemulsions, but it is also clear that the
hexadecane and cetyl alcohol stabilized miniemulsions also give unique polymerization
rate curves. Studies similar to these have led to many important mechanistic postulates
for miniemulsion polymerization.



119

0.56

o.~

0.045

0.«1... 0.350

~ 0.3>
It

1 0.:25

~

0.00 ':':-.-......:L.:--"-!-:...........~~~--'-:-~..f..-,.....&.~-I--'--~-.J
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 1.0

Fracdonal Conversion

Figure 2: Polymerization rate vs. fractional conversion for styrene conventional emulsion polymerization
and two styrene rniniemulsion polymerizations. The polymerizations were conducted in the Mettler ReI

reaction calorimeter at 70°C. The arrows indicate the end of the nucleation period as determined by
measuring the evolution of the particle size distribution [67].

4.2.1. Mechanismfor Particle Formation during Miniemulsion Polymerization
using Fatty Alcohol Cosurfactants

The polymerization kinetics of miniemulsions have been studied by a number of
researchers to gain more information on the unique locus of particle formation (i.e., the
droplet rather than the water phase). Several researchers have found that when cetyl
alcohol is used as a cosurfactant the polymerization kinetics are characterized by a long,
slow rise to a maximum rate of polymerization at about 40% conversion (see Figure 2).
This increasing rate period is usually considered to correspond to the particle formation
period, and its duration has spurred a number of mechanistic postulates concerning
nucleation in these systems.

Choi et al' [20,68] were the first to report that styrene miniemulsions prepared using
cetyl alcohol did not exhibit the interval-II characteristic of a conventional emulsion
polymerization of styrene, i.e., a constant rate of polymerization. They hypothesized
that the increasing rate period corresponded with the nucleation period, and the
maximum polymerization rate was taken as the end of particle formation. This work
also showed that the number of droplets becoming polymer particles varied with the
initiator (potassium persulfate) concentration employed to the 0.3 power. Calculations
were performed to estimate that approximately 20-30% of the initial droplets became
polymer particles in the range of initiator concentrations investigated.

Miller et al. [69] experimentally determined the length of the nucleation period for a
recipe similar to that employed by Choi [68] by withdrawing samples during the
polymerization and analyzing the particle size distributions. This work showed a
continuously decreasing nucleation rate ending at about 40-60% conversion, which was
always past the maximum in the polymerization rate curves investigated (e.g., as
illustrated in Figure 2). For most zero-one styrene polymerizations, formation of
particles past the maximum polymerization rate would be quite unexpected. However,
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Miller et al. [69] used thermodynamic arguments to explain how this occurs in a
miniemulsion polymerization. According to their explanation, the presence of cetyl
alcohol in the system prevents the disappearance of monomer droplets and results in a
concenlration of monomer in the polymer particles which decreases continuously with
increasing conversion. As a result, the number of particles may increase but be offset by
the decrease in the concentration of monomer in the polymer particles resulting in a
maximum or decrease in the polymerization rate while particles are still being formed.
An important implication of this work is that monomer droplets are present up to
relatively high conversions. This implies that disappearance of monomer droplets by
collision with polymer particles alone cannot explain the relatively small number of
droplets which become polymer particles

Another common observation for miniemulsion polymerization using a fatty alcohol
as the cosurfactant is that the particle size distribution obtained is quite broad, with
variances on the order of 15 to 40% [1,68-71]. This result has been found even when
high efficiency homogenizers such as a Microfluidizer or sonifier are used to provide a
uniform initial droplet size distribution [70]. While the initial droplet size distribution
obviously has a large effect on the resulting particle size distribution of the latex, Miller
et al. [69] found that the length of the nucleation period was largely responsible for
these broad particle size distributions. In their work, it was found that when the initiator
(potassium persulfate) concentration was increased, the time until the maximum
polymerization rate decreased resulting in a narrowing of the particle size distribution. It
was hypothesized that given a sufficiently high initiator concentration, the final latex
particle size distribution would narrow and approach the initial droplet size distribution.
However, further analysis revealed that in order to approach this initial droplet size
distribution a prohibitively high initiator concentration would be required.

The unusually long nucleation period obtained for miniemulsion polymerization
stabilized using a fatty alcohol has been hypothesized to be caused by a "slow" entry of
radicals into miniemulsion droplets. Chamberlain et al. [71] were the first to postulate
that free radical entry into miniemulsion droplets stabilized using lauryl alcohol may be
slow compared to similarly sized polymer particles. They proposed that an entering
oligoradical must displace a surfactant molecule at the surfactant rich droplet/water
interface before entering and propagating. Follow up work by Wood et al. [72] attempted
to quantify the reduction in the pseudo first-order entry rate coefficient for a polystyrene
seed preswollen with dodecane (not a fatty alcohol, but a swelling promoter) and styrene.
Their work suggested that the entry rate coefficient was 1 to 2 orders of magnitude lower
at low weight fractions of polymer and increased with increasing weight fraction of
polymer. Choi et al. [68] also postulated slow radical entry into miniemulsion droplets.
Their work showed that only approximately 20% of the initial droplets capture radicals,
and that this fraction increased with increasing initiator concentration. Tang et al. [73]
used a seeded approach similar to that used by Wood et al. [72] but using cetyl alcohol
as a swelling promoter. Tbis work also suggested that both the rate of entry and exit of
radicals is reduced at low weight fractions of polymer in the seed latex.

Recently, Miller and coworkers [74-78] showed some further evidence for differences
between miniemulsion droplets and latex particles formed therefrom. Their approach was
to prepare miniemulsion droplets at low weight fractions of polymer by predisolving a
small amount of polymer into the oil phase prior to preparing the miniemulsion. These
"pre-formed polymer particles" were hypothesized to be similar to latex particles at low
conversion (Le., they looked at 0.05, 0.5, 1, and 2% polymer). It was found that the
addition of a small amount of polymer bad a dramatic effect on the polymerization
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kinetics and the number of latex particles fOlmed. A key result of this study was that
when 1% polymer was dissolved in the miniemulsion, the number of particles increased
by 1 to 2 orders of magnitude and became invariant with initiator concentration. This
result is reproduced in Figure 3. These results were taken as partial evidence that 100%
of the droplets were present as latex particles at the end of the polymerization. Further
proof of this was provided by distilling the monomer from the miniemulsion droplets
prepared from polymer solutions before polymerization and measuring the pre-folnled
polymer particle size distribution. Using this technique it was shown that, within
experimental error, the initial number of pre-folnled polymer particles was the same as
the fmal number of latex particles.
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Figure 3: Effect of potassium persulfate concentration on the final number of polymer particles for styrene
miniemulsions (x) and styrene miniemulsions with I% polystyrene pre-dissolved in the oil phase (0). The

miniemulsions were prepared from an aqueous gel phase consisting of IOmM SLS/30mM CA using a
Microfluidizer. The polymerizations were conducted in the Mettler RCI reaction calorimeter at 70°C.

Reproduced from [76].

The results obtained by Miller et al. [74-78] appear to be the strongest to date for
proving a difference between miniemulsion droplets and polymer particles. These da1a
may ultimately provide the proof necessary to prove this important hypothesis, but as
of now many questions must still be resolved about these experiments. For example, it
is still unclear how the polymer added in this work is effective in increasing the number
of droplets which become polymer particles. If the polymer truly is able to modify the
interface allowing facile entry of radicals, some measurable property of the interface such
as surface tension or surface viscosity should reflect this behavior. To date this evidence
has not been conclusively provided. One would also expect the nature of the polymer
end groups and the molecular weight of the polymer to effect this behavior in a
predictable manner. There are also alternative explanations for the results that have not
been disproved. For example, the polymer may provide additional stability for the small,
uninitiated monomer droplets allowing them to more easily compete for radicals. While
Miller et al. have addressed this possibility and shown it to be a less likely explanation
[77], this and other explanations cannot be ignored. Finally, assuming cetyl alcohol
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does impede the particle nucleation process, the reason for this behavior is still unclear.
Among the multitude of explanations advanced, the ability of fatty alcohols to complex
with surfactants in the water phase seems to be the most probable source of an
interfacial barrier preventing entry of radicals into miniemulsion droplets. As discussed
above, a considerable amount of data exists suggesting some surface structure at the
droplet/water interface. However, even if such a surface structure is present it has yet to
be proven to effect the rate of entry into these droplets.

4.2.2. Mechanismfor Particle Formation during Miniemulsion Polymerization
using Highly Water Insoluble Cosurfactants

In contrast to the broad particle size distributions obtained when fatty alcohols are used
as cosurfactants, Ugelstad, et al. [66,79] were the first to report that polystyrene latex
with narrow particle size distribution can be prepared by initiation in monomer
miniemulsion droplets by using hexadecane as a cosurfactant and adjusting the
concentration of sodium dodecylsulfate and the homogenization pressure during the
miniemulsifIcation step. Tang et al. [70,73] studied the differences in the polymerization
kinetics of styrene conventional emulsions and miniemulsions and stabilized with either
cetyl alcohol or hexadecane. This work showed a faster initial rate of polymerization
when hexadecane rather than cetyl alcohol was used as a cosurfactant which resulted in a
more narrow distribution of latex particles. The faster initial polymerization rate is
clearly seen in the data presented in Figure 2. In addition, Tang's work showed that the
homogenization device employed has a large effect on the particle size distribution of the
latex.

Recently, oil soluble initiators have been employed as cosurfactants for
miniemulsion polymerization [33]. The advantage of these materials is that, unlike their
long-chain alkane counterparts, they are consumed during the polymerization thus
leaving no volatile organic compounds in the latex. In this work it was found lauroyl
peroxide worked well for stabilizing miniemulsion droplets against degradation through
molecular diffusion. Although the kinetics were not reported in this work, the latex
particle size distributions were consistent with droplet nucleation when the initial
droplet sizes were homogenized and then stabilized using lauroyl alcohol and sodium
lauryl sulfate. More recently, dodecyl mercaptan was used as the cosurfactant in
miniemulsion polymerization of methylmethacrylate (80).

4.3. MINIEMULSION COPOLYMERIZAnON

Delgado et. al. [81-85] investigated the kinetics and other characteristics of
miniemulsion copolymerization of vinyl acetate-n-butyl acrylate monomer mixtures and
compared them to conventional copolymerization of the same system. Hexadecane was
used as the cosurfactant along with sodium hexadecyl sulfate in preparing the
miniemulsions. The use of hexadecane in the miniemulsions led to higher adsorption of
surfactant, smaller droplet size, and higher stability of the emulsions against creaming.
The copolymer composition during the initial 70% conversion was found to be rich in
butyl acrylate monomer units for the miniemulsion process. The dynamic mechanical
properties of the copolymer films showed less mixing between the poly(butyl acrylate)­
rich core and the poly(vinyl acetate) rich shell in the miniemulsion latex fllms compared
to the conventional latex films.

During the copolymerization process the miniemulsions gave lower overall
polymerization rates and larger particles compared to conventional polymerizations.
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However, the polymerization rate per particle was similar in both cases and was
independent of the hexadecane concentration. The miniemulsion copolymerization
showed a long nucleation stage, up to 22% conversion, characterized by an increase in
the polymerization rate up to a maximum. The nucleation stage in conventional
polymerization was much shorter, being completed at less than 10% conversion. Also,
the dependence of the rate and number of particles on the initiator concentration was
higher for the miniemulsion process. On the other hand, the surfactant concentration
dependence of the number of particles for the miniemulsion process was less than for
conventional process. The particle size distribution from miniemulsion polymerization
was much broader, the standard deviation was 22% compared to 10% for conventional
polymerization.

Rodriguez et al [86,87J investigated the miniemulsion copolymerization of 50:50
weight ratio of styrene:methyl methacrylate, using hexadecane as a cosurfactant. The
effects of the hexadecane concentration and ultrasonication time on the conversion-time
curves and latex particle size were studied. The results showed that an increase in
hexadecane concentration and/or ultrasonication time and intensity during the
miniemulsification process caused faster polymerization rate and smaller latex particle
size. The mechanism of mass transport from miniemulsion droplets to polymer particles
were studied by seeded emulsion copolymerization. The kinetic and particle size results
from the seeded experiments suggested that collision (coalescence) between the
miniemulsion droplets and polymer seed particles may playa major role in the transport
of the highly water-insoluble compounds, such as hexadecane.

Aside from stabilizing the miniemulsion droplets allowing them to become the
principal locus of polymerization, the cosurfactant also affects the partitioning of
monomer between the different phases during miniemulsion polymerization. This is
especially important in miniemulsion copolymerization where a different distribution of
monomers at the reaction site will affect the copolymer sequence throughout the
polymerization. A mathematical model based on thermodynamic and kinetic parameters
was developed to describe the role of the hexadecane additive on the monomer
distribution between the various phases, the polymerization rate, and the copolymer
composition during the course of the miniemulsion copolymerization process [82,85]. It
should be emphasized that the incorporation of hexadecane in the bulk monomer does
not affect the kinetics of the polymerization, unless a miniemulsification process is used
to form and stabilize the submicron droplets [83J.

In addition to these copolymerization studies, miniemulsion terpolymerization has
also been studied, as has semicontinuous miniemulsion polymerization. For example,
L6pez de Arbina and Asua [88J polymerized high solids miniemulsions comprised of
styrene, 2-ethyl hexyl acrylate, and methacrylic acid using hexadecane as the
cosurfactant. They found that miniemulsion polymerizations produced more stable,
higher solids latexes than those prepared via conventional emulsion polymerization.
Tang et al. [89J investigated semicontinuous miniemulsion polymerization of vinyl
acetate and butyl acrylate. Unzue and Asua [90J investigated the semicontinuous
miniemulsion terpolymerization of butyl acrylate, methyl methacrylate, and vinyl
acetate. Both researchers found that feeding miniemulsions gave very broad particle size
distributions through continuous droplet nucleation. Unzue and Asua [90J and Leiza et
al. [91J used this approach to create high solids content latexes up to 65% solids.
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5. Potential Advantages of Miniemulsion Polymerization

The major potential advantages of miniemulsion polymerization process in latex
technology can be summarized as follows:

1. It represents a novel method of introducing the monomer to the polymerization
reactor with a high degree of subdivision in the submicron size range. The result of
polymerization is a particle size distribution which is relatively broad, with about the
same average particle size as the initial droplets. Thus, it provides an approach for
controlling the particle size distribution.

2. Due to the broad particle size distribution, some times bimodal or trimodal [l),
it provides an approach for making high solids latexes [90, 91), without resorting to
scheduled additions of surfactants during the course of the polymerization process.

3. The presence of the hexadecane additive and its effect on the comonomer
distribution at the site of polymerization in a miniemulsion copolymerization process
provides an approach for controlling the microstructure of the polymer particles and the
instantaneous copolymer composition. Thus, conceivably the addition of different types
and concentrations or mixtures of cosurfactants during the miniemulsification step may
lead to a novel approach for controlling polymer microstructure in the final latex
particles.

4. The different dependence of polymerization rates and particles numbers on
various polymerization parameters, such as initiator concentration, emulsifier
concentration, and temperature, in the miniemulsion process compared to the
conventional process may allow new control strategies.

5. Nucleation of small monomer droplets provides an unique approach for
incorporating oligomers, inorganic particles, and monomers with very low water
solubility into latex particles. Using conventional emulsion polymerization, these
materials would have to be transported from the large monomer droplets to the growing
polymer particles through the aqueous phase, resulting in precipitation and coagulation
during the polymerization. On the other hand, when these materials are pre-dispersed in
miniemulsion droplets, they can be more easily incorporated into the polymer particles.
In order to obtain benefits from this approach, 100% of the initial droplets must be
nucleated.

6. Finally, miniemulsion polymerization provides an approach for decreasing the
average latex particle size (and thus increasing the overall polymerization rate) without
the need to increase the surfactant content. This has been demonstrated by decreasing the
size of the initial monomer droplets via the use of more intense shear force and/or the
use of a higher concentration of hexadecane concentration during the miniemulsification
step [70,79].
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1. Introduction

In contrast with emulsion polymerization which has been extensively studied over the
past 50 years and whose kinetics and mechanism are rather well understood, the concept
of polymerization in microemulsions appeared only in the early eightees. Since then, the
field has developed rapidly, as attested by the increasing number of papers devoted to
microemulsion polymerization. The interesting features of microemulsions 1) large
overall interfacial area (ca. l00m2/ml) ; 2) optical transparency and thermodynamic
stability; 3) small size of the domains (- 10-2 J..101), and 4) great variety of structures,
result in a unique microenvironment which can be taken advantage of to produce novel
materials with interesting morphologies or polymers with specific properties [1-3].

In this paper, we review the salient features of microemulsion polymerization at the
present state of knowledge. We discuss the formulation of polymerizable microemul­
sions and show how the incorporation of monomers can modify the initial structure of
the systems. The kinetics and mechanistics aspects are given and compared to those
obtained in conventional emulsion polymerization. We also describe some recent results
obtained on the formation of porous solid materials and functionalized microlatex
particles, which seem quite promising for future applications.

2. Structure and Phase Diagrams of Monomer-Containing Microemulsions

Microemulsions are thermodynamically stable and isotropic dispersions containing oil,
water and surfactant(s), the stability being ensured by a very low interfacial tension,
capable to compensate the dispersion entropy [4]. In most cases, it is necessary to
associate a cosurfactant (like an alcohol) to the surfactant in order to achieve the low
interfacial tension required. Microemulsions can exist either alone or in equilibrium with
water and/or oil phases in excess. Here we consider essentially the monophasic domains
of the phase diagrams.

One of the most common structures encountered in microemulsions consists of water
or oil droplets dispersed in an oil or water continuous phase respectively. The type of
dispersion results from the preferred curvature Co of the surfactant layer which is by
convention positive for oil-in-water (o/w) systems and negative for water-in-oil (w/o)
systems.

By varying several parameters such as the wlo ratio, one can induce an inversion
from an olw to a wlo microemulsion and vice-versa. The type of structure in the
inversion domain depends essentially on the bending constant Ke characteristic of the
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elasticity of the surfactant layer. If Ke is of the order of kT (k : Boltzmann constant, T
absolute temperature), the persistence length of the film (i.e. the distance over which the
film is locally flat) is microscopic. The interfacial film is flexible and is easily deformed
under thermal fluctuations. The phase inversion occurs through a bicontinuous structure
formed of water and oily domains randomly interconnected [5].

The incorporation of a monomer in a microemulsion either by interchanging the
water by an aqueous monomer solution or the oil by a hydrophobic monomer may
induce large changes in the phase diagram due to the possible cosurfactant role of the
monomer and/or to the change in solubility of the surfactant in oil or water. It is
therefore important to study, prior to polymerization, the phase diagram of the systems
in the presence of monomer and to optimize the formulation procedure.

2.1. ROLE OF MONOMER

Most of the water-soluble monomers polymerized in microemulsion and in particular
acrylamide (AM) were found to act as cosurfactants, leading to a considerable extent of
the microemulsion domain in the phase diagram (Figure 1) [6-9].

Emulsifiers

Iso par M so Aqueous
ph a..

Figure 1. Pseudo-ternary phase diagram.The dotted line (-e-) is the boundary between the microemulsion
(left) and emulsion (right) domains in the absence of monomers i.e. in pure water. Addition of
monomers (acrylamide + sodium acrylate) to water (1.25 mass ratio) extends the microemulsion
domain up to the solid line (entire white area). Polymerization reactions have been carried
out in the bicontinuous M area (from ref. [7]).
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The cosurfactant role of various hydrophilic monomers was confirmed by surface­
tension experiments [9,10]. In the case of the widely studied AOT/water­
acrylamide/toluene systems (AOT : sodium 1-4 bis (2-ethylhexyl) sulfosuccinate), the
interfacial localization of the AM molecules induces attractive interactions between the
droplets as seen by light scattering, small angle neutron scattering and viscometry
experiments. It should be noted that without acrylamide, the systems display essentially
a hard sphere behavior [6,11].

Upon further addition of acrylamide, the interaction potential becomes so attractive
that transient clusters form. Above a threshold volume fraction, a large increase in the
electrical conductivity is observed which is the signature of a percolation phenomenon
[12]. This percolating structure was shown to affect the formation of polymer latex
particles and the polymerization mechanism [12,13].

Under certain conditions, the radius of curvature can become so large that the
globular configuration evolves toward a bicontinuous structure. This transition can be
induced by addition of ionic monomers and/or electrolytes to microemulsions stabilized
by nonionic surfactants [14,15]. In this case, the role of the monomer is twofold: as a
cosurfactant, it increases the flexibility and fluidity of the interface, which favors the
formation of a bicontinuous microemulsion. As an electrolyte, it decreases the solubility
in water of the ethoxylated moiety of the nonionic surfactant (salting-out effect)
with its progressive transfer in the oil phase via a bicontinuous phase. Here the role of
the monomer is clearly demonstrated, since the corresponding systems in the absence of
monomer have not a bicontinuous character but are indeed coarse emulsions. This is
illustrated by the example of the pseudo-ternary phase diagram given in Figure 1.

2.2. FORMULAnON RULES

The formation of a microemulsion requires far more surfactant than an emulsion, due to
the necessity of stabilizing a large overall interfacial area. This drawback can restrict the
potential uses of microemulsion polymerization since high solid contents and low
surfactant amounts are desirable for most applications.

In the case of waters-soluble monomers, much effort has been devoted to an optimal
formulation, compatible with an economical process. The reader can refer to ref. [8] for
the details of the optimization procedure. The treatment is based on the so-called
Cohesive Energy Ratio (CER) concept developed by Beerbower and Hill for
conventional emulsions [16]. This approach lies on a perfect chemical match between
the partial solubility parameters of oil (d20) and lipophile tail of the surfactant (d2U as
well as those of water and hydrophile head. The CER concept has been improved to take
into account the modification of the solubility parameters of water brought about by the
presence of monomers in large proportions (- 50% based on water) [9,15].

Another important aspect of the formulation is illustrated by the studies dealing with
the preparation of porous materials. This implies to formulate systems containing large
amounts of hydrophobic monomers (up to 70 wt%) either in the continuous phase of
globular microemulsions, or in the oily domains of bicontinuous microemulsions [17­
21]. A typical example of a phase diagram is given in Figure 2. It shows four detectable
regions, three of them being monophasic microemulsions (w/o, o/w and bicontinuous).
The acrylic acid here acts as a cosurfactant.

There have not been such detailed formulation studies for o/w microemulsions based
on hydrophobic monomers. The main reason is that the monomer mostly investigated so
far is styrene trapped in droplets stabilized by aliphatic surfactants. According to the
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CER concept [16], there is a chemical mismatch between styrene (aromatic) and the
hydrophobic tail of the surfactants classically used. In addition, by essence, styrene has
no amphiphilic character and cannot act as a cosurfactant. As a result, the domain of
existence of microemulsions is very limited.

AA

WI SDS L.i2.:~':0ll.:""- ='-' MMA

Figure 2. Ternary phase diagram for the system, methylmethacrylate (MMA), acrylic acid (AA), 20 wt%
solution of sodium dodecylsulfate in water (w/SDS) and ethyleneglycol dimethacrylate
(EGDMA) at 25 ± O.I°C and 1 atm. Compositions are on wt% basis, EGDMA content is of
4% of the combined weight of MMA and AA. Domain A: 2-phase region, Domain B : w/o
microemulsion, Domain C : Bicontinuous micro- emulsion, Domain D: oIw microemulsion
(from ref. (20)).

3. Polymerization in Globular Microemulsions

Most of the studies have dealt either with the free radical polymerization of hydrophobic
monomers, e.g. styrene, methylmethacrylate (MMA) or derivatives [22-39] within the
oily core of o/w microemulsions or with the polymerization of water-soluble
monomers e.g. acrylamide (AM), within the aqueous core of w/o microemulsions [40­
44]. The polymerization can be initiated thermally, photochemically or under y­
radiolysis. Beside the conventional dilatometry and gravimetry techniques, the
polymerization kinetics were monitored by Raman spectroscopy [25], pulsed UV laser
source [29], rotating sector technique [42], calorimetry and internal reflectance
spectroscopy [39].



131

For both o/w and w/o systems, the amount of monomer is mostly restricted to 5­
1Owt% with respect to the overall mass whereas that of surfactant(s) lies within the same
range or even above. The main difficulty encountered by most of the authors and which
precludes the use of higher monomer concentrations lies in retaining the optical
transparency and stability of the microemulsions upon polymerization. In addition to
entropic factors contributing to the destabilization of microemulsions during
polymerization, the compatibility between polymer and cosurfactant also influences the
system. This is especially true when styrene is polymerized within o/w microemulsions
containing an alcohol because the latter is a non solvent for the polymer. Conversely, the
polymerization of acrylamide in alcohol-free-w/o microemulsions was already reported
in 1982 to give transparent microlatexes of small particle size (d - 3Onm) [40].

Despite these difficulties, most of the earliest studies used an alcohol in the
formulation of o/w microemulsions and it is only since 1989 that the polymerization of
hydrophobic monomers in three-component oil-in-water microemulsions was reported
[23,24,28,31-34,35-37,39].

In order to understand the mechanism occurring in microemulsion polymerization,
one has to remember that the concentration of monomer used is low (a few percent)
while the concentration of surfactant is much larger than that used in an emulsion. The
monomerlsurfactant mass ratio is around 0.3-1 compared to 30-60 in an emulsion.

The second difference lies in the structure of the initial systems. In an emulsion, the
monomer is located in large monomer droplets (d - 1-10 1lUl), in small micelles (d
- 5-1Onm) and partially solubilized in the continuous phase. In a globular
microemulsion, it is solubilized within a single class of swollen-micelles (d =5-IOnm).
These features added to the dynamic character of microemulsions are at the origin of the
differences in the mechanisms observed in both processes.

The problem of particle nucleation was first addressed in the early eightees by
Candau and coworkers in the case of water-in-oil microemulsions [6,41]. It was
apprehended only in the recent years for ternary or quaternary oil-in-water
microemulsions, likely due to the onset of turbidity and lack of stability with time
observed by most of the authors. A scheme which is now well accepted is that of a
continuous particle nucleation mechanism. This view is supported by several features.

i) The particle size of the final microlatex (d - 20-4Onm) is larger than that of the
initial monomer-swollen micelle. This leads to a final number of polymer particles, Np,
ca. 2 or 3 orders of magnitude smaller than that of the monomer droplets.Nucleated
particles grow by addition of monomer from other inactive micelles, either by
coalescence with neighboring micelles or by monomer diffusion through the continuous
phase [6] (Figure 3).

ii) The number of polymer chains per particle, np, is in general very low, sometimes
equal [6,41] or close to one [2,22,26,27,31,32,35]. In the case of o/w microemulsions, np
was found to increase slightly with the degree of conversion [26,31]. This augmentation
was accounted for by the capture of radicals by preexisting polymer particles, these
competing more effectively with the monomer-swollen micelles, as the reaction
proceeds. Limited flocculation at later stages of the reaction was also envisioned.

iii) The number of polymer particles was found to increase continuously with the
conversion [12,26,31,37,45] (Figure 4).
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Figure 3. Microemulsion polymerization mechanism: 1) Before polymerization: monomer-swollen
micelles (d - 5-1Onm). 2) Polymer particle growth a) by collisions between particles ; b) by
monomer diffusion through the continuous phase. 3. End of polymerization: polymer
particles (d - 4Onm) + small micelles (d - 3nm).
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Figure 4. Number of polymer particles versus conversion. a) for acrylamide polymerization in AOT wlo
microemulsions (from ref. [12]) ; b) for styrene polymerization in olw microemulsions
(from ref. [26]).
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As a result of the particle growth and the large amount of surfactant used in the
formulation, small micelles of uniform size are always in excess throughout the reaction
mixture. Their high total interfacial area relative to nucleated polymer particles implies
that the micelles preferentially capture primary radicals generated in the continuous
phase. This leads to a process of continuous particle nucleation with each particle
formed in one single step. This mechanism was conftrmed by transmission electron
microscopy (TEM) experiments [12]. This behavior is in contrast with what is observed
in conventional emulsion polymerization where the first nucleation stage (Interval I) is
followed by a particle growth at constant particle number (Interval II). Note that these
results do not follow the Smith and Ewart theory since each nucleated particle contains
on average one collapsed macromolecule either growing or in its final form. However,
all particles are not active at any given time and the average number of free radicals per
particle,n ,averaged over the entire population, is less than one.

The phase diagrams of oiVwater/surfactant systems allow one to make a direct
comparison between emulsion and microemulsion polymerization processes just by
varying the surfactant concentration, as shown by Gan et al. [32,35]. Figure 5 represents
the polymerization rate-conversion curves for methylmethacrylate polymerization at
different surfactant concentrations.
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Figure 5. MMA polymerization-rate curves at 60°C for emulsions (Bl and B3) and micro-emulsions
(B5 and B7) (from ref. (35)).
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Three distinct intervals are observed in the emulsion regime with a rate-plateau
(Interval II), as commonly observed in emulsion polymerization. Only two intervals are
observed in the microemulsion regime with a maximum occurring at around 20%
conversion. This behavior is very general and was also observed by several groups
for microemulsion polymerization of styrene [22,28,30-32] and butylacrylate [45].
The rate decrease observed above 20% conversion is due to monomer depletion in the
polymer particles, as proposed by EI-Aasser and coworkers [26,27]. Termination of
chain growth in polymer particles is attributed to chain transfer to monomer.

Comparative mechanistic studies on the microemulsion polymerization of styrene
and methylmethacrylate have been carried out by several groups [23,25-28,31,35­
37].The results could be coherently interpreted in terms of the relative monomer
solubilities in water. In the case of styrene which has a very weak solubility in water
(0.031 %), it was postulated that initiation takes place in the microemulsion droplets. The
experiments performed in MMA systems suggest that homogeneous nucleation can
compete with monomer droplet initiation because of the non negligible solubility
(1.56%) and the more polar and cosurfactant character of MMA.

For both monomers, the polymerization rates were generally faster with a water­
soluble initiator (potassium persulfate, KPS) than with an oil-soluble (2,2'­
azobisisobutyronitrile, AIBN) [25,30]. This behavior was discussed in terms of different
efficiencies of the initiators in producing effective radicals for the polymerization. At an
equimolar concentration of initiators, KPS generates more radicals in the aqueous phase
than AIBN. These radicals are thus more effective for initiation (in the continuous phase,
in the monomer droplets or at their interfaces) than AIBN radicals due to a significant
autotermination of AIBN radical pairs in the small droplets (cage-effect) and the low
solubility of AIBN in water. In this case, initiation is believed to occur essentially via
micellar entry of single radicals arising either from the very small portion of AIBN
dissolved in water or desorbed from other swollen micelles.

In the case of the photopolymerization of acrylamide in AOT reverse micelles with
AIBN as the initiator [I] and toluene as the organic phase, a monoradical termination
was found (polymerization rate, Rp DC [I]), caused by a degradative chain transfer to
toluene [42]. A study on the locus of initiation of the same AOT/(water-AM)/toluene
systems was performed by using initiators of various solubilities [43]. Initiation with
AIBN was shown to take place predominantly in the water/oil interlayer where the
encounter with acrylamide-cosurfactant is facilitated. With water-soluble ammonium
peroxodisulfate, initiation occurs, as expected, in the micellar water-pools.

4. Polymerization in the Continuous or Bicontinuous Phases of Microemulsions

Beside polymerization in globular microemulsions, several studies have dealt with
polymerization of monomers in the other phases of microemulsions. One of the main
goals underlying these studies was to utilize the microstructure of microemulsions as a
template to produce solid polymers with similar characteristics. For example,
incorporation of large amounts of hydrophobic monomers in the continuous phase of
wlo microemulsions should yield solid polymers with a swiss-cheese-like structure
capable of encapsulating the disperse phase (water).
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4.1. MICROEMULSIONS BASED ON HYDROPHOBIC MONOMERS

An important contribution in this field was provided by Cheung et al. who obtained
porous polymeric structures by photopolymerization of monomers in single-phase
microemulsions [18-20]. The systems consisted of methylmethacrylate (MMA), acrylic
acid (AA), a cross-linking agent, ethylene glycol dimethacrylate (EGDMA), water and
sodium dodecylsulfate (SDS) as the surfactant. Large amounts of monomers were used
in the formulation (up to 70% in some cases). An example of the richness of the
structures of the phase diagram is given in Figure 2. The polymeric materials were
characterized by scanning electron microscopy, thermogravimetry, adsorption studies,
swelling and permeability measurements and differential scanning calorimetry.
Interestingly, a close correlation was found between the microstructure of the polymeric
material and the nature of the initial microemulsion.

i) Polymerization in microemulsions with a water/oil droplet structure yields closed
cell porous polymeric solids, having a morphology characterized by a disjointed cellular
structure where the water pores are distributed as discrete pockets throughout the solid.

ii) Polymerization in microemulsions with a bicontinuous structure results in a
polymer with an open-cell structure, Le. an interconnected porous structure with water
channels through the polymer. The surface area increases steadily upon increasing water
content in the precursor microemulsion.

However, the length scale of the porous structure obtained (l-4J.UIl) is considerably
larger than the length scale characteristic of microemulsions (less than O.IJlm), due to
phase separation effects or structural changes during polymerization. In more recent
studies, Gan et al. have attempted to preserve to a greater extent the initial bicontinuous
structure of microemulsions by varying the nature of the surfactant and the
polymerization conditions [21]. The use of bicontinuous microemulsions based on a
polymerizable surfactant like «(acryloyloxy)-undecyl)dimethylammonio) acetate
(AUDMAA) seems the key parameter for obtaining transparent solid polymeric
materials with an open-cell microstructure. The widths of the randomly distributed
bicontinuous domains are about 50-70nm that is far below those usually obtained in the
previous reports.

The preparation of novel solid materials is a huge field for applications such as
microfiltration, separation membranes or their supports, microstructured polymer blends
and conductive composite films [46], and porous microcarriers for the culture of living
cells and enzymes. The considerable progress accomplished over the last four years
permits to envision many future developments.

4.2. MICROEMULSIONS BASED ON WATER-SOLUBLE MONOMERS

The (co)polymerization of various water-soluble monomers (neutral, anionic and/or
cationic) in the aqueous domains of nonionic bicontinuous microemulsions has been
studied by Candau and coworkers over the last decade [7-9,47-52]. By optimizing the
procedure, one can prepare microemulsions containing up to 25 wt% monomers
dissolved in the same amount of water and around 8 wt% surfactant. As for
polymerization of hydrophobic monomers in the bicontinuous phase of microemulsions,
the initial structure is not preserved upon polymerization. However, a notable difference
with the former systems is that the final system is a microlatex which is remarkably
transparent (l00% optical transmission) fluid and stable with a particle size remaining
unchanged over years even at high volume fractions (- 60%). The microlatex consists of
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water-swollen spherical polymer particles with a narrow distribution as seen from quasi­
elastic light scattering (QELS) and TEM experiments. This result is of major importance
with regard to inverse emulsion polymerization which is known to produce unstable
latexes with a broad particle size distribution [10]. The microlatex stability was
accounted for by i) reduced gravity forces (- d3) ; ii) high entropic contribution from the
droplets owing to their large number ; iii) low interfacial tension between polymer
droplets and continuous phase [2].

5. Characteristics of the Final Products

The characteristics of both particle latexes and polymers formed depend critically on the
formulation. In fact, the composition chosen for the system depends on whether the
ultimate goal of the formulator is to prepare specific polymers or to produce small-sized
latex particles. As a rule, the larger the surfactant/monomer ratio, the smaller the particle
size [2,38,52,47] and the higher the molecular weight [51,52]. Therefore, high solid
contents and small-sized particles can hardly be achieved simultaneously.

5.1. POLYMERS

The polymer molecular weights are high, usually ranging from 106-107, as expected for
polymerization in dispersed media. When alcohols are used in the formulation, chain
transfer reactions can occur which reduce the molecular weight. The distribution of
molecular weights in olw systems is usually very broad (MwlMn == 2-7 ,up to 12 in some
cases) [32]. Note that the few polymer chains of high molecular weight (one in the
limiting case) confined in the microlatex particle must be strongly collapsed in order to
fit such small dimensions (d < 40nm) [2,6].

Candau and coworkers have performed a comparative study on the microstructure of
copolymers prepared by polymerization in microemulsion, emulsion or solution [50,51].
An interesting finding is that microemulsion polymerization seems to improve the
structural homogeneity of the copolymers with reactivity ratios close to unity. For
example, microemulsion polymerization leads to almost random polyampholytes
whereas those prepared in solution exhibit a strong tendancy to alternation [51]. The
conformation and solution properties of these ampholytic polymers are directly related
to the monomer sequence distribution: at equimolar proportions of anionic and cationic
monomers, a random polyampholyte (microemulsion process) is insoluble in water
whereas an alternated one (solution process) is soluble. These results are accounted for
by the marked differences between the microemulsion process and others, in terms of
microenvironment (charge screening and preferential orientation of the monomers at the
wlo interface) and mechanism (interparticular collisions with complete mixing) [2,50].

The applications of the polymers formed by microemulsion polymerization, concern
essentially porous polymers (see above) and water-soluble polymers. The latter can be
used in oil-recovery processes, as flocculants in paper manufacture, mining field and
water treatment. More details are given in Ref.2.
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5.2. MICROLATEXES

The size of the microlatex particles has been usually determined by QELS and EM. As a
general rule, the particle diameters prepared in microemulsions are much smaller than
those obtained by emulsion polymerization, although they still exceed significantly those
of the parental microemulsion droplets due to the particular mechanism occurring during
polymerization. They are around 20-60nm when the starting microemulsions are
globular (o/w or w/o). They are bigger and around 50-15Onm if the microemulsions are
initially bicontinuous simply due to the larger monomer incorporations (- 25%). As can
be expected, the particle size increases upon increasing the monomer content or
decreasing the surfactant [22,23,32,35,38,47] and/or the initiator concentration
[22,26,28]. The index of polydispersity is ca. dw/dn := 1.05-1.15.

Some efforts were made to control the particle size by using appropriate
formulations. For example, Antonietti and Nestl reported a study using a new class of
metallosurfactants (tetradecyldiethanolamine-copper) which allowed them to reduce
both particle size and surfactant concentration [53]. They succeeded in getting a particle
diameter as low as 14nm, with a value of the weight ratio of surfactant/monomer of 3.
This results in a considerable surface area (- 500 m2/g) which renders these systems of
particular and technical interest for subsequent functionalization.

The effect of the nature of surfactant on particle size was investigated for
microlatexes of poly(acrylamide-co-sodium 2-acrylamido-2-propanesulfonate) obtained
by polymerization in bicontinuous microemulsions [54]. By using different nonionic
surfactant blends at the optimal conditions derived from the CER concept (section 2.2.)
the authors showed a significant effect of this parameter on particle size. The results
were accounted for by salting-out effects of variable importance of the ethoxylated
surfactants by the anionic monomer (NaAMPS).

5.3. FUNCTIONALIZED MICROLATEX PARTICLES

The large inner surface area of microemulsions can be easily modified and
functionalized by simple copolymerization reactions or embedding reactions as recently
shown by Antonietti et al. [3,33,34].

Metal-complexing microlatexes were synthesized via copolymerization of styrene in
microemulsions using two comonomers where a 2'2-bipyridine is coupled with or
without a spacer to a methacrylic acid unit (6' -methyl-2,2' -bipyridin-6-ylmethyl
methacrylate, MBM, and 4-(6'methyl-2,2' -bipyridin-6-ylmethoxy)butyl methacrylate,
BMBM, [55]. The average particle size is d - 30nm (width of the distribution - 0.3).
Binding experiments with Ni(II), Co(II), Cr(II) and Cu(Il) ions in the aqueous disperse
phase show that most of the bipyridine units are located at the latex surface.

Another way to functionalize the surface of microlatex particles is to incorporate
amphiphilic block copolymers (for example polystyrene/ polyvinylpyridine) as
cosurfactants together with the classical surfactants used in the formulation [33,34].

Stable microlatexes in the nano-size range (20-30nm) can be of great interest for
biological applications, as for example in immuno-assays, adsorbants for proteins,
immobilization of enzymes and antibodies and for control release in drug delivery. Some
procedures based on inverse microemulsion polymerization have been proposed for the
preparation of nanocapsules [2]. In particular, an enzyme-nanoparticle-recognition
molecule was prepared to be used as a diagnostic tool for hybrization of nucleotide
probes [44].
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In immuno-assay experiments, the size of particles is a critical parameter for the
detection sensitivity. In a recent patent was reported the synthesis of nanoparticles
containing ca. 10wt% solid contents with good performances concerning simultaneously
reduced size, reasonable polydispersity and functionalization [56J. The examples
concerned the copolymerization of styrene with different polymerizable surfactants
bearing various functional groups (OH, S03H, eOOH ...). Typical particle sizes were
around 20-300m.
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DISPERSION POLYMERIZAnON

E. DAVID SUDOL
Emulsion Polymers Institute
Lehigh University, Bethlehem, Pennsylvania 18015 USA

1. Introduction

The term 'dispersion polymerization' can be considered a misnomer. The terms bulk,
solution, suspension, emulsion, miniemulsion, and microemulsion all evoke mental
images of how these polymerizations are carried out and are at least superficially correct
if not conceptually. Generally, these refer to the initial state of the system prior to
polymerization while some also describe the final state after the monomer has been
converted to polymer (Le., bulk, solution, and suspension). On the other hand, the three
types of emulsions are considered to result in polymer colloids or latexes (although
sometimes referred to as 'emulsion polymers'). Dispersion polymerization, as defined
here, however, does not begin with a 'dispersion' of monomer in another liquid phase
but rather a homogeneous solution as in solution polymerization. The end product,
however, can be called a dispersion since stable polymer particles result which are indeed
'dispersed' in a continuous liquid phase. Some would say it is more akin to precipitation
polymerization which has a similar initial state (i.e., homogeneous) but results in a
'bulk' polymer that, through polymerization, has precipitated and separated en masse
from the inert liquid phase. Others would contend that it is more like an emulsion
polymerization except for the absence of the initial emulsion; although this may on the
surface sound absurd, the mechanisms involved in the polymerization indeed have
significant similarities and much of the current knowledge of the mechanisms of
dispersion polymerization has derived from that in emulsion polymerizations, an area
where a great deal of fundamental research has been conducted and continues to be
conducted. How the two types of polymerization came together historically is described
below.

2. Historical Perspective

Dispersion polymerization as it is largely reported upon today has its roots in two
developments which began in the 1950's, namely, the preparation of monodisperse
latexes via emulsion and seeded emulsion polymerization in aqueous systems and the
preparation of "latexes" in organic media via dispersion polymerization. Both of these
initially involved the preparation of submicron particles and grew as research areas and
businesses independently.

Monodisperse polystyrene (PS) latexes initially became available over 40 years ago
in a variety of sizes from under 0.1 mm to just over 1.0 /lm [2]. These were initially
offered without charge to the scientific community, but soon their demand became so
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great that they were developed into a small business. Many applications were found
ranging from use as calibration standards to biomedical supports. As a largely academic
use, monodisperse latexes came to be used as seed particles for studying the fundamental
kinetic mechanisms of emulsion polymerization [3, 4].

The need for larger particles in the micron size range (l - 100 J.Ull), however became
apparent early on. Nonetheless, difficulties in producing these with narrow size
distributions made them generally unavailable for more than 25 years. By the early
1980's, seeded polymerization techniques did advance sufficiently whereby monodisperse
polystyrene (PS) latexes in this size range could be produced [5, 6]. However, these
polymerization methods were often termed 'tedious' or 'difficult to reproduce'.

In the meantime, dispersion polymerization developed rapidly driven by the
commercial needs of industry. In the 1950's, polymers for coatings applications were
mostly available as low molecular weight materials in organic solvents, which were
cured upon application or as high molecular weight polymers in the form of latex
particles dispersed in water. Certain disadvantages inherent in each of these kinds of
systems led industrial researchers to seek an alternative which combined the advantages
of these systems, namely, high molecular weight polymer in the form of particles
dispersed in an organic medium.

The growth in the patent literature on dispersion polymerization from the late
1950's through the early 1970's can be used as an indicator of the strong interest that
companies had in the prospect of using this process to make polymers for high volume
coatings applications. ICI, DuPont, and Rohm & Haas were the companies leading in
patent applications over this time period. It was ICI researchers, however, that became
best known for their work through the publication of "Dispersion Polymerization in
Organic Media" in 1975, a book edited and written in part by K.EJ. Barrett of ICI [1].
This book describes the design and development of dispersion polymerization recipes and
also the state of the mechanistic understanding of the physical and chemical processes
taking place during the polymerization. In addition, results were reported whereby
micron-size poly(methyl methacrylate) (PMMA) particles having a narrow size
distribution could be produced [7]. This is where the two developments came together.

Soon dispersion polymerization was being investigated as an alternate method for
preparing monodisperse PS and PMMA latexes in the 1 - 10 rom size range in a single
step [8]. The earlier work had shown that indeed micron size PMMA particles could be
produced by dispersion polymerization in petroleum distillates, however, little control
over the particle size was found despite variations in dispersant and initiator levels [7].
This 'control' became the subject of many subsequent studies which expanded the size
range and numbers of polymers that could be prepared in the form of micron-size
monodisperse particles. Many of these studies have also included kinetic data plus other
experimental information with which to infer something about the polymerization
mechanism. As in emulsion polymerization, the heterogeneous nature of the reaction
provides an increased level of complexity which for this system may be seen as being
even greater, as will be shown in the following sections.

This paper will focus primarily on the developments in the understanding of
dispersion polymerization as furthered by efforts to prepare micron-size monodisperse
polymer particles primarily in polar media. Much of this will come by extension from
the earlier works and by analogy with recent advances in the understanding of emulsion
polymerization.
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3. Mechanism of Free Radical Dispersion Polymerization

Stated simply, dispersion polymerization is a process by which stable colloidal polymer
particles are formed in a continuous liquid medium through polymerization of a
monomer (or monomers) which is completely miscible with this medium and in which
a 'stabilizer' has been initially dissolved. Emulsion polymerization might similarly be
described by replacing the expression in italics with dispersed in this medium. The
complexity underlying this simplistic description quickly becomes evident when
examining the individual physical and chemical processes which together must be taken
into account to understand how the entire process is controlled. By far, nucleation is the
most ill understood and yet most important process in dispersion polymerization.

The chemical reactions are those which take place in most free radical
polymerizations which include decomposition of the initiator species, initiation,
propagation, termination, and transfer. Initially, these will all occur in the medium (as
in solution polymerization) but with the appearance of polymer particles will occur to
varying extents in both phases depending on the partitioning of the various species.
This partitioning is largely controlled by the nature of the medium which also controls
much of the physical processes which occur in dispersion polymerization. These include
those phenomena which affect both the nucleation and growth of the polymer particles:
(1) formation of particle nuclei; (2) adsorption/desorption of stabilizer; (3) flocculation
of nuclei; (4) adsorption/desorption of oligomers (dead or as free radicals); and (5)
diffusion limited termination and propagation in the polymer particles.

The following sections will concentrate on how the choice of experimental variables
affects the formation of particles in dispersion polymerization.

3.1. PARTICLE NUCLEATION

The mechanism of particle formation in dispersion polymerization is subject to
uncertainty because, as in emulsion polymerization, it must be inferred from
experimental data which do not directly monitor the nucleation process at the molecular
level. No one has witnessed the growth of the polymer chains which lead to the
formation of particles. The theories of nucleation are largely based on polymerization
kinetics, particle size, and molecular weight data gained in the early stages of the
reaction with additional evidence provided by more detailed analyses of the species in the
medium and associated with the particles. In addition, much of the mechanistic
understanding has been gained by extrapolation from its nearest neighbors, namely
precipitation polymerization and emulsion polymerization (particularly for highly water­
soluble monomers and systems employing surfactants below their cmc's)

Much more is known about how to make specific polymer particles in specific sizes
than is understood about why certain conditions 'work' while others do not. Recipes for
preparing a wide variety of monodisperse polymer particles in the micron size range by
dispersion polymerization are available in the literature. These recipes have been
developed largely in an empirical fashion where the choice of system components have
been guided not only by the requirements of the product but the limitations of the
process and the current understanding of what controls it. The particle size and its
distribution are known to be affected by: (1) the monomer and its concentration; (2) the
medium; (3) the amount and type of the stabilizer(s); (4) the initiator and its
concentration; and (5) the temperature of the reaction. The limitations on the process
include: (1) the monomer must be sufficiently soluble in the medium such that no
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separate monomer phase exists over the range of concentrations (and temperatures) used;
(2) the polymer formed must be sufficiently insoluble in the medium such that it is
almost completely found in the polymer particle phase; (3) the stabilizer must be
soluble in the medium and yet find its way to the surface of the particles to effect
stabilization; and (4) the initiator must be soluble in the medium over the range of
concentrations employed. All of these depend on the medium and what is termed its
'solvency' which can be considered to be one of the most important factors in
understanding the mechanism of nucleation in dispersion polymerization.

disproportionation

particle
1- 10 l1m

R + S·

RP or R + P

8~=d=e=so=rp==ti=on:::::::jj;;:'

"micelle"

3.1.1 Proposed Mechanisms
Various nucleation mechanisms have been proposed to account for the formation of
particles in dispersion polymerization. For monodisperse particles, nucleation is
considered to be complete (Le., no new and stable particles are formed) at a low
conversion (monodispersity is considered to be achieved only by having a long particle
growth stage relative to the nucleation stage). By 1% conversion, particles must be
already over 200 nm in diameter to achieve a final size of 1 f.UIl, the lower limit that is
being considered here. This size is already larger than the latex particles typically
prepared in emulsion polymerizations.

As in any free radical polymerization, the first event is the decomposition of an
initiator species to form free radicals capable of adding monomer units via propagation
reactions. The possible fates of free radicals in a dispersion polymerization are
represented in the schematic presented in Figure 1.

O
0 Q/8/io90
~~~~

Figure 1. Schematic representation of the fate of free radicals in dispersion polymerizations;
words in italics represent physical processes.
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In the absence of absorption (or adsorption) sites (e.g., particles), these radicals (Ro)
can propagate with the monomer, terminate with other radicals or transfer to various
species including the stabilizer. The latter can continue to propagate to form grafted
stabilizer.

Particle nuclei can be formed by: (1) self nucleation where an oligomeric chain
reaches a critical chain length (jcrit) either by propagation or termination (by
combination) whereby it becomes insoluble in the medium and collapses on itself to
form a nucleus which may subsequently be stabilized by adsorbed stabilizer; (2)
aggregative nucleation where the oligomeric chains, as they grow and increase in
number, associate with each other to form an insoluble aggregate or nucleus which can
also be stabilized by adsorbed stabilizer; (3) micellar nucleation only if the stabilizer
does form some type of micelle or pseudo-micelle in the medium; this mechanism has
been largely discounted in dispersion polymerization since the monomer is available in
high concentrations in the medium; or (4) coagulative nucleation where the nuclei
formed by any of the preceding mechanisms coagulate and coalesce with each other
(homoflocculation); after nucleation has ceased these may continue to flocculate with the
existing particles (heteroflocculation). This mechanism is similar to homugeneous/
coagulative nucleation as used to describe certain emulsion polymerizations (particularly
for reactions without surfactant or where it is used in concentrations below its ernc, and
in the case of highly water-soluble monomers) [9].

Nuclei formation is a function of all the polymerization parameters. The critical
chain lengths for precipitation or aggregation are determined by the solvency of the
medium (monomer plus solvent) and the nature of the polymer. The rate of nuclei
formation is controlled by the number (concentration) and growth rate of the oligomeric
chains which are determined by the initiation, propagation, termination, and transfer
rates (in the absence of particles which can adsorb these oligomers). Stabilization of
particles is determined by the rate and extent of adsorption of the stabilizer (and its
efficiency in stabilization) which itself is a function of the solvency of the medium and
the nature of the polymer onto which it is adsorbing. In addition, in cases where
homopolymers are used as stabilizer, grafting of the stabilizer is often reported as either
an additional or essential mechanism for providing stability to the particles. Particle
nucleation ceases when any radicals being produced no longer result in the formation of
stable particles but instead are either adsorbed by existing particles in the form of
growing oligomers, form dead polymer (adsorbed or soluble in the medium), or
precipitate on the particles as unstable nuclei.
3.1.2 Effect of Solvency of the Medium
The medium consists of a reactive component, namely the monomer(s), and a non­
reactive component which itself may contain more than one component (e.g.,
alcohol/water). In most cases, the monomer is a good solvent for its own polymer and
thus its mixture with the other components must still provide for the insolubility of the
polymer. Often the choice of the solvent is optimized by trial and error to suit a specific
monomer/polymer/stabilizer system in order to achieve conditions suitable for preparing
micron-size monodisperse particles of controlled size and in a reproducible fashion. As
an illustration, recipes used to produce monodisperse PS [10], PMMA [11], and PBA
(poly(n-butyl acrylate» [12] have employed ethanol (EtOH), methanol (MeOH), and
MeOH/H20 (90/10 wt/wt) as the non-reactive components in the medium, respectively,
in combination with poly(vinyl pyrrolidone) (PVP) as stabilizer, and 2,2' -azobis
(isobutryonitrile) (AIBN) as initiator. These represent extensions and expansions on
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previous work by Almog et al. using similar conditions for preparing monodisperse PS
and PMMA [8].

Solubility Parameters. Based on much experimental evidence, the general observation is
that the particle size increases with increasing solvency of the medium for the polymer.
This has often been seen by simply increasing the amount of monomer in a given
reaction, the increased solvency being the chief reason for the increased size. In attempts
to quantify the effect of solvency on the resulting particle size, a number of authors have
tried to find correlations between the particle size and the difference in solubility
parameters of the polymer and the medium [8, 13]. Indeed some correlations have been
found particularly within given systems (i.e., same initiator, stabilizer, and monomer),
however, extensions to vastly different solvents or monomers have not correlated as well
by simply using solubility parameters [14].

A second critical interaction is between the stabilizer and the medium. Paine used the
three dimensional Hansen solubility parameters to correlate the particle size of
polystyrene particles produced by dispersion polymerization in polar solvents using
hydroxypropyl cellulose (HPC) as stabilizer [15]. Notable among his findings was that
the largest particles were produced in solvents where the polarity and hydrogen bonding
terms of the Hansen parameter were the closest to that of the HPC and not polystyrene.
His conclusion from this was that the HPC was more the controlling factor in
determining particle size in these dispersion polymerizations; the difference in the
solubility properties of the polymer and the stabilizer should be sufficient to allow
control of the particle size through adjustment of the solubility of the medium. Finally,
Paine was also able to show that if all three Hansen solubility parameters were matched
by using various solvent combinations, the same particle size resulted.

Viscosity. The viscosity of a polymer solution is not only a function of the molecular
weight and concentration of the polymer but also the configuration of the polymer in
solution which is determined by the interaction of the polymer with the medium
(solvency). In an effort to reconcile differences found in the dispersion polymerization of
n-butyl acrylate in MeOHIH20 and EtOHIH20 systems using PVP as stabilizer,
solution viscosities were measured at two shear rates as a function of the percent alcohol
in the alcohoUwater mixture [12]. The results, illustrated in Figure 2, show a number of
important differences. First, it should be noted that conditions suitable for dispersion
polymerizations are indicated for each system by the horizontal arrows (i.e., limits were
established by required solubilities of BA monomer and limited solubilities of PBA
polymer). Two series of dispersion polymerizations were run at 70/30 EtOH/H20 and
90/10 MeOH/H 20 (indicated by the vertical dashed lines). Poor stability and
reproducibility were found for the former reactions with particle sizes in the range of 1
to 2 11m while good stability and reproducibility were indicated for polymerizations in
the MeOHlH20 medium with monodisperse particles ranging from 1 to 5 11m being
obtained by varying the stabilizer and initiator levels. These results are at least partly
explained by the difference in the conformation of the stabilizer in the medium and its
ability to adsorb on the flocculating nuclei to provide stability. In the EtOH/H20
system, the high viscosity and shear thinning indicate that the stabilizer molecules are
well solvated (expanded) by the medium and that the molecules entangle to some extent.
These would not be expected to have as strong an affinity for the resulting polymer
particles as in the MeOHJH20 system where the stabilizer molecules are more coiled in
solution and do not appear to interact with each other (no shear thinning). In this case,
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their adsorption onto the PBA particles would be expected to be even greater than in a
comparable aqueous phase system. (It should be noted that PVP has also been used
successfully to stabilize large-particle-size latexes in seeded emulsion polymerizations of
styrene [5].) These results may also help to explain why methanol proved to be a better
medium than ethanol for the dispersion polymerization of MMA [11].
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Figure 2. Solution viscosities of 1% PYP K-90 solutions in alcohol/water media.

3.1.3 Effect of Stabilizer
As alluded to earlier, the stabilizer plays a crucial role in the formation of stable
particles in dispersion polymerization, often being used as the primary means of
controlling the resulting particle size. The stabilizer is typically an amphipathic
polymer which is able to adsorb onto the surface of the particles imparting stabilization
via the steric mechanism. Block and graft copolymers are often used in dispersion
polymerizations where, by definition, one segment favors the medium and the other the
particle surface. Another category of stabilizer has been termed a graft copolymer
precursor; in this case, the monomer in the dispersion polymerization grafts onto the
stabilizer during the polymerization whereby it can become incorporated chemically or
physically on the surface of the polymer particles.

Yet another type of stabilizer is the homopolymer which can adsorb onto the surface
of the particles being in equilibrium with that dissolved in the medium; the true nature
of this stabilization has been subject to debate, however. An example of this is the use
of PVP as stabilizer. This homopolymer has found extensive use in stabilization
systems in both aqueous [5] and non-aqueous (polar) media [8, 10-12, 17, 18]. In
addition, it has been used in combination with other stabilizers such as Aerosol OT
(sodium dioctyl sulfosuccinate) [10, 12], Triton N-57 (nonyl phenyl polyether alcohol)
[10, 16], and Aliquat 336 (methyl tricaprylyl ammonium chloride) [8]. To illustrate the
effect of the concentration of PVP on the resulting particles, a compilation of some
results for the dispersion polymerization of three different monomers are presented in
Figure 3.
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Figure 3. Log-log plots of particle diameter (left) and number of particles (right) as a function of the
stabilizer concentration for three monomer systems. (n represents the slope of the regression analysis.)

The same data are represented here in two ways, as particle diameter (left) and
number of particles (right) as a function of the stabilizer concentration, Both are log-log
plots, the former being typical of those presented in dispersion polymerization
publications while the latter is more often used to present results of emulsion
polymerizations. The slopes (n), obtained by regression analysis and given in the
parenthesis, represent the power dependencies (D oc [S]O, Np oc [S]"). These results were
all obtained in the same laboratory and yet illustrate the variation in recipe conditions
that are used to obtain monodisperse micron-size particles from different monomers,
namely, styrene [10], methyl methacrylate [11], and n-butyl acrylate [12]. The same two
molecular weight PVP's were used in all three of these studies. The general results are
that the particle size decreased with both increasing concentration and molecular weight
of the stabilizer. Note that the concentration is represented as weight percent and not a
molar concentration which indicates that fewer molecules of the higher molecular weight
PVP (PVP K-90, average molecular weight of 360,000) are required to stabilize smaller
and thus more numerous particles than the lower molecular weight (PVP K-30, average
molecular weight of 40,000). This may be indicative of the stronger adsorption of the
higher molecular weight polymer leading to greater numbers of particles. Further
comparisons are difficult when one notes the other differences in the conditions of these
polymerizations as described in Table 1. As can be seen, no set of conditions is
duplicated in these polymerizations. Suffice it to say that optimization of recipes for
preparing micron-size monodisperse particles will often preclude a direct comparison of
results, at least without much more in-depth knowledge of the interaction leading to
such conditions being established.

Evidence for grafting onto the stabilizer has been presented for several systems.
Material balances on the stabilizer [11], the ability of the dissolved polymer recovered
from cleaned dispersion particles to be redispersed as stable colloids [19, 20], and
electron microscope examination of the surface and interior of the particles [20], among
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TABLE 1. Comparison of reaction conditions for preparing micron-size monodisperse particles via
dispersion polymerization

70·C 12
55·C 11
70·C 10

Temperature Reference
none
none

AerosolOT

CostabihzerMedium
MeOHIHzO i

MeOH
EtOH

BA
MMA

Styrene

Monomer

i 90/10 wtlwt
2 4,4' azobis(4-cyanopentanoic acid)
3 2,2' azobis(isobutyronitrile)

other methods, have all provided indirect evidence for grafting onto stabilizers which
includes not only PVP but also poly(acrylic acid) (PAA) and HPC. Although this
evidence is compelling, the adsorption mechanism of stabilization cannot be discounted.
It is more likely that both of these mechanisms playa role in the stabilization of the
particles. It should be noted that a similar mechanism has been proposed for the
emulsion polymerization of vinyl acetate in the presence of poly(vinyl alcohol)
polymeric stabilizer. Evidence for significant grafting has been found for this system as
well [21].

3.1.4 Effect of Initiator
Nucleation in dispersion polymerization is expected to be affected by the rate of
production of free radicals in the medium as determined by the concentration and the
decomposition rate of the initiator. In emulsion polymerization, an increase in the
initiator concentration typically leads to an increase in the number of particles, more
radicals nucleating more particles via either micellar or homogeneous/coagulative
mechanisms. However, in dispersion polymerization, the opposite trend has been
reported, i.e., increased initiator producing fewer particles. This result is not universal,
however, as illustrated by the results compiled in Figure 4 for the same systems reported
in Figure 3. Both PMMA and PS particles increase in size (Figure 4, left) and decrease
in number (Figure 4, right) with increasing AIBN concentration. However, the number
of PBA particles produced has a slight but positive dependence on the initiator
concentration. Again note that the polymerization conditions are not identical for each of
these series as noted in Table 1 (AlBN used in all reactions); in addition, PVP K-30 was
used to prepare the PMMA and PS particles while PVP K-90 was used in the BA
polymerizations which can account for the greater numbers of particles but not the trend.

How can the above results be reconciled with the proposed nucleation mechanisms
in dispersion polymerization? A number of authors have offered qualitative explanations
for the seemingly paradoxical result of decreasing particle number with increasing
initiator concentration. In fact, this phenomenon has also been reported for the emulsion
polymerization of vinyl acetate using sodium persulfate as initiator and a reactive
surfactant (sodium dodecyl allyl sulfosuccinate) as stabilizer where the dependency of the
number of particles on the initiator concentration ranged from -0.21 to -0.41 depending
on the surfactant level [22]. Although, the cause of this was not investigated, it was
tentatively attributed to an electrolyte effect causing destabilization of the particles. Of
course, this cannot explain the results reported above. The most popular explanation for
this phenomenon is that by increasing the radical production rate, the average molecular
weight of the polymer formed in the medium is decreased by termination reactions
which subsequently reduces the number of chains which either aggregate or grow long
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enough to form nuclei thus reducing the number of particles [8, 23 - 25]. Two other
variations on this reasoning have also been offered: (1) lower molecular weight grafts are
formed on the stabilizer (for the same reasons) which make it more soluble in the
medium and thus not as effective a stabilizer [16]; and (2) more chain transfer involving
the initiator occurs with more radicals being produced, lowering the number of nuclei
formed [26]. Another explanation which differs significantly from the preceding ones is
that there is a competition between limited aggregation of nuclei and the adsorption (and
subsequent stabilization) by the stabilizer; smaller particles are favored by faster
adsorption of stabilizer and slower production of oligomers which form the nuclei [10].
Thus, lower initiator concentrations produce smaller and more numerous particles.
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Figure 4. Log-log plots of particle diameter (left) and number of particles (right) as a function of the initiator
(AIBN) concentration for three monomer systems. (n represents the slope of the regression analysis).

Additional outside evidence which might shed more light on this phenomenon
comes from results reported for anionic dispersion polymerizations of styrene in hexane
[27]. In this case, the particle size (3 - 5 mm) was also found to increase with increasing
initiator (sec-butyllithium) concentration (and also decreasing stabilizer (diblock
copolymer of styrene and butadiene) concentration); D 0<: [1]0.22, Np 0<: [lrO.67. In these
polymerizations, all chains are initiated at the same time and are not terminated as in
free radical polymerization. These chains grow simultaneously to nearly the same final
molecular weight (104

- 105 g/mot). Chain aggregation and flocculation of nuclei are
also considered to be the mechanism of nucleation operative in this system. These
results would tend to support the last explanation given above since the number of
chains growing beyond their jcrit are not reduced by termination reactions.

Still, the reason for the different dependencies in Figure 4 is not clear. The relative
rates of the various physical and chemical processes must be understood more fully to
characterize this behavior.
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4. Kinetics of Dispersion Polymerization

To varying degrees, polymerization takes place in both the continuous phase and
particle phase in any dispersion polymerization system. The extent to which each of
these occurs depends on the partitioning of the monomer and free radicals between these
phases. And this partitioning is a function of variables mentioned previously,
particularly the solvency of the medium and the nature of the monomer/polymer system.
Therefore, the reaction kinetics is a combination of solution polymerization and
polymerization inside swollen polymer particles. The latter often becomes more
important for polymers in which the gel effect is notable which can increase the rate
substantially over solution kinetics.

During the nucleation stage of a dispersion polymerization, the kinetics begin as in
a solution polymerization, the rate depending on the number of free radicals, the
monomer concentration, and the reaction temperature. As particles are formed, the
partitioning described above determines the relative rates of polymerization in the two
phases. This partitioning of monomer, solvent, initiator, and free radicals are largely
governed by thermodynamics. Indeed, a thermodynamic model for the partitioning, based
on Flory-Huggins theory [28] as extended by Morton et al. [29], was successfully
applied to the dispersion polymerization of styrene in ethanol [30]. This work showed
that the monomer concentration in the two phases decreased throughout the reaction,
although the relative concentrations in the particles and the medium (partition
coefficient) increased slightly from about 0.85 to 1.1. (It should be noted that the
ethanol also partitions into the particles to a small degree.) The fraction of polymer in
the particles was initially about 0.7 and increased with conversion. This high and
increasing polymer content led to an increase in the polymerization rate as the
termination rate decreased. These kinetics resemble the pseudo-bulk region in emulsion
polymerization where the rate has little if any dependence on the particle size since they
are so large and can accommodate many radicals. Therefore, the rate of reaction generally
lies in between that of solution and emulsion polymerization. This effect is also seen in
the molecular weights which also increase with conversion and lie between these two
types of polymerization.

The phenomena described above are highly dependent on the choice of system
components which can vary significantly, making it risky to generalize about the
kinetics of dispersion polymerization.

5. Variety in Dispersion Polymerization

As illustrated earlier, the difficulty in comparing results, even from the same
laboratory, stems from the variability in the experimental conditions either chosen or
required for preparing micron-size monodisperse particles. Although this is not unique to
dispersion polymerization, the added dimension of the medium (in contrast to emulsion
polymerization) and its affect on the polymerization process greatly complicates any
comparison.

Over the past fifteen years, styrene has been the mostly widely used monomer for
studying dispersion polymerizations, as well as emulsion polymerizations. Reactions
are typically run in polar media which might comprise a pure alcohol (CH30H to
CIOOH) or may contain either a more polar (e.g., H20) or less polar component, these
being added to control the size and monodispersity of the particles. Monomer levels
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range from under 5% to 50%. Three stabilizers have been most popular: PVP, HPC, and
PAA (all varying in molecular weight). Costabilizers (e.g., Aerosol OT, Aliquat 336,
Triton N57) mayor may not be used. Other stabilizers include macromonomers (e.g.,
methacryloyl terminated poly(ethylene glycol) [31]) which copolymerize with the
monomer and chain transfer agents (e.g., CHiOCH2CH2)1I3-)C)CH2SH [32]) onto which
the monomer grafts. Initiators are typically peroxides (BPO) or an azo type (AIBN,
AMBN, ADVN, ACPA). Temperatures range from 55°C to 80°C. Particles typically
achieve sizes up to 10 mm.

Styrene has also been popular for performing dispersion copolymerizations with
monomers such as divinyl benzene [10,17], butadiene [18], n-butyl acrylate [33], and
butyl methacrylate [13, 34].

Methyl methacrylate is the next most popular monomer to study, stemming
initially from the early work at ICI [1]. Block copolymers (e.g., polystyrene-poly­
dimethylsiloxane [35]) and graft copolymers (e.g., poly(l2-hydroxy stearic acid)-g­
PMMA [36]) have continued to be used as stabilizers in hydrocarbon media (e.g.,
alkanes). In addition, homopolymers (e.g., polyisobutylene) in mixed solvents (e.g.,
CCli2,2,4-trimethylpentane) have been used to make monodisperse particles up to 13
mm [37]. Alcohols (CH30H) have been used in a more limited way, paralleling work in
polystyrene using PVP as stabilizer [8, 11].

A number of other polymers have been synthesized by this technique including:
poly(N-vinyl formamide) [38], poly(l-methacryloxybenzotriazole) [39], poly(butyl-2­
cyanoacrylate) [40], polyacrolein [41], polyacrylonitrile [42], polychloromethylstyrene
[43], polypyrrole [44], and glycidyl methacrylate copolymers [45].

Other areas of interest include the preparation of structured particles by dispersion
polymerization or seeded dispersion polymerization (this has largely been accomplished
by first preparing particles via dispersion polymerization and then replacing the medium
with water, followed by seeded emulsion polymerization [46, 47]). In a more 'exotic'
process, dispersion polymerizations have been conducted in supercritical CO2, this
requiring design of different stabilizers such as poly(l, I-dihydroperfluorooctyl acrylate)
[48]. All of these examples serve to illustrate the ongoing interest and potential for
further developments in dispersion polymerization.

6. Prospects

Based on the preceding, dispersion polymerization appears to be firmly entrenched as a
means of preparing micron-size monodisperse polymer particles. The variety of these
particles is expected to expand into many areas of specialty application. On the other
hand, much work is still required on even the 'simplest' systems (e.g., styrene) to gain a
more fundamental understanding of the mechanisms of particle formation and growth,
and how these are affected by the various process variables. Mathematical modeling of
dispersion polymerization holds promise as one avenue for increasing this understanding
as illustrated by several recent efforts to model various aspects of the process [30, 49,
50].
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1. Introduction

Metallocene catalysts are organometallic coordination compoWlds in which one or two
cyclopentadienyl rings or substituted cyclopentadienyl rings are bonded to a central
transition metal atom, as shown in Figure 1. The nature and number of the rings m
substituents (S), the type of transition metal (M) and its substituents (R), the type of
the bridge, if present, and the cocatalyst type determine the catalytic behaviour of these
organometallic compounds towards the polymerization of linear and cyclic olefins m
diolefms.

s
I

M : transition metal ot groups 4b, 5b or 6b
R : hydrocarbyl, alkylidene, halogen radicals
S: hydrogen, hydrocarbyl radicals
B: alkylene, alkyl radicals, heteroatom groups

Figure 1. Generic structure of a metallocene catalyst

The importance of these new catalytic systems is revealed by the number of patents
issued in this field since 1980. It has been reported that 179 metallocene patents have
been granted in the U.S. in 1995 [1]. Currently, there are five review articles published
in the literature on metallocene catalysts [2-6J. These review papers cover metallocene
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catalyst synthesis, nature of active sites, polymerization conditions and mechanisms,
patent literature, and polymerization reactor engineering.

What is so great about metallocene catalysts? In brief, metallocene catalysts have
excellent: (1) Polymer microstructure control - metallocene catalysts can produce
polymer with narrow distributions of molecular weight, chemical composition, m
stereoregularity. (2) Catalytic activity - metallocene catalysts have very high activities
and therefore are adequate for the production of commodity polymers. (3) Versatility ­
metallocene catalysts can prodoce several different types of polymers with enhanced or
entirely novel properties. (4) Compatibility - metallocene catalysts can be used in
existing polymer manufacturing processes with minimal modifications.
In this article we will describe the leading features of metallocene catalysts m
polymerization processes, focusing in their improved ability of polymer microstructure
control.

2. Comparison of Conventional Ziegler-Natta and Metallocene
Catalysts

Metallocene catalysts have been used mainly for the synthesis of polyolefms, and are
therefore seen as complementary (and possible substitute) to conventional Ziegler-Natta
catalysts. In its broadest defmition, Ziegler-Natta catalysts are composed of a transition
metal salt of metals of group IV to VIII (known as the catalyst) and a metal alkyl of a
base metal of groups I to III (known as the cocatalyst or activator). For industrial use,
most Ziegler-Natta catalysts are based on titanium salts and aluminum alkyls. Several
industrial processes using a variety of reactor types (monomer bulk-slurry, diluent­
slurry, gas-phase fluidized-bed, gas-phase stirred-bed, loop reactor, solution) exist today
for the production of polyolefins using these catalysts.

The most important innovations introduced in the manufacture of polyolefins with
Ziegler-Natta catalysts were the synthesis of linear high-density polyethylene (HOPE),
the copolymerization of ethylene and a-olefins to produce linear low-density
polyethylene (LLDPE), and the production of highly isotactic and syndiotactic
polypropylene. HOPE has few or no short chain branches and no long chain branches,
and because of its greater rigidity, it is used in structural applications. Copolymerization
of ethylene with a-olefins disrupts the order of the linear polyethylene chain by
introducing comonomer units that form short chain branches. As a consequence, the
density, crystallinity, and rigidity of the polymer is decreased. By varying the amount
and type of a-olefm, the type of catalyst, and the polymerization conditions, one can
produce several grades of copolymers to meet specific market demands. LLDPE shares
the market with high-pressure low-density polyethylene (HP-LDPE) produced by free­
radical processes. Both HP-LDPE and LLDPE are used predominantly for manufacture of
films.

Several types of Ziegler-Natta catalysts are stereospecific, i.e., the insertion of
asymmetric monomers into the growing polymer chain in a given orientation is
favoured over all other possible orientations. This characteristic of Ziegler-Natta
catalysts permitted for the frrst time the production of highly isotactic and syndiotactic
polypropylene. Isotactic polypropylene is used in several injection molding m
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extrusion processes due to its excellent rigidity, toughness, and temperature resistance.
Only atactic polypropylene of low molecular weight, which has little commercial value,
is obtained in free-radical polymerization.

Most industrial processes today utilize heterogeneous Ziegler-Natta catalysts.
Conventional soluble Ziegler-Natta catalysts have not found widespread industrial
applications, mainly because of insufficient catalytic stability and stereochemical
control. Important exceptions are some vanadium-based systems for the production of
ethylene-propylene copolymers and ethylene-propylene-diene terpolymers [7,8] m
syndiotactic polypropylene [9].

Polyolefins made with heterogeneous Ziegler-Natta catalysts have a polydispersity
index for molecular weight distribution significantly greater than the theoretical value of
two and non-uniform stereoregularity and copolymer composition (the chemical
composition of LLDPE, as measured by temperature rising elution fractionation is
generally bimodal [10]).

The non-uniformity of polymer made with Ziegler-Natta catalysts has been linked to
the presence of multiple site types on their surface and also to intraparticle mass and heat
transfer resistances during polymerization, but it is generally accepted that the presence
of multiple site types is the dominating mechanism [11]" In this way, the whole
polymer is considered to be a microscopic blend of chains with different average
properties made on each site type. In fact, it has been claimed that the nature of these
active sites can be inferred from the analysis of the molecular weight and chemical
composition distributions of the produced polymer [12-14].

One of the main reasons why metallocene catalysts are considered by some to be
revolutionizing the polyolefins production technology is the fact that they can make
polymer with narrow distributions of molecular weight and chemical composition, as
illustrated schematically in Figures 2 and 3. When compared to heterogeneous Ziegler­
Natta catalysts, metallocene catalysts have a much better control over polymer
microstructure, and therefore can produce polymer with well-defmed mechanical m
rheological properties. Additionally, it is possible to combine different types of
metallocene catalysts to design the molecular weight and composition distributions of
polymers [15], and from the knowledge of structure-property relationships, produce
polymer with properties to match specific market demands.
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3. Types of Metallocene Catalysts

One of the fIrst researchers to use metallocene catalysts for polymerization were Breslow
and Newburg [16]. They used soluble bis(cyclopentadienyl)titanium derivatives aoo
alkylaluminums for ethylene polymerization. Several other researchers followed this
original work, using the same catalytic system or modifIcations of that system,
including G. Natta [16]. However, these catalytic systems had low activity and stability
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for the polymerization of ethylene and produced only low molecular weight
polyethylene. Additionally, they were not active for propylene polymerization [17].

It was noticed later that the activity of metallocene/alkylaluminum catalysts could
be significantly increased by the controlled addition of water to the polymerization
reactor [18]. This enhanced activity was attributed to the reaction between water m
alkylaluminum to form alkylaluminoxane. This single discovery led to the development
of an entirely new class of soluble catalytic systems that are today the most promising
branch of Ziegler-Natta catalysis.

3.1. ALUMINOXANES

The type of aluminoxane has a marlced influence on the efficiency of a
metallocene/aluminoxane catalytic system. Methylaluminoxane (MAO) is generally
more effective as a cocatalyst than other aluminoxanes such as ethylaluminoxane (EAO)
and isobutylaluminoxane (IBAO) [19]. More remarkably, the catalytic activity of the
metallocene complex is directly proportional to the degree of oligomerization of the
aluminoxane [18]. Additionally, for most homogeneous metallocene catalysts, a large
excess of aluminoxane is required for the polymerization to reach its optimum value.
Aluminum/transition metal ratios varying from 1,000 to 50,000 are commonly reported
in the literature.

Despite its marked influence in catalytic performance, the exact role of the
aluminoxane component is not known precisely. Experimental evidence seem to indicate
that besides acting as an alkylation agent and impurity scavengers, aluminoxanes are
involved in the formation of active sites and in the prevention of their deactivation by
bimolecular processes. More recently, due to the discovery of aluminoxane-free cationic
metallocene complexes it has been proposed that the aluminoxane may be involved in
the production of the cationic active site and in the stabilization of the anion [20,21].

The exact structure of aluminoxanes is still a matter of controversy. They
supposedly exist as a mixture of different cyclic or linear oligomers with degree of
oligomerization commonly varying from six to twenty. Some recent experimental
evident suggest that MAO can also have a three-dimensional, open cage structure. Redly
and Sivaram [4] recently published an extensive review of techniques for the synthesis of
aluminoxanes.

3.2. NON-STEREOSPECIFIC METALLOCENES

The most commonly used catalysts for polyethylene production are achiral
cyclopentadienyl derivatives of zirconium, titanium, and hafnium. Titanium and hafnium
catalysts show a smaller activity and are less stable at temperatures above 50°C than
zirconocenes[19]. These catalysts are capable of producing polyethylene with activities as
high as 40,000 kg of polyethylene (g Zr.ht1 for bis(cyclopentadienyl)zirconium
dichloridelMAO (Cp2ZrCI2IMAO) at a polymerization temperature of 95°C and ethylene
pressure of 8xlOs Pa [22]. Catalytic activity is a strong function of the
aluminum/transition metal ratio [23]. The catalytic activity of Cp2ZrCl2IMAO for
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ethylene polymerization increases steadily from 0.25 kg polyethylene (g Zr.h.Pat l to
4.8 kg polyethylene (g Zr.h.Pat1 by varying the aluminum/zirconium ratio from 1,070
to 46,000.

The molecular weight of polymer made with CpzZrCliMAO is very sensitive to
temperature, ranging from 1,000,000 at 0 DC to 1,000 at 100 DC [18]. Most soluble
metallocene catalysts show the same relation between molecular weight axl
polymerization temperature, presumably due to an intensification of ~-hydride

elimination with increasing temperature. At polymerization temperatures below -20 DC,
transfer reactions are so reduced that the molecular weight becomes only a function of
polymerization time, thus behaving as in a living polymerization system [25].

Hydrogen is an efficient chain transfer agent when used with metallocene catalysts.
However, contrary to what is observed with conventional Ziegler-Natta catalysts, only
traces of hydrogen are necessary to significantly reduce the molecular weight of the
polymer. The presence of hydrogen also lowers the activity of CPzZrCliMAO system
[26], but this effect is reversible; removal of hydrogen results in a increase of the
polymerization rate to its original value. Hydrogen also have a reversible effect (increase
or decrease, depending on the catalytic system used) on the rate of polymerization with
conventional Ziegler-Natta catalysts [27].

Achiral metallocene catalysts have also been used to produce olefin copolymers. The
most remarkable property of these catalysts when used for copolymerization is their
ability to produce copolymers with narrower chemical composition distribution than the
ones produced with heterogeneous Ziegler-Natta catalysts. This permits an improved
control of copolymer composition and it is also essential for the production of
elastomers free of crystallinity. Additionally, metallocene catalysts can produce
copolymers with almost random incorporation of comonomers, which results in a
maximum decrease in polymer crystallinity for a given amount of comonomer
incorporation, a desirable feature for the synthesis of elastomers.

Non-stereospecific metallocenes are also active for the polymerization of propylene,
but only atactic polypropylene is formed.

3.3. STEREOSPECIFIC METALLOCENES

By the appropriate selection of metallocene catalysts, it is possible to produce
polypropylene with different chain microstructures. Polypropylene with atactic,
isotactic, isotactic-stereoblock, atactic-stereoblock and hemiisotactic configurations have
been produced with metallocene catalysts (Figure 4). It is also possible to synthesize
polypropylene chains that have optical activity, by using only one of the enantiomeric
forms of the catalyst [25].
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According to Fierro et ai. [28], C2 symmetric precursors are necessary to obtain a
catalyst for isospecific polymerization, and C, symmetric precursors to produce a catalyst
for syndiospecific polymerization. Asymmetric precursors can be used to synthesize
metallocene catalysts that produce hemiisotactic and isotactic-stereoblock polypropylene.

Ewen [29] was the first to report the synthesis of isotactic polypropylene with
bis(cyclopentadienyl)titanium diphenyl (Cp2TiPh) and MAO, am
ethylenebis(indenyl)titanium dichloride (Et(Ind)2TiCl) and MAO. Et(Ind)2TiCI2 was
produced as a mixture of 56% racemic and 44% meso forms. Of the total polypropylene
produced, 63% was isotactic, and the mechanism of monomer insertion was site­
controlled. The meso form of the catalyst produced the 37% atactic polymer fraction.

The bridge extending between the two indenyl rings imparts stereorigidity to the
metallocene complex, preventing the rotation of the rings about their coordination axes.
The spatial arrangement of the chiral racemic isomeric form favours the coordination of
propylene molecules in such a way as to produce mainly isotactic chains. For the meso
form, both monomer orientations are equally favoured and therefore only atactic chains
are formed.

The first stereospecific metallocene catalysts could only produce polymer with low
molecular weight, and although they could polymerize propylene with high degree of
isotacticity (as measured by 13C NMR) several regio-irregularities. such as 2-1 and 1-3
insertions, were detected in the chains. Consequently, these polypropylene resins had a
melting temperature (Tm) significantly smaller than the ones of polypropylene resins
made with heterogeneous Ziegler-Natta catalysts [30]. Catalysts for the production of
polypropylene has evolved considerably and today it is possible to synthesize
polypropylene with high molecular weight averages and high Tm' Figure 5 illustrates the
evolution of metallocene catalysts for the production of polypropylene.
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3.5. SUPPORTED METALLOCENE CATALYSTS

Since most of the conventional Ziegler-Natta polyolefin industrial plants are designed to
use heterogeneous catalysts (with exception of EPDM plants that use soluble vanadium­
based catalysts), the commercial application of soluble metallocene catalysts would
require the design of new plants or the adaptation of existing ones to operate with
soluble catalysts. One way of overcoming this problem is by supporting the
metallocene catalyst on a "inert" carrier, hopefully without significantly losing its
catalytic activity, stereochemical control, and ability to make polymer with narrow
molecular weight and chemical composition distributions and, when desired, long chain
branching.

Metallocenes can be effectively supported on several inorganic oxides, the most
commonly used being Si02, MgCI2• A120 3, MgF2, and CaF2• Polyolefin particles arl
natural polymers such as cellulose have also been used to support metallocene catalysts
[5].

The type of support as well as the technique used for supporting the metallocene arl
MAO have a crucial influence on catalyst behaviour. Several techniques for supporting
metallocenes and MAO have been proposed, such as [34]: (1) Adsorption of MAO onto
the support followed by addition of the metallocene, (2) Immobilization of the
metallocene on the support, followed by contact with MAO in the polymerization
reactor, (3) Immobilization of the metallocene on the support, followed by treatment
with MAO.

By the appropriate choice of supporting conditions, stereo- and regioselectivity can
be improved and transfer reactions can be minimized with consequent production of
polymers with improved regio- and stereoregularity, and higher molecular weights.

Additionally, supported metallocenes usually require smaller aluminum/transition
metal ratios than the equivalent soluble systems and some can be activated in the
absence of aluminoxanes by common alkylaluminums [35-38]. This reduced depeooence
on the presence of aluminoxanes and on high aluminum/transition metal ratios has been
related to a reduction in catalyst deactivation by bimolecular processes due to the
immobility of the active sites on the surface of the support.

Aluminoxanes can be either synthesized separately and then supported on the carrier
or they can be produced in situ by reacting an alkylaluminum directly with the water
adsorbed on the support. Several patents have been issued regarding supporting
technology for metallocene catalysts. For a more detailed description on supporting
techniques, the reader is referred to Soares and Hamielec [5].

Supported multiple-site type catalysts can also be designed to produce polyolefins
with broad molecular weight distribution. Polyolefins with broad molecular weight
distributions are desired for certain applications because of their easier processability. In
a series of patents, Welborn [15] claims that it is possible to produce LLDPE and HDPE
with polydispersity indexes between 2.5 and 100 by combining at least one metallocene,
at least one non-metallocene transition metal compound, an aluminoxane and an
organometallic compound on a support.

The catalytic activity of supported metallocenes is usually inferior to the one of the
equivalent soluble catalyst, probably due to deactivation of catalytic sites or inefficient
production of active sites during the supporting process. Broadening of the molecular
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weight distribution for supported catalysts can also occur under certain supporting
conditions. Although it is generally accepted that this might be caused by the formation
of sites of different types due to support-metallocene interactions, recent experimental
results seems to indicate that mass transfer resistances can play an important role as well
[39].

3.6. CATALYSTS FOR LONG CHAIN BRANCHING FORMATION

The most suitable catalyst types for long chain branch formation appear to be those with
an "open" metal active center, such as the Dow Chemical constrained geometry
catalysts. The active center of these catalysts is based on group IV transition metals that
are covalently bonded to a monocyclopentadienyl ring and bridged with a heteroatom,
forming a constrained cyclic structure with the titanium center (Figure 6). Strong Lewis
acid systems are used to activate the catalyst to a highly effective cationic form. This
geometry allows the titanium center to be more "open" to the addition of ethylene an
higher a-olefins, but also for the addition of vinyl-terminated polymer molecules [40).
A second and very important requirement for the efficient production of polyolefins
containing long chain branches by these catalytic systems is that a high level of 00d
polymer chains with terminal unsaturation be produced continuously during the
polymerization. Hamielec and Soares [6] discussed the reactor engineering requirements
for the optimum formation of long chain branches with these catalytic systems.

Lai et at. [41] presented some remarkable data on the effect of polydispersity on lu/12
(ratio of melt flow indices measured at two different conditions, generally correlated with
shear thinning and breadth of molecular weight distribution for linear polyolefins) for
polyolefins synthesized using classical heterogeneous titanium-based Ziegler-Natta
catalysts and produced with a constrained geometry catalysts. Shear thinning, as
expected, increases as the molecular weight distribution broadens for polyolefins
produced with heterogeneous Ziegler-Natta catalysts. On the other hand, polyolefins
synthesized with constrained geometry catalysts have narrow molecular weight
distribution, with polydispersity near the theoretical value of two for single-site type
catalyst. However, the 110/12 ratio can be increased at almost constant polydispersity, by
increasing the long chain branching frequency. In fact, these authors have shown how to
synthesize polyolefms with narrow molecular weight distribution and sufficient degree of
long chain branching that combines the excellent mechanical properties of polyolefins
with narrow molecular weight distribution (impact properties, tear resistance,
environmental stress cracking resistance, and tensile properties) with the good shear
thinning of linear polyolefins with broad molecular weight distribution. Polyolefins
with narrow molecular weight distribution and containing no long chain branches
generally have poor rheological properties.
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Figure 5. Evolution of metallocene catalysts for polypropylene synthesis

3.4. MAO-FREE SYSTEMS

Cationic metallocenes are catalysts in which the transition metal atom is positively
charged. The metallocene complex is therefore a cation associated with a stable anion.
Cationic metallocenes are prepared by combining at least two components: The ftrst is a
metallocene and the second is an ion exchange compound comprising a cation and a non­
coordinating anion. The cation reacts irreversibly with at least one of the ftrst
component's ligands. The anion must be capable of stabilizing the transition metal
cation complex and must be labile enough to be displaced by the polymerizing
monomer. The relationship of the counterion to the bridged structure control monomer
insertion and isomerization [31). There is now enough experimental evidence to support
the hypothesis that all active center types operative with metallocenes are cationic.

The hypothesis that the catalyst center is polar or ionic is further supported by the
electronic effects observed in some metallocenes of the type (X2CgHs)2ZrCliMAO,
where X can be a chlorine, a hydrogen, or a fluorine atom, or a CH3 or a OCH3 group. It
was observed that, for ethylene polymerization, electron withdrawing atoms such as
fluorine signiftcantly lowered the catalytic activity and molecular weight of the produced
polymer, while electron donors such as CH3 had little influence over the polymerization.
For the case of polypropylene production, electron withdrawing groups reduced
considerably the stereochemical control of the catalysts. This has been related to changes
in the degree of association of the metallocene and the MAO counterion or to the
increase in the strength of the metal-carbon bond between metallocene and ligands
[32,33).
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Figure 6. Constrained geometry catalysts

A suitable cocatalyst specified by Lai et ai. [41] is tris(pentafluorophenyl)borane.
There is no evidence in the literature that methylaluminoxane cocatalysts are suitable
for the synthesis of polyolefins containing long chain branches. It can be speculated
that the presence of methylaluminoxane will promote transfer to aluminum and therefore
produce dead polymer chains with saturated chain-ends, which are unavailable for long
chain branch formation.

4. Mechanisms and Chain Growth Kinetics

Despite intense research activity, no definite, unequivocal polymerization mechanism
has yet been defmed to describe the behaviour ofmetallocene and Ziegler-Natta catalysts.
This is hardly surprising, given the complex nature of the catalytic systems considered:
the catalyst may be soluble or insoluble in the reaction medium, a cocatalyst is
generally required but some catalysts are able to polymerize olefins alone, the monomers
may be liquid or gaseous, electron donors may be present or not, and the polymerization
can take place in gas phase, liquid monomer or suspended in a diluent with various
residence-time distributions. Good reviews on polymerization mechanisms with Ziegler­
Natta catalysts are available in the literature [9,42,43].

It is well established now that the two key steps in Ziegler-Natta and metallocene­
catalyzed polymerizations are the complexation between the monomer and the active
center, followed by insertion into the growing polymer chain. For these mechanisms,
the cocatalyst acts as an alkylating and reducing agent, and polymer growth takes place
via insertion of monomer into the transition metal-carbon bond.

One of the models with the greatest impact on the further development of
monometallic polymerization mechanisms was proposed by Cossee [43]. In this model,
the active site is composed of a transition metal atom having an octahedral
configuration, with four chlorine ligands from the crystal lattice, an alkyl group
introduced by the cocatalyst, and a coordination vacancy [3,5].

In Cossee's model, the polymer chain has to flip back to the position occupied before
the monomer insertion step in order to explain isotacticity. Besides, several important
phenomena, such as monomer reaction orders higher than one and copolymerization rates
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higher than homopolymerization rates of both comonomers can not be explained by
Cossee's model [44]. Because of these shortcomings, several alternative monometallic
models have been proposed based on Cossee's model. There is no agreement about the
general validity of these models, but it is generally accepted that Cossee's model
provides the best representation to date of the leading mechanisms governing Ziegler­
Natta polymerization [45].

Recently a new mechanism has been proposed which can overcome some of the
deficiencies of Cossee's mechanism [44]. This model was called trigger mechanism lIld
involves a two-monomer transition state, where the insertion of a complexed monomer
is triggered by another monomer unit. The main assumptions of this model are: (1) the
monomer site is never free, since a new monomer will enter the site when the monomer
that previously occupied this site is inserted in the growing chain, (2) the insertion step
will not proceed, or will proceed very slowly, in the absence of another monomer unit,
(3) in the transition state, two monomer units interact with each other and with the
transition metal atom. The trigger mechanism is able to predict polymerization rate
dependency upon monomer concentration from first to second order, and increase in
polymerization rate of ethylene upon adding propylene.

Farina et ai. [46] presented a general mechanism for polymerization with
metallocenes catalysts. They pointed out that metallocene catalysts differ from
conventional heterogeneous Ziegler-Natta catalysts because they have two active sites
bound to the same metal atom, allowing the growing chain to shift from one site to the
other. Two mechanisms are proposed for monomer insertion: in the alternating
mechanism, the chain shifts positions between monomer insertions; in the retention
mechanism, the chain always occupies the same position in the active site. Four
statistical insertion models were proposed: (1) alternating mechanism combined with
site control, (2) alternating mechanism combined with site and chain-end control, (3)
alternating and retention mechanisms combined with site control, (4) alternating lIld
retention mechanisms combined with site and chain-end control. Unfortunately no
simulation results were presented.

The most likely long chain branch formation mechanism with metallocene catalyst
systems is terminal branching, a mechanism which has been known in the free-radical
polymerization literature for many years [47]. In free-radical polymerization,
macromonomers (a long chain molecule with a reactive carbon-carbon double-bond at its
end) are generated via termination by disproportionation and via chain transfer to
monomer. With metallocene catalyst systems, the facile ~-hydride elimination reaction
appears to be responsible for in-situ macromonomer formation. Other reaction types,
such as ~-methyl elimination and trans may also generate deOO polymer chains with
terminal unsaturation [48].

It is generally accepted that the most effective macromonomer for addition to the
active center with the generation of a long trifunctional branch is the one with terminal
vinyl unsaturation, probably due to steric effects.
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5. Mathematical Modelling

Mathematical models of polymerization with metallocene catalysts are similar to the
ones for Ziegler-Natta-catalyzed polymerization. Molecular weight averages are
conventionally estimated using the method of the moments. The number average chain
length is expressed as the ratio of the ftrst moment to the zeroth moment of the
molecular weight distribution. Similarly, the mass average chain length is expressed as
the ratio of the second moment to the ftrst moment of the distribution. Higher averages
(z, z+ I, ...) are obtained in a analogous way. Population balances can be derived for the
living and dead polymer chains and solved for the moments of the distribution. In this
way, one does not need to solve the population balances directly, which, for most cases,
requires enormous computational effort.

For the case of steady-state operation (or instantaneous properties), analytical
solutions can be easily derived for these population balances. This approach should be
used whenever possible, because it permits the calculation of the whole distribution of
molecular weights at minimum computational effort. Since several rheological and
mechanical properties of polymers depend upon the whole distribution of molecular
weight, this approach will become increasingly more important as our knowledge of
property-structure relationships increases.

Flory's most probable distribution is simply expressed as [49]:

(1)

where r is the ratio of transfer to propagation rates.
This well known expression can be used to calculate the chain length distribution of

linear homopolymers produced with single-site type metallocene or Ziegler-Natta
catalysts and predicts a theoretical value of two for the polydispersity index.

For the case of multiple-site-type catalysts, Flory's distribution can be applied to
predict the chain lellgth distribution of polymer molecules made on each site type (and
therefore having different values of r). The instantaneous chain length distribution of the
total polymer produced with the catalyst will be a weighted average of the individual
Flory's most probable distributions for each site type:

~r) =I '11 Wi (r)

where m/ is the weight fraction of polymer made on each site type i.
Figure 7 illustrates the predicted chain length distribution of a polymer made with a

three-site-type catalyst as a superposition of individual Flory's most probable chain
length distributions. This model can be used to analyze actual molecular weight
distributions, as obtained by gel permeation chromatography, and to obtain information
about the nature of the active sites present on the catalyst [12,13].

Soares and Hamielec [50] derived a phenomenological model for the chain length
distribution of polymers produced with metallocene catalysts that allow long chain
branching formation via terminal double-bond mechanism and obtained an analytical
solution for the chain length distribution of the populations containing different number
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of long chain branches per polymer molecule. The frequency distribution of chain
length for polymer populations with n long chain branches per chain is given by:

f(r n) = _1_rzn'tZn+l exp(-'t r)
, (2n)!

where, , represents chain length and T is given by:

(3)

(4)

and Rpis the rate of ~-hydrideelimination, Rp is the rate of monomer propagation, RcrA
is the rate of transfer to chain transfer agent, and RLCB is the rate of macromonomer
propagation or long chain branch formation. Notice that equation (3) reduces to Flory's
most probable distribution for linear chains, i.e., when n =O.

Molecular weight averages of copolymers can be easily calculated with the method of
moments by using pseudo-kinetic rate constants, and average copolymer compositions
can be obtained from the relative rate of comonomer polymerization [11,47]. However,
as for the case of homopolymerization, whenever possible it is advantageous to predict
the whole distribution of molecular weight and chemical composition for
copolymerization. For the case of linear chains and binary copolymerization, this
instantaneous bivariate distribution is given by Stockmayer's distribution [51].

Stockmayer's bivariate distribution is given by the expression:

where,

w(r, y)drdy = 'tzr exp(-'t r)dr ~ 1 exp( yzr JdY
21t ~/r 2~

[ _ ( _) ]0.5
K = 1+ 4Fl 1- Fl (rlrZ -1)

(5)

(6)

(7)

and y is the deviation from the average mol fraction of monomer 1 in the copolymer,

F1 is the average mol fraction of monomer 1 in the copolymer, and '1 and '2 are the
reactivity ratios.

For the case of multiple-site-type catalysts, one can assume that each active site
instantaneously produces copolymer chains that follow Stockmayer's bivariate
distribution. In this way, the bivariate distribution of chain length and chemical
composition for the product copolymer can be obtained as a weighted average of
individual Stockmayer's distributions over all site types:
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(8)

Figure 8 shows the predicted chemical composition distribution for a LLDPE made with
a three-site-type catalyst. Stockmayer's bivariate distribution can also be used as a
mathematical model for temperature rising elution fractionation detector response for
polymer made with multiple-site type catalysts [52J.

=

In (r)

Figure 7. Chain length distribution of whole polymer as a superposition of different
Flory's most probable distributions per site type

._-----
Fl

Figure 8. Copolymer composition distribution of whole polymer as a superposition of
different Stockrnayer's distributions per site type

For copolymerizations involving three or more monomer types, Stockmayer's
bivariate distribution is no longer valid. However, Flory's most probable distribution is
valid, providing a working analytical expression for the molecular weight distribution
for multicomponent polymerization. The dimensionless parameter 'l' in Flory's equation
is defined in the same general way in terms of ratios of rates. To evaluate r for a
multicomponent polymerization, one must evaluate these rates in the appropriate
manner using pseudo-kinetic constants in the context of the terminal model for
copolymerization or for any other copolymerization model which is applicable (e.g. the
penultimate model).

For lack of any analytical expression for chemical composition distribution for a
terpolymerization or higher, one can make the reasonable assumption that, for long
copolymer chains, all of the chains have the same composition at an average value

(-r1, -r;: etc.). In this manner, one can construct a multi-dimensional distribution of
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chain length and mole fractions of the different monomer types, for single-site axt
multiple-site-type catalysts.

When dealing with supported Ziegler-Natta or metallocene catalysts, it is necessary
to take into account the heterogeneous nature of the catalyst, since mass and heat transfer
resistances may affect the properties of the formed polymer. Heterogeneous Ziegler-Natta
and supported metallocene catalysts consist of porous secondary particles, formed by
loosely aggregated primary particles [53J. During polymerization, the growing polymer
chains fragment these secondary particles, forming an expanding particle containing
primary particles and living and dead polymer chains. This catalyst fragmentation
mechanism has been documented for several types of Ziegler-Natta catalysts. One of its
consequences is the well-known replication phenomenon: the shape of the particle size
distribution of the polymer particles al the end of batch or semi-batch polymerization
closely approximates the shape of the particle size distribution of the catalyst at the
beginning of polymerization.

Based on this experimental evidence, some researchers advocate that, due to diffusion
resistances, catalysts fragments at different radial positions in the polymer particle are
exposed to different concentrations of monomer and chain transfer agent, axt
consequently produce polymer with chain length averages that differ radially inside the
polymer particle. For copolymerization, monomers with different effective diffusivities
and reactivities may be responsible for radial composition heterogeneity in the polymer
particle. In addition, if there are appreciable heat transfer resistances, hot spots can occur
inside the polymer particle, altering reaction rates and further broadening molecular
weight and chemical composition distributions. Some strong experimental support for
this hypothesis has been presented recently [39,54,55]. Several mathematical models
accounting for intraparticle mass and heal transfer resistances have been published in the
literature, especially for modelling conventional heterogeneous Ziegler-Natta catalysts.
The polymeric flow model [56J, the multigrain model [57J, and modifications of these
models have been applied extensively for different polymerization conditions. For a
comprehensive review on physical models and on mathematical modelling of olefm
polymerization in general, the reader is referred to Soares and Hamielec [II). Only a few
of these models have been used to simulate polymerization with supported metallocene
catalysts. It is clear, however, that most of these mathematical models can be readily
modified to simulate these new catalytic systems.

Soares and Hamielec [IIJ applied the polymeric multilayer model for supported
metallocene catalysts as well as for conventional heterogeneous Ziegler-Natta catalysts.
In the case of supported single-site-type metallocene catalysts, the only factors
responsible for broadening of the molecular weight and chemical composition
distributions are intraparticle mass and heal transfer resistances. This model can calculate
the complete distributions of molecular weight and chemical composition in each model
layer and for the whole polymer particle using Stockmayer's bivariate distribution. It is
well known that several important mechanical and rheological properties of polyolefins
depend on these distributions [58].

For copolymerization, the combined effect of different effective diffusivities axl
reactivities for the comonomers can generate a radial profile of chemical composition. If
mass transfer resistance is significant, the mole fraction of propylene (the slower
polymerizing monomer) in a ethylene-propylene copolymer increases from the surface to
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the center of the particle. This behaviour can be attributed to the higher reactivity of
ethylene. Since ethylene is more reactive than propylene, its consumption will be
affected more by mass transfer than propylene consumption (larger Thiele modulus).
Consequently, the radial profile of ethylene concentration will be steeper than the one for
propylene. In this way, the inner layers of the polymer-catalyst particle will produce
polymer that is richer in propylene than in ethylene. For smaller diffusivities, the radial
profile of copolymer composition becomes more prominent, especially for short
polymerization times, in good agreement with the experimental results published by
Hoel et at. [39] for the copolymerization of ethylene and propylene using a supported
metallocene catalyst. It is important to notice that this effect is less marked for longer
polymerization times due to particle expansion and consequent decrease in the
concentration of catalyst sites per particle.

For single-site-type catalysts, the main conclusions that can be drawn from these
models are: (1) mass transfer resistances can reduce the polymerization rate and decrease
molecular weight averages, (2) particularly important for supported catalysts, increasing
the concentration of highly active catalytic sites can increase the effect of mass transfer
resistances and reduce catalyst performance and product quality, (3) mass transfer
resistances may also be a source of composition heterogeneity for highly active and large
catalyst particles, if the comonomers have reactivities that differ significantly, (4)
temperature gradients in the polymeric particle are not expected to be a significant factor
for reactions carried out in slurry reactors. These conclusions obtained with single-site­
type models are especially important for the technology of supported metallocene
catalysts, where single-site, highly active species, may be subjected to considerable
resistances for mass and heat transfer.

The replication phenomenon in heterogeneous Ziegler-Natta and metallocene
catalysts permits one to readily predict the particle size distribution of the polymer
particles from the knowledge of the catalyst's particle size distribution. The particle size
distribution of the polymer is an important variable in designing and operating polymer
recovery, treatment, and processing units. Good replication is supposed to occur when
there is an adequate balance between the mechanical strength of the particle and catalyst
activity. If the reactivity is too high and the particle very weak, the fast growing
polymer chains can rupture the catalyst particle into smaller, isolated fragments, forming
undesirable fine polymer powder. On the other hand, if the particle is too strong, there
will be little or no fragmentation and the polymer chains will block the catalyst pores,
making the internal active sites inaccessible to monomer. Replication factors of forty to
fifty (ratio of average polymer particle diameter to average catalyst particle diameter) can
be obtained with third and fourth generation Ziegler-Natta catalysts.

A necessary condition to obtain a perfect replication of the catalyst particle size
distribution is that the residence time of all catalyst particles in the reactor be the same.
For the case of continuous operation, this requirement is only possible in plug flow
reactors. In a continuous stirred tank reactor (commonly used in slurry and mechanically
agitated gas-phase processes) and fluidized bed reactors (such as UNIPOL gas-phase
reactor) the catalyst particles experience a distribution of residence times in the reactor
which does influence the size distribution of the formed polymer particles [59].

Soares and Hamielec [59] developed a model to account for the influence of the
reactor residence-time distribution on the particle size distribution of the polymer
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product. This model considered an average polymerization rate for all catalyst particles,
and assumed that the active sites were homogeneously distributed on the catalyst
particle. Two types of sites were considered: Stablesiies which did not deactivate, lIld
unstable sites which were allowed to deactivate following an exponential deactivation
rate law. A numerical algorithm for predicting the polymer particle size distribution
from knowledge of the catalyst particle size distribution and from the residence-time
distribution of the polymerization reactors was developed. Polymerization reactors could
have any residence-time distribution and could be used alone or in series. The effect of
mass transfer resistance on the replication factor as calculated with the polymeric
multilayer model was also accoWlted for. Mass transfer resistance was not found to
significantly influence the growth of the polymer particle even for very low effective
diffusivities. In reality, the polymeric multilayer model predicted near perfect replication
for the studied polymerization conditions. However, the reactor residence-time
distribution had a significant influence on polymer particle size distribution. The
conclusions drawn are specially important for the case of ethylene-propylene impact
copolymers. With these resins, it is necessary to produce a copolymer with an optimum
ratio of isotactic polypropylene to ethylene-propylene rubber to maximize the impact
properties of the product. However, a broad residence-time distribution in the
polymerization reactor will produce polymer particles with varying ratios of isotactic
polypropylene to ethylene-propylene rubber, consequently decreasing the quality of the
product. Narrow reactor residence-time distributions are clearly beneficial for the
production of impact copolymers.

In most polymerizations using soluble Ziegler-Natta catalysts in general, aOO
metallocenes in particular, the polymer is not soluble in the reaction medium lIld
precipitates after a critical chain length is achieved. If, after chain termination, the active
site returns to solution, then intraparticle mass and heat transfer effects should not
influence the polymerization. However, if the active sites are trapped inside the polymer
particles, intraparticle mass and heat transfer resistances could become significant.

A mathematical model for particle growth during ethylene polymerization catalyzed
with soluble metallocenes was proposed by Hermann and Bohm [60). Unfortunately,
very little detail about their model was given. They found out that the process of
polymer particle formation in a slurry reactor consisted of aggregation by Brownian
motion followed by diffusion controlled particle growth, leading to the formation of
particles with high surface area and low bulk density.

Koivumaki et at. [61] studied the mechanism of polymer particle formation in a
heat balance calorimeter for the polymerization of ethylene and I-hexene with
Cp2ZrCIz/MAO. For homopolymerization of ethylene, the particles formed were five
times larger in size and had lower bulky density than particles formed via
copolymerization. This caused a significant increase in slurry viscosity and decreased the
overall heat transfer coefficient. For copolymerization, the presence of comonomer
apparently favoured the formation of smaller polymer particles, causing no measurable
increase in slurry viscosity. Actually, if during a homopolymerization run, comonomer
is introduced in the reactor, the viscosity stops increasing after a lag time. This particle
size difference can be used to explain polymerization rate enhancement during
copolymerization, due to a decrease in mass transfer resistances. The authors, however,
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acknowledged that their model assumed Newtonian behaviour for the slurry and that this
could lead to some data distortion.

6. Adaptation of Metallocene Catalysts to Existing Olefin
Polymerization Processes

Metallocene catalysts have the potential of significantly changing the polyolefin market
if production costs can be reduced and if new polymer grades can be implemented
without significant processing difficulties.

Although metallocene-produced polyolefms can compete with commodity
polyolefins synthesized with conventional Ziegler-Natta catalysts, they will not
probably be restricted to the polymer commodity market. Because of the better polymer
microstructure control obtained with metallocene catalysts, it will be possible to produce
specialty polyolefins to compete with non-olefmic polymers, thus opening an entire
new market for polyolefm applications.

The following companies are already commercializing metallocene-made polyolefins:
Exxon (39 grades), Dow Chemical (39 grades), Hoechst (3 grades), BASF (3 grades), ax!
Mitsui (3 grades). Most are polyethylene co- and terpolymers with butene, hexene ax!
octene, but 7 grades of isotactic polypropylene are also available (4 from Exxon and 3
from Hoechst) [1,62].

Metallocene catalysts need to be supported to be used in gas-phase reactors, such as
Union Carbide's fluidized-bed UNIPOL process, or BASF-NOVOLEN stirred-bed
process. For these processes it is necessary to have a free-flowing catalyst powder which
will form polymer particles with adequate size distribution, avoiding the formation of
fine powder or particle agglomerates. In other words, good replication of the catalyst
particles is essential for the efficient performance of these reactors.

Langhauser et al. [63] reviewed the industrial production of polypropylene
(homopolymer, random copolymer, and impact copolymer) using Me2Si(2­
MeInd)2ZrCI/MAO-supported catalyst and the NOVOLEN-BASF process. This catalyst
can produce polypropylene with high molecular weight even at elevated temperatures.
The polymer particles replicate well the size distribution of the catalyst particles. This
catalyst can produce polypropylene with new properties, such as low extractables for
food wrapping and medical applications, which is a consequence of the homogeneous
microstructure of polymers produced with a single-site-type catalyst.

Impact copolymers can also be produced with this catalyst. Impact copolymers made
with heterogeneous Ziegler-Natta catalysts show some crystalline domains in the
amourphous elastomeric phase, while the elastomeric phase of the metaUocene-produced
copolymer is entirely amorphous. This new microstructure will likely enable the
production of copolymers with enhanced impact properties.

According to Langhauser et al. [63] this catalytic system can be adapted to their
existing gas-phase polymerization process without any significant technical change.

Mobil Chemical Co. is also producing LLDPE for film resins using metaUocene
catalysts in a gas-phase fluidized bed polymerization reactor. Minimal capital investment
was necessary to adjust the processes to the new metallocene catalyst and the new resins
have superior properties over corresponding Ziegler-Natta resins.
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Slurry processes, either using liquid monomer or a diluent, are commonly used for
laboratory-scale olefin. polymerizations. Supported metallocenes and heterogeneous
Ziegler-Natta catalyst will have a similar behaviour regarding macroscopic phenomena in
the reactor, provided that there is no desorption of the active sites during the
polymerization. It is reasonable to assume that most existing slurry polymerization
reactor process can be easily adapted to use supported metallocene catalysts.

For homogeneous catalysts, the process of polymer particle formation generally
leads to porous, low-density polymer particles, which can cause significant increase in
slurry viscosity and reactor fouling, leading to inadequate reactor temperature control.
Additionally, polymer particles with poor powder properties are undesirable for post­
reactor polymer processing. These problems must be 00dressed before using soluble
metallocene catalysts for industrial production of polyolefins in slurry reactors.

Solution processes are especially adequate for the production of polyolefins
containing long chain branches. Presently, two industrial solution processes are being
used to produce polyethylene: Dow Chemical's INSllE process, and Exxon's EXACT
process. These processes can produce polyolefins with novel properties due to the
controlled incorporation of long chain branches in a homo- or copolymer backbone.
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THERMODYNAMIC AND KINETIC ASPECTS FOR PARTICLE
MORPHOLOGY CONTROL

DONALD C. SUNDBERG AND YVON G. DURANT
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Durham, New Hampshire 03824 USA

1. Introduction

Composite latex particles offer a wide variety of physical properties to the end user ad
fmd application in coatings, adhesives, graphic arts, and impact resistant thermoplastics,
among other areas. The physical properties are achieved by a balance of polymer
composition, molecular weight, and latex particle morphology. There is a wide variety
of particle morphologies produced, some of which are in their most stable configuration
and some which are not. Because of its importance to the final properties of latex derived
polymers, particle morphology is a subject of intense interest and a great deal of effort is
being expended to learn how to control the fmal particle structure. The frequency of
articles appearing in the scientific literature over the past 15 years attests to the
heightened interest in this area.

While it is not the objective of this paper to provide a complete literature review, it
is important to mention some of the reports which have contributed to our understanding
of the parameters and events which seem to control the morphology, both from the
theoretical, or modelling, side and also from the experimental side. D.I. Lee [l,2] was
one of the early contributors to this field and presented an extremely useful template of
the types of morphologies that one should expect in two-stage latex particles. In a
diagrammatic manner he demonstrated the types of morphologies that would likely be
achieved when one varied the stage ratio (second monomer to seed polymer), the degree
of monomer swelling (batch to starve feed), chain transfer agent level, polymerization
temperature, and molecular weight of the seed polymer. These morphologies included
completely and incompletely phase separated structures, and serves as a good qualitative
guide. Strictly experimental reports during the same period of time were written by
Muroi et al [3] and Okubo and co-workers [4,5]. The latter group reported what were
called anomalous structures, such as "raspberry" and "void" particles. In 1985 Stutman
et al [6] studied the influence of 12 process variables on latex particle morphology for
the poly(butyl acrylate) seed/polystyrene second stage system by an experimental design
technique. Their conclusion was that the morphology was controlled by a combination
of phase separation in the monomer rich surface layer of the seed particle, and the capture
of a secondary crop of polystyrene particles from the aqueous phase by the seed latex
particles. For the present authors, an extremely important paper was contributed by Cho
and Lee in 1985 [7]. This work demonstrated for the poly(methyl methacrylate)
seed/polystyrene second stage system one could achieve a wide variety of morphologies
depending upon the use of water soluble or oil soluble initiators, temperature variations,
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and choices between monomer swelling or starve feeding. These authors concluded that
the anchoring effect of ionic end groups on the polymers and the local viscosity within
the polymer particle were the key factors in controlling the ultimate morphology.

Thermodyniimic control

00 Seed
polymer

-Second stage
PolymerOctopus-like

~
Occlusions

Raspberry-like
o
Kinetic control

Moon-like
1st quarter

Moon-like
3rd quarter

Moon-like
2nd quarter

Core-Shell

@
Inverted Core-Shell

Figure 1. Some examples of morphologies of two-phase latex particles.

From the above studies it is quite obvious that a wide range of particle morphologies
are possible, even within a single system, and at that time there were a number of
different ideas about the parameters thought to control the particle structure. At this
point is may be useful to point out that by and large, the structures of practical interest
for property development are those of the classic core-shell (CS) and microdomains, or
occluded structures. The former may be an equilibrium structure while the latter is most
often a non-equilibrium structure. We think that it is useful to distinguish between the
equilibrium and non-equilibrium morphologies and to comment on those that are fully
phase separated and those that are not. Figure 1 displays the equilibrium morphologies
for two phase latex particles which are fully phase separated. Here there are presented a
limited number of configurations ranging from the CS to the inverted core-shell (ICS),
with hemispheres and partially engulfed structures. Later we will show the continuous
spectrum of structures possible for these two component systems. When we turn to
three component systems, the possibilities become significantly more numerous, as



179

demonstrated by Figure 2. Here we have shown only those arrangements which are at the
extremes of their structural range (e.g. complete shells around cores rather than partial
engulfments). For the three component system there are six distinctively different
structural families, including core-shell-shell, cored hemisphere, hemi-core, sandwich or
"snowman", tri-sectional and hemi-shell. There are 22 of these structures at the
extremes, and obviously an infmite number of possibilities in between the extremes.
Although we have not shown any equilibrium morphologies which are not fully phase
separated, some microdomain, or occluded, structures appear to be possible when the
seed polymer is crosslinked. We will comment on this again later in the paper.

Bulk Phase of
Polymer3 Core-Shell-Shell Tri-Sectional Cored Hemi-Sphere

8
water

Initial State

Hemi-Shell Hemi-Core

Final State

Snowman

Figure 2. Some examples of morphlogies of three-phase latex particles.

When considering non-equilibrium structures, one can imagine any number of
possibilities, with most of them representing incomplete phase separation, such as
occluded structures. However, in addition, one often fmds that the non-equilibrium
structures are mixtures of arrangements such as partial engulfments and occlusions. It is
possible to have fully phase separated structures such as CS which are actually non­
equilibrium arrangements. These are thought to occur when the seed polymeriZation is
operated in the starve feed mode and the seed polymer is significantly more hydrophilic
than the second stage polymer. This would require that the monomer feed rate was quite
slow so as to disallow the second stage monomer to penetrate very far into the seed latex
particle. In this case there is the possibility of structural rearrangement after the
polymerization process has been completed. This process is called latex aging and has
been documented a number of years ago by Min and co-workers [8] for a poly(butyl
acrylate) seed and a second stage of polystyrene. Over a period of 6-12 months it was
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shown that the CS morphology achieved during the starve fed polymerization process
was transformed to a clearly defmed hemispherical arrangement with the passage of time.
Thus it would seem that any number of particle morphologies have been made by those
carrying out experiments or manufacturing operations. Certainly the goal is to learn to
control the structure so as to gain maximum advantage in developing physical properties
for the end use application.

With all of the varieties of particle morphology cited above and the number of
options in latex formulation and processing conditions, it is clear that it would be quite
valuable to have a fundamental understanding of the controlling parameters for
morphology development and eventually to have predictive capability. In this regard
there has been a significant amount of progress for equilibrium morphology, but
extremely little activity has been reported for non-equilibrium morphology. The work
that has been reported has brought out the great need for information about interfacial
energy at the aqueous and organic interfaces of the particle, the diffusion of monomer and
polymer within the particle, and polymerization reaction in viscous media within phase
separated particles. These points will be discussed to some degree in the remainder of
this paper.

2. Thermodynamic Equilibrium Aspects of Morphology Development

In the context of this discussion, the use of the word "equilibrium" is meant to imply
that the incompatible polymers in a two component latex particle are fully phase
separated and that the particle has achieved its lowest value of free energy.
Thermodynamics allows us to write the Gibbs free energy change for structural
development of the particle during polymerization as a combination of terms describing
the enthalpic and entropic changes in addition to the surface free energy changes. When
such calculations are done for differently shaped particles at the same stage of conversion
of monomer to polymer, it is clear that the enthalpic change is the same in each case.
Thus in comparing the free energy between particles at the same stage of conversion, the
enthalpy term may be neglected. Due to the fact that the particles are "macroscopic"
compared to the size of small molecules, we may also neglect the differences in entropic
free energy between the various particle shapes. This allows us to write the free energy
change as

(1)

where Yi is the interfacial tension at the ith interface and Sj is the area of that interface.
The normal procedure is to write equation (1) for any number of possible morphologies
and to choose the one which displays the lowest final free energy. Before describing this
approach in more detail it is important to note that more than 20 years ago Torza axl
Mason [9] approached a related problem in a somewhat different way. They considered
the equilibrium shapes of binary particles made of incompatible oils dispersed in water
in which neither oil was soluble. Their analysis of the equilibrium shape was done with
spreading coefficients and showed that if one knew the various interfacial tensions, the
particle morphologies (CS, ICS and hemisphere) could readily be predicted. In a series of
elegant experiments they showed complete agreement between calculation axl
experimental results. Later in their paper they described the extension of the spreading
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coefficient approach to composite latex particles. That paper represents the earliest
predictive approach to particle morphology that we know of. At a much later time,
Hobbs et al [10] used the same approach the describe the morphology of three
component bulk polymer blends produced by intensive mixing in a melt extruder. Again
the results were in agreement with calculations, but not quite as obvious as with the
simple liquids that Torza and Mason worked with. The spreading coefficient approach <Iii
not continue to be the choice of other investigators due to the inequalities involved in
those coefficients and the very much more general approach offered by applying the well
used concepts of Gibbs free energy.

In a series of reports by Berg et al [11,12], Sundberg at al [13], and Winzor at al
[14,15] the basic groundwork was laid out for the application of eq. (1) to morphology
development in both artificial (phase separation without reaction) and synthetic latices.
It turns out that there is really no difference in approach between treating artificial an
synthetic latices, when one properly accounts for the effects of the solvent in the former
and the monomer in the latter. Actually when one applies eq. (1) to the very end of the
process when there is no monomer or solvent present, the only interfacial tensions of
importance are those of polymers against water (aqueous phase with surfactant, buffers,
etc.) and polymers against polymers. The application of eq. (1) to this situation [13]
results in the following equations for the free energy change for the CS and ICS
morphologies,

(2)

(3)

where YPllw is the interfacial tension between the seed polymer and the aqueous phase,
YP2/w that between the second stage polymer and the aqueous phase, and YPIIP2 that
between the two polymers. The stage ratio is reflected in the parameter <pp which is the
volume fraction of second stage polymer in the particle. Other expressions can be
generated for any other fully phase separated particle structures with the only
complications arising from the geometrical relationships necessary to describe them. A
greatly noteworthy point about the family of equations represented by eqs. (2) and (3) is
that they are independent of particle size. Thus they have application to the typically
larger sized artificial latices and also to the smaller sized synthetic latices. This makes
equilibrium analysis quite straightforward. The second point to make about these
equations is that the difficulty lies not in the concept of how to predict morphology, but
in how to determine the correct values for the various interfacial tensions. 1be
supporting experiments described in reference [13] display the dramatic effect that a
change of surfactants can have on the polymer /water interfacial tensions and the
resultant changes in the particle morphology, in this instance changing from CS to
hemisphere. Thus we expect to see influences on the morphology by changes in
polymer polarity, surfactant type and concentration, initiator end groups, and other
parameters which can influence the interfacial energy at the external surface of the
particle.



,

\
~

,
\

\
\

~
.',

182

"'""..
la
11

10

9

8.,
6

:I

3·-

a
1 /
0 "I-1 PO

-2

-2

-4

-5

o.'ault " •.·."'st
CON Canv.r. ion
STA St_ ,,",at io
FRE Free SUf'"'.
SuA Surr..,t .... t
COO coo
COl CDI
CRO Hc/tl
CRI HCI'tt- >9......

PS//nSuHA
:99 ><
:200 y.
: 41:1 Yo
:1.30 9
:0.0 I'C/ ..3
:0.0 1'C/,,-..3
:10000
:0 (1=-.>

SED Seed di~t@r :250"ft
CST Ch.ln .ti"n... :7.0
HI H MAX FI L EJlD
Ent .... \lOur c:.ot"l"and

Date at t~ "ini~
o~ rF".. ~,......

DO :-1.00 "'""..
OaMPOVw :24.17 "'""..
OaMPl/w :34.641 "'""..
o...POPl : 1.a4 "'""..

Figure 3. Surface energy map.

Extensions of the above approach have been used by other researchers to investigate
conversion dependent morphologies. Chen et al (16) solved eq. (1) for a continuous
spectrum of particle structures defmed by the various angles at which the interfaces come
into contact and made calculations as a function of conversion. The variations of
interfacial tensions with conversion were estimated from experimental data and the
results indicated that shifts in morphology from one shape to another may be expected
during the polymerization process for those systems which remain at thermodynamic
equilibrium during the entire reaction process. Throughout these calculations it is
necessary to update the distribution of monomer between the polymer and aqueous
phases in order to obtain a value for the interfacial tensions. As shown by Durant et al.
[17], it is unfortunate that such interfacial tensions cannot be measured in-situ within
the latex but must be measured in another manner. Jonsson et al [18] used another
extension of eq. (1) to predict results for their experiments in PS seedlPMMA second
stage particles and again fmd reasonable agreement between calculations and experiment.
Durant and Sundberg [19] have offered another approach to utilizing eq. (1) and an
extension of its solution by Chen [16], to derive a free energy surface which gives a
clear, visual representation of the relative free energies of all possible fully phase
separated (2 component) particles. Such a surface is shown in Figure 3 where the free
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energy is plotted on the vertical scale and the particle morphology is represented on the
horizontal plane. That plane is graphically displayed in Figure 4.

Figure 4. Topology map.

It is apparent from the above discussion that equilibrium morphologies may be
predicted with reasonable reliability as long as the various interfacial tensions are
known. Since these depend upon a number of variables and their interactions, the
limiting factor to good predictions is the knowledge of the influence of these variables
on the various interfacial tensions. Given the number of different polymers of interest to
the latex community and the different surfactants and initiators used to produce them, the
assembly of data sets for interfacial tensions is an important, but large task. Herein it
will be useful to develop models for interfacial tensions which can be corroborated with
independent data obtained in a non-latex environment. Such models for the
polymer/aqueous interface have been suggested in references [14] and [15]. A model for
the polymer/polymer interface (which has been much more extensively studied) is given
by Broseta et al [20] and has been used by a number of the above cited references in
application to latex morphology. Here again, given the variety of polymer/monomer
systems of interest, there is a lot of work to do to produce data and models for use at the
internal particle interfaces. This is especially true for copolymer systems, for which
there has been very little information published.

Seed latex particle crosslinking and its effect on particle morphology has been treated
only in a cursory way in the literature, and yet it is an important feature of many
commercial latices. We have considered this effect and [md that it is possible to modify
eq. (1) to take crosslinking into account as follows;

(4)
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where the s and el subscripts refer to surface and elastic forces, respectively. By
considering the situation when the second stage polymer forms the core of the composite
particle or when it is an occlusion within the particle, it is possible to understand how
the crosslinked seed polymer would have to be elastically deformed in order for the
particle to assume such a shape. Thus the free energies due to the surface forces and
those due to the elastic forces may compete and yield very different equilibrium
conditions than the counterpart uncrosslinked system. While the development of the
elastic free energy term is beyond the scope of this paper, it can be anticipated that the
elastic term will be dependent on the amount of deformation of the crosslinked polymer
(a function of the amount of second stage polymer used) and the degree of crosslinking
and stiffness of the seed polymer chains [21]. This creates a new and important
dependency on particle size (note that in non-crosslinked systems the analysis is
independent of particle size), and together with the new variable of crosslink density,
makes the resultant predictions more difficult to present graphically for a given set of
interfacial tensions. For the sake of this present article, we will simply say that once the
interfacial tensions have been set for the system, the morphology predictions change for
different seed particle sizes, stage ratios, seed polymer chain stiffness, and crosslink
density. When the crosslinking is uniform within the seed polymer, the elastic fire
energy can be calculated from first principles. Experimental evidence [22] shows
reasonable agreement with predicted results and confirms that very little crosslinking is
necessary to have an important impact on the morphology. Indeed, when the
crosslinking is high enough, the most favored equilibrium morphology is almost always
a fully or partially engulfed structure.

The direct effect of copolymers, as compared to homopolymers, has not been
reported in the literature as far as we know. The central questions that arise are related to
the effects of copolymer chains on the various interfacial tensions, and the distribution
of the comonomers between the polymer and aqueous phases and their attendant effect on
the interfacial tensions. Because copolymer composition can drift during the
polymerization of the second stage monomer, its impact on the interfacial tensions may
also be a consideration. Inherent in such calculations is the need for reliable values for
polymer/monomer interaction parameters and free radical polymerization rate
coefficients. Although these requirements seem to be difficult to meet, our present work
suggests that reasonable approximations of these parameters are useful in morphology
predictions.

3. Non-Equilibrium and Kinetic Aspects of Morphology Development

It is at first important to defme what is meant by "non-equilibrium" or "kinetically
controlled" particle morphologies. Figure 4 shows the spectrum of possible structures
for 2 component particles which are fully phase separated and at implied equilibrium.
Non-equilibrium morphologies are usually incompletely phase separated structures, such
as microdomains (occlusions) or mixtures of occlusions and partial or fully engulfed
particles. The "raspberry" particles reported by Okubo [4] would also be considered a
non-equilibrium structure. Most of the time it is sufficient to think of non-equilibrium
structures as particles with incomplete phase separation. However a CS particle can be a
non-equilibrium structure when the particular set of interfacial tensions would dictate
otherwise under fully relaxed conditions. Thus one must be careful to distinguish the
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difference between the experimental or predicted structure and that expected at
equilibrium.

Under all circumstances during the production of a composite latex particle there is
reaction of monomer to polymer, phase separation of the second polymer within the seed
polymer, and the possible diffusion of both species within the particle and perhaps at its
water interface. Kinetically controlled, non-equilibrium structures develop when the rate
of the polymerization reaction (and its simultaneous effect on local viscosity) is
significantly faster than phase separation and polymer diffusion. These conditions may
occur for any type of process conditions, not just for the expected "starve fed", or semi­
batch process in which the second stage monomer(s) is fed to the seed latex over some
period of time. Given that so many commercial latex processes are operated in this
fashion, it is probable that most latices are produced in their non-equilibrium condition.
That poses interesting questions related to latex aging (structural rearrangement after
polymerization is complete) as described by Min [8]. It also suggests that it is of great
value to have dynamic models of the morphology development process. This is a
challenging task.

If one considers a seed latex particle swollen to some level with second stage
monomer and envisions polymerization reaction taking place within the particle, one can
understand that phase separation will occur through nucleation and growth processes.
Both polymers may diffuse within this structured particle, and the phase separated
microdomains may combine with each other, may grow by Ostwald ripening or may
move within the particle due to long range van dec Waals forces. This dynamic process
is caused by the polymerization reaction but the particle structure development is driven
by interfacial energy differences and retarded by restricted diffusion within an increasingly
viscous environment. As one might imagine, the description of the reaction kinetics
within such phase separated particles is perhaps not straightforward. We do not know of
any publications describing such reaction kinetics, but people are working on this
problem. Our group has presented a preliminary reaction rate model at a recent
conference [23].

Some progress has been reported very recently regarding the description of the time
dependent phase separation and growth process within structured latex particles.
Gonzalez-Ortiz and Asua have described a set of models for the structural rearrangements
possible during latex aging after polymerization [24] and during the polymerization
process [25]. The basic concepts are that microdomains are formed through phase
separation and, for the case of latex aging, these occlusions move within the particle~
to long range van der Waals forces (created by interfacial tension differences). The
occlusions may coalesce if they contact one another and may accumulate at the particle
center or at its water interface, depending upon the nature of the interfacial tensions.
Given some approximations for the interfacial tensions and for the polymer viscosity,
Gonzalez-Ortiz and Asua calculated changes in particle morphology with time.
Obviously the dynamics were slow in these particles which contained no monomer. For
particles which contained second stage monomer, the authors had to make some
assumptions about the reaction kinetics in order to compute the rate of new polymer
accumulation and also assumptions as to its location within the particle at the time of
phase separation. Under such assumptions they were able to calculate time dependent
morphologies for a variety of chosen conditions. While it is beyond the scope of this
paper to go into any more detail of these publications, the reader is recommended to
consult the papers for further details. These publications represent the first reported
attempts to provide computational models of this complex situation.
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Reports of experimental studies concerning non-equilibrium morphology have been
much more numerous. As noted earlier, Lee [1] described experimental results for the
PSIP(S-co-Bd) latex system in which a variety of conditions were varied. He found that
at high degrees of swelling and at low polymerization rates the morphologies were
generally fully phase separated, while for the opposite conditions, incompletely phase
separated conditions prevailed. For the SIPMMA (seed) system, Okubo et al [26] found
that by varying the monomer feed rate the particle surface composition (judged from
surfactant titration) changed from PMMA to PS as the feed rate was decreased. Raspberry
shaped particles were also found. Cho and Lee [7] found similar results for the same
system under similar conditions, but attributed the morphology changes to the chain
anchoring effect of the S04 end groups at the particle surface as well as the monomer
feed rate. Lee and Rudin [27] achieved making a non-equilibrium CS PMMNPS latex
by using low temperature reaction with a redox initiator. They attributed this result to
the effect of temperature on the mobility of the monomer within the particle, resulting
in reaction at the periphery of the particle and formation of a CS structure, while
equilibrium considerations would suggest an inverted CS morphology. Jonsson et al
[18,28] have also studied the popular PMMNPS system, but did so by using each
polymer as the seed and each monomer as the second stage material, while varying
monomer feed rate, initiator type (water and oil soluble) and seed polymer molecular
weight. Almost all of their reported morphologies were non-equilibrium and these varied
with process and formulation conditions. These authors assigned the various results to
variations in radical transport rates (due to restricted diffusion) within the particle during
reaction. As a final comment to this part of the discussion it is interesting to note that
many of the reported studies have used two glassy polymers for which polymer ax)
monomer diffusion can become extremely restricted under certain conditions. The use of
low To polymers within which diffusion is likely faster has not often been reported in
these types of studies. However, one can speculate that if the seed is a low To polymer it
will be more likely to have phase separation of the second stage polymer throughout the
particle than might be the case for a high TG seed. A complicating factor with low TG

seeds (e.g. PBd or PBA) is often that they are naturally or purposefully crosslinked for
mechanical property reasons. The effect of crosslinking on polymer chain diffusion ax)

occlusion migration is likely to be quite significant.

4. Confirmation of Particle Morphology

In order to test the kind of ideas that come from quantitative models, whether they be for
the equilibrium or non-equilibrium cases, one of course needs specific experimental
evidence. While the transmission electron microscope (1EM) provides the most obvious
technique to achieve such results, it is often not all that clear what the exact particle
morphology is from studying the micrographs. This is in part because the most useful
micrographs are derived from microtomed and chemically stained sections of the
particles, and such sections, or slices, come from randomly placed cuts through the
particle. This means that for most particles one observes a lot of different looking
sections on each lEM photo. Ascribing such an array of thin sections to a specifically
predicted particle morphology will not always be straightforward. It is no wonder then
that a number of groups are currently studying new ways to provide complementary
techniques to determine the morphology of experimental latices. Among these
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techniques are x-ray and neutron scattering, NMR spectroscopy, and atomic force
microscopy, among others.

5. Concluding Remarks

It has become clear that a knowledge of the values of the various interfacial tensions for
the latex particle is essential to be able to predict what the fmal morphology will be.
For processes run under near equilibrium conditions, these interfacial tensions and an
assessment of the effect of any crosslinking present is all that is required. For non­
equilibrium process conditions, a knowledge of reaction kinetics and polymer aOO
monomer diffusivity are also required. While it is critical to make continued progress in
kinetics and diffusivity, it may be that achieving an understandirig of how the interfacial
tensions are affected by all of the interacting variables (e.g. surfactants, initiator aOO
carboxyl end groups, pH, salt concentration, monomer distributions, etc.) will be just as
important in order to arrive at a thorough understanding of the control of latex
morphology.
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1. Introduction

Seeded emulsion polymerization is the most common preparation method for composite
latexes. Unfortunately, this technique may generate particles with a variety of
morphologies. The core-shell morphology, where a second polymer type totally covers
the first-stage particle, is only an idealized representation based upon the sequential
monomer addition. Transition morphologies, such as hemispherical particles, raspberry,
sandwich, mushroom, and confetti-like structures, are frequently reported [1-3]. Design
and control of latex particle morphology are often crucial to fulfill the end-use
requirements for these materials.

Many polymerization parameters can affect composite particle morphology [1-15].
Basically, these factors fall into two categories: thermodynamic and kinetic.
Thermodynamic factors determine the stability of the ultimate particle morphology
according to the minimum surface free energy. Kinetic factors, however, control whether
the particle is going to reach the thermodynamically predicted degree of phase separation.
Thermodynamic parameters typically involve the compatibility between the phases in
the system (e.g., hydrophilicity of each phase, particle surface polarity, and interfacial
tensions). On the other hand, examples of kinetic factors are crosslinking agents,
viscosity of the reaction medium, mode of monomer addition, polymer molecular
weight, and polymerization temperature.

A few groups of researchers specifically examined the role of interfacial tensions in
particle morphology [16-21]. According to their analyses, each particular morphology
possesses a different value for free energy, based on the following equation:

(1)

where G is the Gibb's free energy of the system, Yij is the interfacial tension between
phases i and j, and Sij is the interfacial area between phases i and j. A seeded emulsion
polymerization system tends to reach the lowest surface free energy state, that is, the
one with the minimum total interfacial energy. Both the interfacial tensions between the

* To whom correspondnce shouldbe~ed
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different polymer phases (each swollen with the second-stage monomer) and the
interfacial tensions between each polymer phase and the aqueous medium are the key
factors controlling the composite particle morphology. Consequently, one may control
the composite particle morphology by monitoring these interfacial tensions.

Composite latex particles are similar to immiscible polymer blends in that, the
phases are separated. For the polymer blends, inadequate adhesion between the phases
leads to poor stress transfer across the interface [22J. Thus, it is desirable to increase the
compatibility between the constituent polymers and to improve the interfacial adhesion.
The most popular approach is to ~ a "compatibilizing agent" to the blend [22-26].
Generally, "compatibilizing agents" are block or graft copolymers that are miscible with
both of the components in the blends. Their functions are to lower the polymer/polymer
interfacial tension and to promote the interfacial adhesion between the polymer phases.
The objective of the current studies is to apply compatibilizing agents to the composite
particles. The purposes of adding the compatibilizing agents are to control the interfacial
tension between the core and shell polymers and to control the morphology of the
composite particles (typically, a lower polymer/polymer interfacial tension leads to a
more complete coverage of the core particles by the shell polymer [16-21]).

The graft copolymers used as compatibilizing agents are prepared by the
macromonomer technique [27,28J. In principle, this method offers control over the
copolymer's graft length because the molecular weight of the starting macromonomer
can be preselected. Additionally, the number of grafts per copolymer chain can be
controlled by adjusting the macromonomer to comonomer mole ratio. Thus, through
this technique, one may vary the structure of the compatibilizing agents so as to achieve
control over the interfacial tension between the polymer phases and the morphology of
the composite particles.

The system being studied is poly(n-butyl acrylate) (PBA)/poly(methyl methacrylate)
(PMMA) composite latexes. The compatibilizing agents are graft copolymers with PBA
backbones and PMMA-macromonomer side-chains. To effectively act as compatibilizing
agents, graft copolymers must reside between the core and shell phases of the composite
particles. Subsequently, these copolymers were incorporated onto the PBA particles in
situ (during the particle preparation) prior to using these particles as seed in the second­
stage polymerization. Because PMMA-macromonomer branches of the graft copolymers
are hydrophilic, copolymer molecules are expected to preferentially partition close to the
PBA particle/water interface. During the seeded emulsion polymerization, the presence
of the graft copolymers between the core particles and the newly-formed PMMA shell is
expected to lower the PBA/PMMA interfacial tension in the composite particles. The
lower interfacial tension would, in turn, lead to the changes in composite particle
morphology.

2. Experimental

2.1. LATEX PREPARATION

Seed latexes are PBA homopolymer prepared by miniemulsion homopolymerization of
n-butyl acrylate (BA) and BA/PMMA-macromonomer copolymers prepared by
miniemulsion copolymerization of BA and PMMA-macromonomers. Macromonomers
are a series of linear PMMA molecules with one terminal vinyl double bond per chain
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(Mw between 4.8x102 and 1.8x104 g/mol) [29-31]. Due to the extremely low water­
solubility of the macromonomers, the use of miniemulsion polymerization rather than a
conventional emulsion process is essential for their successful incorporation into the
PBA particles [32,33]. Through this process, compatibilizing agents are incorporated
into PBA particles in situ (simultaneous with the particle formation) [34].

Composite latexes were prepared with methyl methacrylate (MMA) as the second­
stage monomer. Seeded emulsion polymerizations were carried out in a batch mode.
Seed polymer/MMA ratio was 1:1 (w/w) [35].

Table 1 provides the miniemulsion recipe for the preparation of the seed latexes [34]
and seeded emulsion polymerization recipe for the preparation of the composite latexes
[35]. Reaction temperature was 70°C in both cases. PMMA miniemulsion latex was
also prepared by a recipe similar to the one described for the seed latex in Table 1,
substituting the BA monomer by the MMA monomer. Table 2 gives the descriptions of
the seed and composite latexes.

TABLE 1. (I) Miniemulsion polymerization recipe for preparing PBA seed latexes
(homopolymer or PBA incorporating PMMA-macromonomer)

and (II) seeded emulsion polymerization recipe for preparing PBAlPMMA composite latexes.

I. Seed Latex II. Composite Latex

Inaredients Weight (g) Ingredients Weight (g)

BA + PMMA-macromonomer' 20.000 Seed latexC 10.000

DDI water 80.000 MMAmonomer 2.000
Hexadecane (HD), 20 mMb 0.363 DDI water 8.000

Sodium lauryl sulfate (SLS), 5 mMb 0.115 Sodium lauryl sulfate (SLS). 2.6 mM" 0.012

Potassium persulfate (KPS), 3 mM" 0.065 Potassium persulfate (KPS), 3 mM" 0.013
a) weIghts or macromonomer ana I:IA were varlea. :See I able 1.).

(b) Based on the aqueous phase.
(c) PBA homopolymer or PBA incorporating PMMA-macromonomer, solids content approximately 20%

2.2. CHARACTERIZAnON OF SEED LATEXES

At the end of the polymerization, complete BA monomer conversions were COnflIDled
from the solids contents of the latexes and by gas chromatography [34]. Results from
adsorption chromatography with evaporative light-scattering detector show that
macromonomers are attached to PBA backbones, and that the structures of the resulting
graft copolymers vary with the amount (i.e., mole ratio or molecular weight) of
macromonomer in the recipe [36]. Monomer/water phase interfacial tension decreases
when macromonomer is dissolved in BA [34]. For the PBA latexes incorporating
PMMA-macromonomer(s), particles are smaller with the increasing amount of
macromonomer incorporated in the latex (measured by transmission electron
microscopy, TEM, and capillary hydrodynamic fractionation, CHDF) [34]. These results
show that PMMA-macromonomers (or PMMA-macromonomer branches of the
copolymers) partition close to the monomer (or PBA particle) and water interface, and
lower the interfacial tension between these phases.
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TABLE 2. Descriptions of seed and composite latexes.

PMMA (1.055 and 1.188 g/cm3, respectively), and of PMMA-macromonomers(331, and the weights of BA,
PMMA-macromonomer, and MMA (according to the latex compositions).

Sample Macromonomer in Seed Latex PBAlPMMA in Composite Latex

Name

M .. MacromonomerlBA mollmol w/w Volume

(g1mol) (xlO·Z) Fraction of

PBAa

mol/mol w/w

BMO _.- 0.781 1.000 0.530

BM253 5320 0.049 2.041 0.766 0.980 0.519

BMS12 1260 0.127 1.250 0.772 0.988 0.523

BMS36 3640 0.127 3.605 0.754 0.965 0.512

BMS53 5320 0.127 5.263 0.742 0.950 0.504

BMS96 9640 0.127 9.529 0.713 0.913 0.485

BM1053 5320 0.267 11.111 0.703 0.900 0.478

Blend homopolymer blend 0.781 1.000 0.530

a) Jjasell on total volume of polymers In composite latexes; calculated base on the denSIties of PBA and

The partitioning of the PMMA-macromonomer side-chains (from the· graft
copolymer molecules) in the PBA particles was further analyzed by the soap titration
[34]. Table 3 summarizes the values of the effective area per molecule (a.) of SLS on
latex particles at surface saturation. All the copolymers possess a higher a. value
compared with the PBA homopolymer. An increase in a. values is directly proportional
to an increase in the surface polarity of the latex particles [37]. Therefore, a. values can
give a qualitative information on the partitioning of MMA units from the graft
copolymer at the particle interface.

By increasing the macromonomerlBA weight ratio up to 3-4%, based on BA
(independent of the molecular weights of macromonomers), one observes an increase in
a. values of SLS adsorbed on the particle surface. Above this concentration, a. values
remained almost unchanged (between 56 and 57 A2). These values suggest a continuous
enrichment of the particle/water interphase zone with the MMA units. The constant
values of a. suggest that, at the particle/water interface, the maximum packing density of
the PMMA side-chains is reached. By further increasing the concentration of the
macromonomer, most of the additional MMA units will settle inside the PBA particles.
At the maximum packing density of the MMA units on the copolymer particles,
however, these particles are still not as hydrophilic as the PMMA homopolymer
particles (a. = 92 N). The lower a. values for the copolymer particles compared with the
value for the PMMA homopolymer particles is possibly due to the attachment of the
MMA units to the PBA main-chains. Because of this attachment, the surface of the
copolymer particles can never be free of the BA units from the copolymer backbones.
The second possible reason for the low a. values could be the inhomogeneous
composition of the particles. During the miniemulsion polymerization of BA in the
presence of macromonomers, because of the nonuniform size distribution of the
monomer droplets or some homogeneous nucleation of BA, a number of PBA particles
may be formed with little or no macromonomer in the particles.
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TABLE 3. Effective surface area per molecule of SLS (at the cmc of SLS) on latex particles.

Latex Macromonomer Areal molecule of
SLS
(a., 1')"

M. xlO" (based on BA)
(g/mol)

mollmol I w/w

PBA homopolymer 34±2

BAlPMMA-macromonomer coPOlvrner

M248 4.8x102 0.049 0.19 43±3

M212 l.3xl0' 0.049 0.49 36±4

M236 3.6x10' 0.049 1.40 44+ I

M253 5.3xlO' 0.049 2.04 5l± I

M296 9.6x10' 0.049 3.56 57±3

MI036 3.6xlO' 0.267 7.61 56±3

MI053 5.3x10' 0.267 lUI 56±3

PMMA homopolvrner 92+ 10

(a) Values averaged from at least 3 measurements.

2.3. CHARACTERIZATION OF COMPOSITE LATEXES

2.3.1. Morphological Observations ofComposite Latex Particles
Morphologies of the composite latex particles were studied using the TEM [35]. Figure
1 shows micrographs of composite latex particles prepared using (A) PBA
homopolymer seed latex (BMO) and (B) - (0) BAJPMMA-macromonomer copolymer
seed latexes (BM253, BM553, and BM1053, see Table 2 for latex compositions). In
samples B, C, and 0, macromonomerlBA mole ratio was varied, while Mw of
macromonomer was constant (5.3xllY g/mol).

As seen from the micrographs, the morphologies of composite particles are strongly
dependent on the amount of PMMA-macromonomer used in the preparation of the seed
latexes. The composite particles prepared from PBA homopolymer seed latex (BMO)
show a mainly hemispherical morphology (Figure lA). This type of morphology (high
degree of phase separation) is expected because the two polymers are incompatible.
Despite their smaller sizes, composite particles prepared from PBA seed incorporating
the lowest macromonomerlBA mole ratio (BM253, Figure IB) has a similar
morphology. However, composite latexes prepared from PBA seed incorporating higher
amounts of macromonomer (BM553 and BM1053; Figures lC and 10) form particles
with a mixture of morphologies (i.e., some large particles with a PMMA-rich surface
and smaller particles which have either hemispherical or multiphase morphology). The
uniform core-shell morphology of the larger particles may be attributed to the effect of
the compatibilizing agents (BAJPMMA-macromonomer graft copolymers) partitioning
on the surface of the seed particles. During the second-stage polymerization, the presence
of the graft copolymer layer on the surface of these seed particles prevents the newly
formed PMMA chains from segregating. Thus, PMMA resides on the surface of the
particles as a continuous shell. The hemispherical and multiphase particles result from
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Figure 1. TEM micrographs of PBAlPMMA composite latex particles stained with PTA and RuO•. (A)
Prepared from PBA homopolymer seed latex particles (BMO), (B) - (0): prepared from BAlPMMA­

macromonomer copolymer seed latex particles (BM253, BM553, and BMI053). (See Table 2 for
descriptions of these samples). In these micrographs, PBA is stained dark, whereas PMMA appears light.
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the inherent composition inhomogeneity of the seed latex. (In the miniemulsion
polymerization of BA in the presence of macromonomer, some PBA seed particles were
formed with little or no graft copolymer on their surfaces. The evidence for the
inhomogeneous seed particle composition was already shown in the soap titration
results.)

In the samples shown in Figure I, the mole ratio of macromonomer to BA in the
seed latexes was varied. However, the molecular weight of the macromonomer remained
the same. Figure 2 shows TEM micrographs of another set of samples in which the
molecular weight of the macromonomer in the seed latex was varied while the
macromonomerlBA mole ratio was kept constant (O.l27x10·2

) to maintain a constant
number of grafted PMMA chains (samples BM512, BM553, and BM596). Therefore,
the weight ratio of macromonomer to BA was increased with the increasing molecular
weight of the macromonomer (see Table 2).

The composite latex particles prepared from PBA seed incorporating low molecular
weight macromonomer (BM512) show multiple white domains of second-stage PMMA
on the PBA phase (Figure 2A). Per unit volume, the total interphase area between the
two polymer phases in these particles is larger than in those with a hemispherical
morphology. This type of morphology suggests that, by adding a relatively hydrophilic
macromonomer to the seed latex preparation, the PBAlPMMA interfacial tension is
decreased (to some extent). The lower interfacial tension allows a more uniform coverage
of the seed polymer by the shell PMMA in the composite particles. However, the
amount of the graft copolymer in this sample may not be sufficient or its structure does
not favor its partitioning at the seed particle surface. Thus, they are not as effective in
lowering the interfacial tension between the two polymer phases as when
macromonomers of higher molecular weights are used to prepare the seed latexes.

When the higher molecular weight macromonomers are used in the seed latex
preparation at the same mole ratio, there are larger numbers of MMA units and longer
PMMA-macromonomer grafts in the seed particles. Both of these lead to a higher
concentration of MMA units at the particle interface. Consequently, the interfacial
tension is reduced to a lower value. As a result, more uniform coverage of the seed by
the shell polymer is observed. When the PBA seed latex incorporating the
macromonomer of the highest molecular weight is used as a seed latex (BM596), the
micrograph exhibits all composite particles having the PBA core completely covered by
the PMMA shell (Figure 2C).

2.3.2. Dynamic Mechanical Analysis (DMA)
To supplement the morphological characteristics observed for the composite latex
particles, the dynamic mechanical properties of the films prepared from freeze-dried
composite latexes and homopolymer latex blends by compression molding were
measured [35]. These properties are related to the morphology of the composite particles
as well as the presence of an interphase layer between the two polymers [35,38,39]. A
comparison between the experimentally measured moduli and the values predicted based
on Dickie's model [40-42] also provides estimated quantity of the interfacial polymer in
the films [35].

The G'-temperature curves in Figure 3 (top) show that all the composite samples
behave similarly to the blends, i.e., having two transitions corresponding to the Tg's of
the PBA and PMMA. These transitions correspond to the phase separation of PBA and
PMMA within the composite particles. The G' curves between the two transitions are
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Figure2. TEM micrographs of PBAlPMMA composite latex particles stained with PTA and RuO•.
MacromonomerlBA mole ratio in seed latex = O.127xlO·2

• (A) - (C): samples BM512, BM553,and BM596,
respectively. (See Table 2 for descriptions of these latexes). In these micrographs, PBA phase is stained

dark by RuO•. whereas PMMA remains light.
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parallel to that of the PBAlPMMA homopolymer latex blend. The slopes of the curves
indicate that, as in the blend, composite latex polymers form films which consist of
PBA domains in a PMMA matrix [35]. However, Figure 3 (bottom) shows that,
although the compositions of all these samples are nearly identical (Table 2), their 0'
curves are different. (These curves were vertically shifted for easier identification of the
transitions.) The values of 0' in the region between the PBA and PMMA transitions are
the lowest for the homopolymer blend. For the case of composite latexes prepared from
PBA incorporating macromonomer seed, the values increase with the amount of
macromonomer (macromonomer/BA weight ratio) in the seed latexes. However, the
values of G' are the highest when the composite latex was prepared from the PBA
homopolymer seed particles (BMO). The difference in the G' value reflects the difference
in the volume fraction of the dispersed phase in the films [35,40-42].

Previously, Cavaille et al. [43] used a parameter relating modulus of films in their
relaxed and unrelaxed states to explain the interactions between inclusions and matrix in
films prepared from latexes consisting of polystyrene (PS) and PBA. Here, a similar
parameter, the change in the modulus before and after the Tg of PBA (G'2<1G'.IOO' 0' at 20
QC divided by 0' at -100 Qq, is used to approximate the volume fractions of the films'
dispersed phase [35]. Considering that compression-molded films of freeze-dried latexes
consist of discrete PBA domains dispersed in a PMMA matrix, one may calculate the
values of 0'2<10'.100 for PBAlPMMA systems of given polymer compositions, based on
Dickie's model [40-42] and the experimentally measured moduli of PBA and PMMA
homopolymers. By comparing the model-predicted 0'2<10'.100 values for PBAlPMMA at
various compositions to the values for 0'2<1G'.100 obtained experimentally for each
sample, one can estimate the volume fractions of the dispersed phase in the
compression-molded films [35]. The results are given in Table 4. Figure 4 shows the
schematic diagrams of films prepared from a homopolymer latex blend or from the
composite latexes.

TABLE 4 Volume fractions of different phases in the latexes and in the compression·molded films.

Sample Name Volume Fractions % Interfacial

polymer (based

on PBA)"

(A) (B) (C) DV

Latex PBA Seed polymer Film dispersed (C-A)

in latex phase

Blend 0.530 0.530 0.670 0.140 b

BMO 0.530 0.530 0.535 0.005 1.00

BM512 0.523 0.529 0.640 0.117 b

BM253 0.519 0.529 0.590 0.071 13.68

BM536 0.512 0.529 0.590 0.078 15.23

BM553 0.504 0.529 0.583 0.079 15.67

BM596 0.485 0.528 0.569 0.084 17.32

BM1053 0.478 0.528 0.578 0.100 20.92

(a) Approximated from DV divided by volume fraction of PBA in the composite latex (column A).
(b) Cannot be determined by this method because of the interconnected domains (pMMA occlusions inside
the PBA dispersed phase).
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The numbers in Table 4 show that the dispersed phase volume fraction in the film
made from the homopolymer latex blend (0.670) is much higher than the volume
fraction of PBA in the original latex blend (0.530). Since the dispersed phase is
essentially the PBA homopolymer (no grafting between PBA and PMMA), this
unexpectedly high volume fraction of the dispersed phase possibly arise from the
interconnection of the PBA domains (Figure 4A) [35,40-46]. In the melt-state during the
compression molding, individual PBA particles in the blend randomly come into contact
with each other. This process enables the occlusions of PMMA domains within the
PBA dispersed phase. This film morphology makes the volume fraction of the dispersed
phase in the film higher than the actual volume of PBA in the latex.

PBA
A C

B D ... .

Figure 4. Schematic representations of compression-molded films: (A) showing interconnected PBA
domains in PMMA matrix (blend and BM512). (B) showing individual PBA domains with no interphase

region (BMO). (C) and (0) showing individual PBA domains with thicker interphase.

In spite of their similar composition (same volume fraction of PBA in the original
latex, see Table 2), the volume fraction of the dispersed phase in a film derived from the
composite latex prepared from the PBA homopolymer seed (BMO, 0.535) is much lower
than in the one derived from the homopolymer blend (0.670). The only difference
between these two samples is that, unlike individual PBA particles in the blend, the
PBA phase in the composite particles is attached to the PMMA shell. This attachment
slows the migration and diffusion of the PBA chains. The resulting PBA domains are
thus smaller and more separated by the PMMA phase (i.e., minimum or no
interconnection of PBA domains). The film morphology shown in Figure 4B for BMO
also represents the dispersed phase volume fraction in the film being almost the same as
the PBA fraction in the original composite latex.

Although the volume fractions of seed polymer (i.e., PBA plus macromonomer) in
all composite latex samples are nearly the same (between 0.528 and 0.530, column B,
Table 4), the DMA-estimated dispersed phase volume fractions in these films (column
C) are quite different. However, all of the films prepared from the composite latexes
show volume fractions of the dispersed phase higher than the PBA fraction in the
original composite latexes (DV values between 0.071 and 0.117).

For the composite samples prepared from the PBA seed latexes incorporating the
lowest molecular weight PMMA macromonomer (BM512, see Table 2 for latex
composition), the volume fraction of the dispersed phase appears similar to that of the
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blend (0.640 vs. 0.670). For this sample, particle agglomeration and interconnected
PBA domains (Figure 4A) are anticipated because of the multiphase morphology of the
particles (Figure 2A) and the higher mobility of the rubbery phase (Tg of this
macromonomer is lower than room temperature [33]).

For all other composite samples, the film dispersed phase volume fractions (Table 4,
column C) decrease with decreasing latex PBA volume fraction (or the increase in the
latex macromonomer content, Tables 2 and 4). Nevertheless, the difference between the
latex's PBA volume fraction (column A) and the film's dispersed phase volume fraction
(column C), DV, increases with the macromonomer content (Table 4). Based on the
DMA results of sample BMO, little domain interconnection occurs in films prepared
from composite latexes. Thus, DV may only be explained by the presence of an
interphase zone between PBA and PMMA in the composite sample when
macromonomer is present in the seed particles [35,45,46].

Previously, Nelliappan and co-workers [47,48], using BC NMR, clearly showed that
an interphase layer exists between the PBA core and PMMA shell of the composite
latex particles. They also reported a thicker interphase region for the composite latex
particles formed from seed PBA particles incorporating PMMA-macromonomer
compared with the one prepared from PBA homopolymer seed particles. Additionally,
seed particle surface analysis already showed that macromonomer side-chains of the
BA/PMMA-macromonomer graft copolymers partition close to the seed particles/water
interface [33,34,36]. Subsequently, in the composite films, the macromonomer side­
chains of the graft copolymers would reside at the seed particlelPMMA interface. This
arrangement would allow a higher fraction of the rubbery inclusions to extend into the
PMMA matrix and compatibilize these two polymer phases, forming an interphase
layer. The difference between the PBA volume fraction in the original latexes and the
dispersed phase volume fraction as measured in the films (DV) is indicative of the
volume of this interphase layer. The DV correlates well with the increase in the amount
of macromonomer (weight ratio of macromonomer to BA) used in the seed latex
preparation. The positive values of DV could be explained by two possible reasons: (1)
the PBA volume in the sample is lower than the number calculated based on weight of
BA used to prepare the original seed latex (column A), because a large fraction of the
PBA chains is copolymerized with macromonomer and become a part of the interphase
layer, and (2) the model used for the determination of the dispersed phase volume
fraction does not account for the presence of the interphase zone, but assumes discrete
PBA domains in the PMMA matrix.

In conclusion, the numbers in Table 4 show that, by using PBA seed incorporating
PMMA-macromonomer to prepare the composite latexes, the PBA homopolymer
volume fraction decreases, and the volume fraction of the interphase region between the
two polymer phases (DV) increases. By increasing the number of MMA units in the
BA/PMMA-macromonomer graft copolymer (either by increasing the mole ratio of
macromonomer to BA or by increasing the molecular weights of the macromonomers),
the volume of the interfacial layer increases. Both the decrease in the rubber phase
volume fraction and the higher volume of the interphase layer correlate with the better
compatibility of PBA and PMMA phases in the composite particles when the graft
copolymers were present in the seed particles (as previously observed from the TEM
micrographs in Figures 1 and 2, and by BC NMR[47,48]).
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3. Conclusions

Graft copolymers with PBA backbones and PMMA-macromonomer side-chains were
used as compatibilizing agents for PBA core-PMMA shell latexes. These graft
copolymers were incorporated in situ into the PBA particles via miniemulsion
(co)polymerization of BA in the presence of PMMA-macromonomer(s), prior to using
these particles as seed in the second-stage emulsion polymerization of MMA [34].
Structures and compositions of the graft copolymers were varied by changing the mole
ratio between macromonomer and BA (to control the number of grafts per chain) or
varying the molecular weights of the macromonomers (to control the graft length) [36J.
In the seed latexes, PMMA-macromonomer branches of the copolymers preferentially
partition close to the seed particle/water interface because of their hydrophilic nature.
The presence of the MMA units (from the copolymers) on the seed PBA particles'
surface increases the particle polarity and lowers the particle/water interfacial tension
[33,34,36J.

TEM observation combined with the preferential staining showed that the degree of
phase separation between the two polymers in the composite particles is affected by the
amount of macromonomers used in the seed latex preparation (Le., mole ratio of
macromonomer to BA and molecular weight of the macromonomers) [35]. The observed
morphologies show quite a good agreement with the decrease in the polymer/aqueous
phase interfacial tensions observed when PMMA macromonomer was incorporated into
the PBA seed particles [34J. The dynamic mechanical analysis interpreted according to
Dickie's model for phase-separated polymer blends [4O-42J enable the quantification of
the interphase region [35]. It shows a decrease in the PBA volume fraction and an
increase in the volume fraction of the interface layer when the BAlPMMA­
macromonomer copolymer seed particles were used. These results also agree with the
observed particle morphology [35J and Nelliappan's 13C-NMR studies on PBA core­
PMMA shell latexes [47,48]. All these results suggest that the decrease in
polymer/polymer interfacial tension enhance the seed coverage by the shell polymer aM
increase the volume fraction of the interphase polymer. Thus, interfacial tension is
considered one of the main parameters controlling particle morphology in composite
latexes.
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CHARACTERIZATION OF PARTICLE MORPHOLOGY
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1. Introduction

Nuclear magnetic resonance (NMR) today probably is the most valuable tool for eluci­
dation of molecular structure, order, and dynamics. For the characterization of
macromolecules [1,2], NMR can be divided into two major areas. High-resolution
NMR provides detailed information about the chain microstructure in solution. Solid­
state NMR allows to characterize the molecular structure and the organization of the
macromolecules in the bulk. Special techniques offer to study dynamic aspects over a
large range of characteristic rates. Solid-state NMR allows to characterize morphology
properties, e.g. chain alignment in oriented polymers [3]. Multidimensional techniques
offer fundamental advantages [4] by introducing an additional frequency dimension to
increase the spectral resolution and by providing routes to new information,
unavailable from 10 spectra even in the limit of high resolution [5]. One aspect to
establish structure-property relationships for polymer materials is the characterization
of domain sizes in heterogeneous materials. Advanced polymer materials with more
than one component are phase separated in most cases. Small domains of only a few
nanometers, as well as interfaces between the different phases, are particular difficult
to characterize. Here, new solid-state NMR techniques nicely supplement well­
established scattering and microscopic methods.

This article thus briefly outlines the basics of solid-state NMR and then illustrates
the information available from solid-state NMR methods about the particle morphology
in latex particles.

2. Solid-State NMR

NMR spectra are site-selective because the magnetic fields that the nuclei experience
are slightly different from the external field Bo due to the shielding by surrounding
electrons. The effect is known as the chemical shift, which spans about 10 ppm for lH
and 200 ppm for l3e in different functional groups. This allows the structural charac­
terization of liquids or components in solution.

Owing to the presence of angular-dependent anisotropic interactions, the spectral
resolution of solid-state NMR spectra is orders of magnitude lower than that of high-
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resolution NMR in liquids [6,7]. The interaction of nuclear spins with their
surrounding involves, e.g., a magnetic dipole-dipole coupling of nuclei among them­
selves. This leads to broad NMR lines covering approximately 50 kHz for IH}H
homonuclear coupling and approximately 25 kHz for IH_13C heteronuclear coupling.
The anisotropy of the chemical shift results in powder patterns covering approximately
15 kHz at a field strength of 7 T. Another coupling for nuclei only with spin I> Y2 is
the nuclear coupling to the electric field gradient at the nuclear site. For 2H (I = 1) in
C-2H bonds, this leads to spectral splittings of about 250 kHz. The anisotropic interac­
tions can be removed under magic angle spinning (MAS). This high-speed mechanical
rotation at an angle of 54.7 0 to the magnetic field Bo yields liquid-like spectra if the
spinning speed ror is significantly larger than the width ~ of the anisotropic powder
pattern (ror > ~). In the case of ror < ~, the centerband at the isotropic shift is flanked by
sidebands at multiples of ror, thus retaining information about the anisotropic coupling.

Further improvements for high-resolution in solid-state NMR. spectra were
achieved in the 1970s by combining MAS with ingenious manipulations of the nuclear
spins, such as multiple pulse irradiation, high-power decoupling and cross polarization
[8]. Cross polarization is a transfer of magnetization from IH to 13C to enhance the 13e
signal up to the ratio of the gyromagnetic ratios YH / Yc ::::: 4 and due to the higher
permissible repetition rate of experiment by the very much faster relaxation of IH
compared to that of 13C. For cross polarization almost a Hartmann-Hahn contact is
applied where two radio-frequency fields are simultaneously in resonance with 13e and
IH respectively with the same frequency of the nuclei in the rotating coordinate system.

For the characterization of latexes two different kinds of experiments are applied:
relaxation methods and spin-diffusion techniques combined with 20 separation
experiments. In the following the different methods are introduced. Then the transfer
and the application of these techniques to the characterization of latexes is described.

2.1. RELAXATION

Relaxation times play an important role in the NMR of bulk matter. The relaxation
times are sensitive to the spectral density of molecular dynamics with rates in the range
of the characteristic frequency: ro R =yBR [9]. BR denotes the strength of the relevant
magnetic field B. For the longitudinal relaxation time in the laboratory frame (T l ), this
is the Bo field; for the longitudinal relaxation time in the rotating frame (TIp), BR is the
B l field of the coil that 'locks' the magnetization.

The miscibility and the interfacial region can be characterized by the various
relaxation times [10]. TIp em and TIp (13C) measurements yield information about
molecular dynamics in the range of kilohertz and about spatial relationships. The
relaxation time T1 is sensitive to the short-range spatial proximity of the interacting
dipole moments; the detected motions are in the range of megahertz. The 13C
relaxation times T1 (13C), TIp (13C) and the cross relaxation TCH can be determined
separately for each position of the molecule. In contrast, the TIp of the protons is a
volume property averaged over a distance of about 2 om due to the small mean
distance between the abundant IH nuclei compared to the rare 13e nuclei. For the
measurement of TIp (1m two different measurement processes are available. In most
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cases the length of the contact time in a cross polarization experiment is varied. The
signal enhancement by cross polarization, described above, implies that the signal
intensities are influenced by the kinetics of this transfer of magnetization and are not a
priori quantitative. The mechanism of coupling 13C to IH is the dipole-dipole
interaction with a (l/r3l dependence resulting in a slower cross polarization of
quaternary 13C nuclei without IH than IH-substituted 13C nuclei. It has to be noted that
MAS also reduced the dipole-dipole coupling. Thus, this experiment allows to
determine the magnetization rate IffCH at short contact times, while at longer contact
times the relaxation rate Tip eH) is measured.

As an alternative to the TIp measurement via variable length of contact time, it is
possible to carry out the IH spin-lock experiment, and only in the end of the IH spin­
lock time to cross polarize with a fixed contact time as usual [11].

2.2. SPIN DIFFUSION

The spin-diffusion experiments allow the characterization of heterogeneities on the
length scale of one monomer unit up to 150 nrn [12]. Thus, spin diffusion is
particularly suited for characterization of small domains, nanoheterogeneities, or
concentration fluctuations on length scales of a few nanometers, where other methods
often fail owing to limitations in resolution or contrast. Thus, spin-diffusion
measurements are well established in solid-state NMR of polymers [3]. Moreover,
several advanced approaches combining IH spin diffusion with highly selective 13C
detection have been introduced [5,13].

(a)
Selection Spin diffusion

~~~~

Ocs
Mixing time lin

Figure 1. Schematic representation of 'H spin diffusion in a two-phase system
(A.,B) with spatially constant proton density: (a) spatial distribution of 'H
magnetization; (b) NMR spectra for different mixing times t",.

A typical IH spin-diffusion experiment consists of three steps: First the proton
magnetization of one component is selected by a suitable filter to generate a non­
equilibrium distribution of proton magnetization (Figure I a); second,
IH spin diffusion, i.e. a spatial diffusion of nuclear magnetization without material
transport, occurs during a mixing time 1m which is varied systematically; third, the
resulting distribution of proton magnetization after the mixing time is detected in a IH
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spectrum or after cross polarization in a 13e spectrum (Figure I b). For short times, the
mean-square distance <x2> that the magnetization moves within the time 1m is given by
<x2> = aDt, where D is the spin-di1fusion constant of the system under study. The
factor a depends on the geometry of the packing (e.g. lamellar, cylindrical, or
spherical). The spin-diffusion constant is related to the strength of the dipolar coupling
as reflected in the linewidth of the 1H NMR spectrum, and has been calibrated for
polymers of different molecular mobility by comparing spin-diffusion data with direct
measurements of domain sizes by X-ray scattering and electron micro'scopy [14,15].

Spin di1fusion requires that the differen~ components contained in the sample can
be distinguished in their NMR parameters. This is particularly straightforward if the
components differ in mobility. The dipolar filter technique selects regions with
differences in mobility of the components. It is based on the application of multiple
pulse homonuclear decoupling. Although this multiple pulse sequence in principle is
capable of averaging all dipolar couplings, it is applied here in such a way that only
weak dipolar couplings are averaged and the corresponding signals are retained,
whereas strong dipolar couplings lead to an irreversible decay. If there are two
polymers with an ideal phase separation only two different components in mobility are
found. Generally, there is a region of gradual change in structure and molecular
mobility between different phases, the interface. In the case of a mobility gradient
dipolar couplings also exhibit a gradual change between the values of the pure phases.
Without any filter the whole particle is detected. With increasing filter strength regions
with different mobilities due to different transverse relaxation times T2 can be selected.
The strength of the filter can be increased by prolongation of the delay time t.I between
the pulses or by increasing the number of cycles Deycl. (Figure 2). After one filter cycle
most of the rigid components with strong dipolar couplings are suppressed. Since the
mobility of the soft components is reduced in the interface, this amount is also reduced
by the dipolar filter. In reverse, the mobilized portion of the rigid components
immersed in the mobile phase is still detected after applying a weak filter (e. g.
Ilcycl. = I). The remaining magnetization can be detected in IH spectra or after transfer
to l3e through cross polarization in 13e ePlMAs spectra. In the IH spectra the mobile
component detected as a narrow line can be quantified easily. The evaluation of the
rigid component from these spectra is inaccurate because of the broad lines with line
widths up to about 50 kHz.

mobile ~-_ ,__ ,
,-~-------_: :
I I r
t····· I I

i·······........... i i
I 1 I

n""l. 2 I n""l. =6

Figure 2. At weak: filter strength (e.g. Ilcyel. = 1) only the magnetization of rigid
components is suppressed; mobilized and mobile components with longer T2

relaxation times are detected With increasing number of filter cycles Ilcyel. (e.g.
Ilcyel. = 6) only the highly mobile components are detected.

2.3. 2D SEPARATION EXPERIMENT

The 2D-WISE (Wideline Separation) experiment allows the combination of structural
and dynamic information obtained from the isotropic chemical shift in the l3e
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b)
PVME

dimension and the proton line shape in the IH dimension, respectively [16]. These 2D­
NMR spectra reveal changes of mobility in different chemical surroundings making
usc of the IH NMR line widths. The power of this technique can be demonstrated on a
50:50 wt.-% blend of polystyrene (PS) and poly(vinyl methyl ether) (PVME), cast from
toluene. This blend appears homogeneous by most classical techniques. The I H
wideline spectrum consists of a rather featureless superposition of components with
different dipolar linewidths, which are nicely separated in the second frequency
dimension and related to their 13C chemical shift. About 60 K above the caloric glass
transition of the blend, it is possible to detect substantial motional heterogeneities of
mobility in the blend, i.e. the PVME is more mobile than the PS (Figure 3 a). By
introducing a mixing time to allow for spin diffusion, the IH line shapes equilibrate
after only 5 ms indicating domain sizes of different mobility in the range of
3.5 ± 1.5 nm (Figure 3 b).

a)

I'S i'S

1m =5 ms
ISO 100 SO 0

13c ppnl

Figure 3. 20 WISE NMR spectrum at T = 320 K, (a) without spin diffusion, nole
different linewidths for PS and PVME; (b) with spin diffusion over a timc 1m = 5 ms,
note that now alliincs have cqual'H Iincwidlhs.

3. Characterization of Latexes

Emulsion polymerization is a well-known technique for preparing latex polymers with
defined structures. Depending on the polymerization parameters and conditions, the
reaction can selectively yield a variety of particles with different morphologies
[17,18,19,20], e.g. core-shell, sandwich structures, hemispheres, and raspberry- or
confetti-like structures.

The synthesis of core-shell latexes usually docs not lead to an ideal core-shell
morphology with a complete phase separation [21]. Figure 4 displays possible
substructures of such core-shell latexes with different interfaces. These interfaces
consist of mixed phases which are composed of the core component and the shell
component. Depending on the compatibility of the two polymers and the reaction
conditions, the components in the interface can be mixed on a molecular level with a
continuous concentration gradient or microdomains can be formed.

The morphology of the entire particle and the inierface between the two
components in core-shell polymers can sensitively change the macroscopic properties
of materials over a wide range. Therefore, the investigation of the internal particle
morphology is an important task for further applications of core-shell systems such as
paints, adhesives, coatings, or impact resistance plastics.
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d) c)
Figure 4. Morphologies deviating from the (a) ideal core shell: (b)
interface with a wavy structure; (c) interface with a gradient of both
components; (d) interface with microdomains; (e) microdomains in the
interface and an island structure as shell.

3.1. INVESTIGATION OF MOLECULAR MISCIBILITY IN COPOLYMER
LATEXES

The molecular miscibility in a latex of poly(butyl acrylate-co-acrylic acid) was
investigated by Tip em measurements [10). The films obtained from the dispersion
shows spatial heterogeneities with one phase predominantly containing the
hydrophobic butyl acrylate blocks, and other regions which consist principally of the
hydrophilic acrylic acid. The evaluation of the signal amplitude as a function of the
proton spin lock leads to an exponential decay and gives unitary Tip em values for all
signals. The measured Tip em is between the values for the homopolymers poly(butyl
acrylate) and poly(acrylic acid), and shows that acrylic acid and butyl acrylate are
present alongside one another at spacing of less than 1 nm.

3.2. INFLUENCE OF SURFACE COVERAGE ON THE INTERFACE
FORMATION OF PBUT/PMrvIA LATEXES

It was shown that the interface thickness and the average composition can be obtained
using a combination of differential scanning calorimetry (DSC) and solid-state NMR
relaxation experiments [22,23). The influence of core-shell ratio and surface coverage
of the seed latex by the surfactant on the interface characteristics of polybutadiene /
poly(methyl methacrylate) (pButIPMrvIA) latexes was examined. In contrast to DSC
which can not be used successfully at low PMrvIA content «30 wt.-%) as well as at
high PMrvIA content (>75 wt.-%) solid-state NMR is a suitable method to examine the
interface in the complete range of composition. It was demonstrated that the surface
coverage of the PBut seed latex by the surfactant and the core-shell ratio dramatically
change the relaxation time Tip em of PMrvIA, the glass transition temperature, and
the interface of the core-shell latexes. The relaxation time Tip em are 13.8 ms and
13.1 ms for the Cc" and the C~ of pure PMrvIA, respectively, (in the cited papers
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denoted as Cs and C6). By varying the surface coverage of the PBut seed latex at a
constant PMMA content of 50 wt.-% the Tip (IH) can be decreased to values lower
than 10 IllS indicating an interaction of the PMMA protons with neighboring PBut
nuclei by direct dipole-dipole interactions, or indicating a changing of molecular
motion of the PMMA chain by sufficient PBut neighbors. With increasing surface
coverage from 0.17 to 0.36 the values of the relaxation times Tip (1H) and the glass
tran,sition temperatures Tg decrease due to a decreasing agglomeration. A lower
agglomeration at the early stages of polymerization leads to a decrease of the contact
area between the two phases, PBut and PMMA. An optimum surface coverage of PBut
seed latex particles with a value of 0.36 was found to introduce the greatest amount of
interface during the emulsion polymerization. In this case the lowest values of Tip (IH)
and Tg are obtained. At higher surface coverage the formation of secondary PMMA
homopolymer latexes was found. The measurements show that there is an interaction
of PBut and PMMA in the interfacial region with an increase of PMMA mobility; the
relaxation measurements allow to determine the amount of interfacial PMMA which is
formed probably of grafted PMMA and physically interacting PMMA. The thickness of
the interface was estimated to be in the range of 7 om.

3.3. INFLUENCE OF PROCESS PARAMETERS ON THE INTERFACE REGION
OF PDVBIPBUA LATEXES

The interfacial region was determined by relaxation measurements in
poly(divinylbenzene) I poly(n-butyl acrylate) (pDVBIPBuA) core-shell latexes
synthesized with different process parameters, including the mode of addition of the
second stage monomer, the rate of addition, and the extent of conversion of the PDVB
seed latex at the time of addition of the second stage monomer [24]. In Tip eH)
measurements ofPBuA added at two different conversion levels (75 % and 100 %) the
existence of two different slopes representing two population of PBuA with regimes of
different mobilities was observed. The population with the faster relaxation time
probably detects PBuA crosslinked by divinylbenzene and PBuA is also grafted to the
PDVB seed. The population ofPBuA with a relaxation time closer to the homopolymer
represents more mobile PBuA which is probably only grafted to the PDVB seed, but is
not crosslinked, and has only minimal physical interaction with the PDVB seed. In the
case of semicontinuous addition of PBuA, the Tip em of PBuA is significantly lower
compared to the relaxation time of PBuA added in a batch mode relating to the higher
incidence of grafting reactions in the case of semicontinuous addition. In the batch
process, a crop of secondary particles of PBuA homopolymer determined by electron
microscopy leads also to an increase of Tip (1H). The TIp eH) values of the PBuA
phase are sensitive to the composition of the core-shell latex. The PBuA component of
a core-shell latex can be thought to be composed of interfacial PBuA perturbed by
interaction with the PDVB and of unperturbed PBuA. The change of Tip em of the
perturbed portion of PBuA as a function of the core-shell ratio allows to calculate the
thickness of the interface region using a model proposed by McBrierty [25]. The length
scale of the interface was in the range of 5-7 om for a core-shell latex in the case of
100 % conversion of the PDVB seed latex in a semicontinuous process under starved­
feed conditions.
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3.4. INFLUENCE OF DIFFERENT PARAMETERS ON THE INTERFACE
MORPHOLOGY AND TInCKNESS OF PBUAlPMMA LATEXES

The morphology and thickness of the interface of PBuA/PMMA latexes depend on the
synthesis conditions and the sizes of the particles. To elucidate the relationship
between morphology, interface structure, and preparation conditions, advanced solid­
state NMR techniques, involving WISE experiments [26] and spin diffusion [27], are
used for the characterization of the particles [28,29,30]. The core-shell latexes
presented here are composed of mobile PBuA with a low Tg of -45°C and the high
Tg component PMMA (Tg = 120°C). At the interface a contact region of the two
components is built up. This leads to a partial immobilization of the soft component
and a partial mobilization of the rigid component. This gradient of mobility can be
characterized by the dipolar filter while the WISE experiment detects the quality of the
phase separation. The PMMA mobilized by the PBuA can be quantified by filter
experiments with 13C detection. IH spin diffusion allows the quantification of the
immobilized PBuA. This experiment allows also the determination of the interface
thickness. The individual measurements are presented in the following for a low­
temperature latex as an example, the results of the characterization of different latexes
are summarized.

3.4.1. WISE experiment for detection ofthe quality ofphase separation
As an example the 2D WISE spectrum of a latex synthesized at low temperature
(20°C) is shown in Figure 5.

PBuA: PMMA:
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Figure 5. 2D WISE spectrum oflow-temperature latex
with assignment of 13C chemical shifts.
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As expected for PMMA with its Tg well above room temperature the slices are
broadened in the 1H dimension due to the strong dipolar couplings. The superposed
narrow lines result from mobilized components in the interface. PBuA also shows a
superposition of narrow and broad lines. However, the narrow components are much
stronger indicating higher chain mobility.

Thus, the WISE spectrum reveals the existence of a pure PBuA phase, a pure
PMMA phase, and a region where the two components are mixed. In the interface the
dyriamics of both the rigid and the mobile components are different from the respective
dynamical behavior in the pure phases.

1,0

3.4.2. Filter experiments for the quantification ofmobilized PA1A-1A
In Figure 6 a) the effect of the dipolar filter on a low-temperature latex detected in J3C
spectra after magnetization transfer via cross polarization is demonstrated. The J3C
spectrum without any filter (Ilcycle = 0) detects the whole particle. With increasing
number of cycles, PMMA and immobilized PBuA are suppressed successively. The
PMMA magnetization is evaluated from the signal of Co. at 45 ppm, indicated by the
arrow, because there is no overlap with signals of PBuA (Figure 6b). The PMMA
peaks are only partially eliminated for weak filter strengths. After one filter cycle
63.2 % of the PMMA are suppressed, while 36.8 % are still detected in the spectrum.
In view of the differences in cross-polarization efficiencies this may be interpreted as
indicating that at least 36.8 % ofPMMA are mobilized. A total suppression is reached
with Ilcycle = 7 where only PBuA signals remain.
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Figure 6. (a) Filter experiments on a low-temperature latex with IlC detection. With increasing filter strength the
rigid PMMA is suppressed (see arrow at 45 ppm for Ca). Simultaneously immobilized portions of the PBuA are
suppressed as visible from the decreasing C2 signal ofPBuA; (b) The PMMA intensity of the Ca signal is ploned
versus the number of filter cycles. The intensity of the first spectrum without any filter is scaled to 1. After one
filter cycle 36.8 % ofPMMA can still be detected as mobilized PMMA A number of cycles 1Icyt1. = 7 is necessary
to eliminate the entire PMMA
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3.4.3. Spin-diffusion experimentsfor the quantification ofimmobilized PBuA and the
interface thickness

In order to quantify the thickness of the interface, I H spin-diffusion experiments with
1H detection were carried out with varying filter strengths. As an example the results
for a low-temperature latex are shown in Figure 7. The number of cycles was varied
between I and 6. The initial value is always normalized to 1.0.
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Figure 7. Spin-diffusion experiment for the low-temperature latex with I H
detection and varying fiher strength. The intensity of the PBuA signal is plotted
versus the square root of the mixing time. Note the decrease of the final value
with increasing filter strength and the differences in decay at small mixing times
indicating the interface ofthe particles.

The signal decay occurs in two steps. At short mixing times the magnetization of
PBuA decreases fast followed by a slower diffusion process at longer mixing times.
This indicates two different structures in the particles (Figure 8). The fast decay detects
the spin diffusion in the interface. This spin-diffusion process is sensitive to the
thickness and the structure of the interface in the particle. The slow decay is related to
the spin diffusion in the whole particle. With increasing filter strength the first decay
becomes faster. The final value for long mixing times corresponds to the amount of
mobile component selected in the experiment. After the weakest filter I\:ycle = 1, a
fraction of 69 % for the low-temperature latex presented here is observed which is
nearly that expected from the proton ratio of the two polymers PBuA and PMlv1A
(67:33). With increasing filter strength the final values in the spin-diffusion
experiments are lower, reaching 40 % for Ilcycle = 6 because magnetization of PBuA in
the interface is also suppressed. The fast decay at short mixing times detects the
thickness of the interface region. The data at short mixing times can be fitted with a
one dimensional diffusion model. In the spin-diffusion time of about 100 ms the
magnetization reaches only the interface occurring as a lamellar structure because of
the large diameter of the particle. The simulation yields a size of about 10 nm for the
interface thickness.
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Figure 8. The entire core-shell structure leads to a slow spin diffusion;
substructures in the interface allow a fast spin diffusion. Characterizing
core-shell particles a superposition ofdiffusion processes is observed.

The combination of transmission electron microscopy and advanced solid-state
NMR. methods allows the characterization of the morphology and the interface
structure of PBuAJPMMA polymers obtained by a two-step emulsion polymerization.
The results of filter experiments, spin diffusion, and WISE allow to characterize
particles with different interface morphologies shown in Figure 9. The PBuAJPMMA
latexes have a core-shell morphology with an interface region between the two
components which depends on the synthesis conditions. The low-temperature
PBuAJPMMA latex consists of core-shell particles with an interface formed by the two
components mixed on a molecular level with a continuous concentration gradient of
the components. The high-temperature PBuAJPMMA latex forms small microdomains
in an interface which is as thick as in the low-temperature latexes. The differences of
the interfaces revealed from the spin-diffusion experiments for the high- and the low­
temperature latexes can be explained with different material diffusion lengths of the
oligomers during the synthesis. Three effects should be considered: First, at high
temperature the oligomers can diffuse easier than at low temperature where the higher
viscosity results in a reduced material diffusion coefficient. Therefore, the oligomer
chains in the high-temperature latexes can diffuse towards each other and form
microdomains. Second, at low temperature microphase separation of polymerized
chains may be hindered due to the lower material diffusion coefficient. And third, the
x.-parameter may change with temperature resulting in different compatibilities of the
polymers. The interface of particles with a shell grafted on the core is only slightly
different compared to the interface of the high-temperature latex. The interface
thickness decreases indicating that the grafting hinders the monomer to diffuse into the
core. With increasing crosslinking density in the core the thickness of interface
decreases significantly. With varying ratio of core to shell polymer, it was found that
the interfacial PBuA content grows until the PBuA content reaches 33 %. Up to this
ratio a material diffusion into the interfacial region and a growing of the shell which is
still incomplete can be detected at the same time. The further addition of PBuA does



214

not result in an increase of the quantity of interfacial PBuA (see also [22]). For the
investigated range of particle sizes between 100 and 400 nm the interface thickness
does not change, only the size of the microdomains is growing with increasing particle
size. For smaller particles the interface thickness decreases. It is possible to
characterize even larger interface of particles with an extended interfacial region built
up by a copolymer which has a composition gradient ofboth components.

22 wt. %
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0,:,,:::::::':::, high temperature

(::...",:,-::..11;' \ ' / crosslinking

low temperature o~:.··~.
~ .

--- O~hel~~;..:;t
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\

400nm
Figure 9. Overview ofmorphologies ofPBuAIPMMA core-shell latexes due to different parameters ofsynthesis.

4. Conclusions

Solid-state NMR is a powerful technique for the characterization of heterogeneities in
polymers and polymer blends and can be transferred to the characterization of latex
systems. The techniques of solid-state NMR based on relaxation measurements and
spin diffusion allow to characterize the morphology including substructures in the
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interface and its thickness. It is possible to detect fractions with different mobilities. A
particular emphasis is put on the characterization of the interface between the two
components in core-shell latexes. The measurements allow to correlate synthesis
parameters to the morphologies of latexes and give information about the structure­
property relationships. Recently developed experimental approaches will allow to
characterize changes of the particle structure during the film formation or annealing of
the particles.
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SCATTERING TECHNIQUES-FUNDAMENTALS

R.H. OITEWILL
School of Chemistry, University ofBristol
Cantock's Close, Bristol BS8 ITS
U.K.

1. Introduction

There are three types of radiation which are commonly used for scattering experiments.
These are shown in Table 1.

TABLE 1. Types of radiation

Radiation

Light

X-rays

Neutrons

1.1. LIGHT SCATTERING

Source

Mercury Arc
Laser
Laboratory Generators
Synchroton Radiation
Thennal
Cold

Wavelength/A

ca. 4000-6500
U H

0.4-1.5
1->5
ca. 1.0-5.0
5.0-20.0

The theory of light scattering was first investigated by Lord Rayleigh in 1871 [1] and
then subsequently developed in the early part of the 20th Century by Mie [2] and
Debye[3]. Experimental investigations were greatly enhanced by the invention of the
photomultiplier in the 1940's and its subsequent development in recent years to rapid
response photon detectors, ca 1 nsec. Together with development of coherent light
sources, lasers, and comput:t,r iJased correlators it has become a powerful technique [4].

The scattering of light depends on the electronic polarisability of the atoms
composing the molecule/particle and hence is dependent on the refractive indices of the
scattering object and the medium.

1.2. X-RAY SCATTERING

X-ray crystallography was quite well developed by the 1930's [5] and has since become a
very sophisticated subject. However, although the theory of small angle X-ray scattering
was clearly presented in a classic book by Guinier and Fournet [6] in 1955 the
experimental aspects only developed in a few specialised centres. At the present time,
however, small laboratory machines are becoming more readily available and there are a
number of special centres, including the ESRF (European Synchroton Radiation
Facility) at Grenoble [7].
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X-ray scattering depends on the electron density of the atoms in the scattering object
and hence scales with atomic number. Hydrogen is a very weak X-ray scattering element
and platinum a very strong one.

1.3. SMALL ANGLE NEUTRON SCATIERING

The neutron was discovered by Chadwick in 1932 [8] and although it was shown soon
after this that neutrons could be diffracted it was not until the 1970's with the building
of high flux reactors that neutron scattering facilities became widely available and the
subject rapidly developed.

Neutrons are scattered by the nuclei of atoms and hence the scattering ability is
isotope specific to the extent that different isotopes of the same element, e.g. W and H2

(deuterium), can scatter very differently. This makes isotopic labelling a valuable
experimentaItool.

The neutron can be considered as a particle of mass m travelling at a velocity v or as
waveform having a wavelength A, since by the de Broglie relationship,

(1)

where hp =Planck's constant.

2. Angular Scattering

2.1. THE SCATIERING ANGLE, e

e is defmed as the angle of the scattering measurement with respect to the direction of
the incident beam as shown in Figure 1.

Incident Bea~ 1
0

Wide Angle Scattering

Light

a 15° Neutrons
---------~

a 15° X-rays

Small
Angle
Scattering

Figure 1. Usual angular regions of wide angle and small angle scattering

Both X-ray and neutron scattering measurements are made at small angles whereas light
scattering with a rotatable detector is usually carried out at angles from ca 30" to ISO".
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2.2. THE SCATTERING VECTOR, Q

For elastic scattering, Q, is defined as,

Q = 41tllosin(e / 2) / 1...0 (2)

for light scattering, with no = the refractive index of the medium and 1...0 = the wavelength
of light in vacuo; in the medium A= Ajno.

For neutrons,

Q =41t sin(e / 2) fA (3)

The dimensions of Q are (Lengthyl. Thus measurements are related to behaviour in
reciprocal space.

2.3. RANGE OF Q VALVES

Table 2 indicates the range of Q space which can be probed by the various techniques,
and since the spatial distance probed can be regarded as of the order of 21t/Q this is also
included.

TABLE 2. Spatial distances probed by scattering

Method

Light Scattering
Neutron Scattering
X-ray Scattering

3. Intensity

Q, Range/ A·1

0.001-0.002
0.001-0.25
0.005-0.25

Spatial Distance/ A

ca. 6300-3100
ca. 6300- 25
ca. 1250- 25

All examinations of scattering have to be related to a fundamental measurement, that of
intensity, which has to be converted by calibration into absolute units, for example, in
the case of neutrons, to the number of neutrons per unit solid angle per unit of time per
unit incident intensity. Thus if this quantity is called I(Q), i.e. intensity, we obtain a
basic equation in the form,

(4)

for dilute noninteracting systems, where A =an instrument calibration factor, Vp =the
volume of the scattering particle and Np = the number of particles per unit volume; it
should be noted that for unit volume, Np Vp =<1>, the volume fraction of the system.

The quantity to be inserted in the square brackets is a scattering parameter which is
expressed in terms of:

Refractive Index, n, for light scattering
Electron Density, Pc, for X-rays
Scattering Length Density, Psc, for neutrons.
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The term P(Q) is a particle shape factor and, as an example, for spheres of radius, R,
is given by [6],

P(Q) = {3(Sin QR - QRSin QR)}2
Q3R3

(5)

The formulae for P(Q) are the same whether used in light scattering, X-ray scattering or
neutron scattering.

4. Light Scattering

Three different regions of light scattering are usually considered. Briefly these are:

4.1. RAYLEIGH SCATTERING

This occurs for the condition that R«A.o; frequently it is taken as R<A.j20. For this
situation P(Q) is unity and eq. (4) can be written as

8 4 4 {2 2 }2I(Q)R =AN V 2 1t no n - no (l + cos2 8)
p p A. 4 n2 + 2n 2

o 0

(6)

if unpolarised light is used as the incident radiation, where n =the refractive index of the
particle and no that of the medium. For incident length with the electric vector polarised
perpendicular to the scattering plane i.e. for laser radiation the scattered intensity is given
by [10,11]

4 4 {2 2 }2I(Q) = AN V 2 161t no n - no
p p A. 4 n 2 + 2n 2

o 0

(7)

and is independent of scattering angle, proportional to the 6th power of the radius am
inversely dependent on the 4th power of the wavelength.

4.2. RAYLEIGH-GANS-DEBYE SCATTERING

This occurs for the condition that (n-no)RlA.<<1, essentially meaning that (n-no) must be
small so that n '" no' Phase shifts occur between the electric fields scattered from different
parts of a particle and the scattered intensity is relative to that of Rayleigh particle
scattering, so that [12]

I(Q)RGD = IR P(Q) (8)
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with IR = the intensity of Rayleigh scattering.

4.3 MIE SCATI'ERING

Mie theory provides a complete solution for spheres of all sizes and refractive index. The
solutions although complex are precise in the region when (n-no)RlA.>1. This approach
has been discussed by Rowell at a previous NATO Institute [12].

5. Small Angle Neutron Scattering

The basis of small angle neutron scattering and small angle X-ray scattering have much
in common and hence this article will primarily deal with the former. Moreover, since
the phase shifts are usually small, and inherently the refractive indices are close to unity,
then a number of aspects are similar to those of the Rayleigh-Gans-Debye region of light
scattering.

5.1. SCATIERING LENGTH DENSITY

The coherent scattering length density is an important quantity for a molecule which is
defined by the equation,

(9)

where b i is the coherent scattering length of the ith isotope of which the molecule is
composed. The values for isotopes are tabulated, for example, in Bacon [13]; they are
independent of A. and e.

Some values of Psc are tabulated in Table 3. The difference in values between Hp
and 0 20 and between hydrogenated and deuterated molecules should be noted.

TABLE 3. Neutron scattering length densities for various molecules

Material

Water
Deuterium Oxide
h14-Hexane
hz6-Dodecane
dZ6- Dodecane
Polystyrene
d-Polystyrene
Polyacrylonitrile

Formula Coherent Neutron Scattering
Length, p,/lOla cm-z

-0.56
6.35
-0.58
-0.46
6.43
1.42
6.47
2.28

6. The Neutron Scattering Equation

For a monodisperse dispersion of non-interacting homogeneous spherical particles eq (4)
can be rewritten for small angle neutron scattering in the form,
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(10)

where PP and Pm are respectively the coherent neutron scattering lengths of the particles
and the medium. Figure 2 illustrates with experimental data the form of In P(Q) for
dispersions of polystyrene particles of increasing sizes [14,15].

An interesting point is that data are obtained over a much wider Q range than with
light scattering and for small particles there is a much greater range of intensity
variation.

0.030.02

Q/.ll.- 1

-10 "---__-'- --'-- --1. -1

0.01

-4

-8

tn PIQI

-2

o

Figure 2. In P(Q) against Q for polystyrene latex particles of various diameter.

o diameter 346 A; • diameter 1320 A; t:. 2020 A.

6.1. SCATIERING AT Q=0

Although the intensity of scattering at zero 9, 1(0), cannot be measured it can be obtained
by extrapolation. Moreover, since P(Q) = 1.0 at 9 = 0 then,

(11)

and for the condition PP =Pm' 1(0) becomes zero. Thus by measuring the intensity of
scattering from the particles as a function of Pm' for example by using H20-D20
mixtures, then P

P
can be obtained experimentally. This is illustrated in Figure 3.
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Figure 3. ~I(O) against scattering length density of dispersion medium, Pm
., Polystyrene latex, • polydeuterostyrene latex

6.2. SCATIERING AT SMALL QR

For values of QR<1.0 the function P(Q) can be expanded to give,

I(Q) = I(O)exp(_Q2 Rg2 /3)

or in alternative form

In I(Q) = In 1(0) - Q2Rg 2 /3

(12)

(13)

and hence from a plot of In I(Q) against Q2, which should be linear, a value can be
obtained for the radius of gyration, Rg. Expressed in this form as a limiting law, eq. (13)
is usually known as the Guinier equation.

6.3. POLYDISPERSITY

Even so-called monodisperse latices are rarely, if ever, completely monodisperse and so a
correction has to be applied for this. A polydispersity function also has to be included in
eq. (10) to allow for the fact that there is a distribution of particle sizes. Since many
colloidal dispersions are found to have a logarithmic distribution it is convenient to use
as a functional form [16].

(14)
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where p(R) is the fraction of particles in a particular size range, Rm the modal radius ani
0'0 a parameter giving a measure of the width of the distribution; for a narrow
distribution the standard deviation, 0', is given by 0' = 0'0 Rm • In this form it was found
convenient in combination with eq. (3) for computer programming. Fits can be made
using 0'0 and Rm as variables; these are shown as the full lines in Figure 2.

A comparison of a particle size distribution obtained by transmission electron
microscopy and one derived from small angle neutron scattering is shown in Figure 4.

0.3

plR)

0.2

0.1

200

Radius R/~

300

Figure 4. Particle size distribution. __ , small angle neutron scattering; - - - - , electron microscopy.

7. Particle Morphology

A useful function to obtain information about the internal structure of a particle is the
radial density distribution, P(r). This can be obtained by Fourier transformation of good
scattering data as a function of Q, namely,

P(r) = JQrI(Q)sin(Qr)dQ
o

For a homogeneous sphere P(r) is given by the expression [6],

(15)

(16)

Figure 5 shows a comparison between a curve calculated using this equation for R =165
e and that obtained by the transformation of the scattering data. This indicates that this
polystyrene particle, diameter 160 A, prepared by emulsion polymerisation and cleaned
by mixed-bed ion-exchange resin was essentially homogeneous.
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Figure 5. per) against r for a polystyrene particle diameter 320 A.

8. Dynamic Light Scattering

8.1 MONODISPERSE SYSTEMS

The invention of the laser in 1960 by Maiman [17] produced a coherent light source with
a fine beam which was very suitable for light scattering. This was followed by the
development of electronic computers which could access electronic signals rapidly and
store large amounts of data for subsequent processing. Also development of photon
detectors reduced the response time down to the region of O.llJ.Sec to 10 nsec.

The particles in a dispersion can be regarded as forming a random three-dimensional
diffracting array which gives rise to a "speckle" pattern consisting of small bright spots,
where constructive interference occurs between light scattered form the individual
particles and dark areas, where destructive interference occurs. Since colloidal particles are
in constant Brownian motion as the particles move the phase relationship changes and
the pattern also changes through a series of random configurations. Thus the temporal
fluctuations in scattered intensity provide information on the particle motions.

The dynamic light scattering optical arrangement is in many ways similar to that
used for conventional time-average light scattering. However, it does need a coherent
light source and the observed volume in the sample needs to be small; this is achieved
by using fine (30 f..l.m or so) adjustable apertures so that essentially the intensity of one
fluctuating speckle is measured as a temporal signal. Hence, in principle the photon
counting device measures the fluctuation in intensity of one speckle at short time
intervals, e.g. of the order of 1 f..l.sec. The average of the fluctuations taken over a long
time interval gives the conventional time average intensity, Figure 6.
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However, by taking the intensity in time steps of 1,2,3 etc intervals, 't, a normalised
time correlation function is obtained which is defined as:

(17)

where the angular brackets denote a time-averaged result. In eq. (17) C is a constant of
order unity and g'(Q,'t) is the temporal correlation function of the scattered light field
which is given by,

(18)

where D is the diffusion coefficient and 't is the correlation delay time. Since D is given
by,

(19)

where RH is the "hydrodynamic radius" of the particle and Tl the viscosity of the medium
this provides a means of estimating a hydrodynamic particle size.
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9.2. POLYDISPERSITY

Polydispersity results in the correlation function becoming an average of many
exponential decays and in a Q dependence of the correlation function for particles large
enough to have maxima and minima in their particle form factors in the accessible Q
range [18,19). For polydisperse systems, gl(Q;t) consits of the sum of a distribution of
exponential terms. This gives a mathematical problem in the analysis to give a particle
size distribution since the sum of exponential terms is still essentially a single
exponential. However, for reasonably narrow size distributions, the method of cumulants
is frequently used to obtain an average particle size [20,21). In this procedure the term
gl(Q;t) is expanded and written in the form,

1 242lng (Q,t)=-AQ t+BQ t 12+ . (20)

and the experimental data fitted by the method of least squares to obtain the coefficients
A and B of the quadratic.

A then gives the average hydrodynamic radius, <RH>, in the form RH6 IRH5from,

(21)

The ratio AlB 2 has the form,

(22)

which provides a measure of polydispersity [21].

9.3. MICROELECTROPHORESIS

Dynamic light scattering since it measures movement can also be used to measure the
velocity of particles under an applied electric field and provides a method of obtaining the
electrophoretic mobility and hence the zeta-potential of polymer colloid particles. A
number of commercial instruments are available which use this approach.

10. References

1. Rayleigh, Lord (1871) Phil. Mag. 41,107-120,274-279 and 447-454.
2. Mie, G. (1908) Ann. Physik, 25, 377.
3. Debye, P. (1915) Ann. Physik, 46,809.
4. Berne, BJ. and Pecora, R. (1975) Dynamic Light Scattering, John Wiley and Sons Inc., New York.
5. Bragg, W.H. and Bragg, W.L. (1933) The Crystalline State, Bell, London.
6. Guinier, A. and Fournet, G. (1955). Small Angle Scattering of X-rays, John Wiley and Sons Inc., New

York.
7. Daresbury Laboratory Report, 1993/94.
8. Chadwick, G. (1932) Nature, 129,132; Proc. Roy. Soc. A136, 692-708.
9. Bohren, c.F. and Huffman, D.R. (1983) Absorption and Scattering of Light by Small Particles, John

Wiley and Sons Inc., pp. 130-135.
10. Pusey, P.N. (1982) in J'w. Goodwin Colloidal Dispersions, Royal Society of Chemistry, London, pp. 128­

142.
11. Kerker, M. (1969) The Scattering ofLight and Other Electromagnetic Radiation, Academic Press, New

York.
12. Rowell, R.L. (1990) in F. Candau and R.H. Ottewill (eds) Scientific Methods for the Study of Polymer

Colloids and their Applications, Kluwer Academic Publishers, Dordrecht, pp. 187-208.



228

13. Bacon, G.E. (1977) Neutron Scattering in Chemistry, Butterwoths, London.
14. Ottewill, R.H. (1990) in F. Candau and R.H. Ottewill (eds) Scientific Methods for the Study of Polymer

Colloids and their Applications, KJuwer Academic Publishers, Dordrecht, pp. 349-372.
15. Ottewill, R.H. (1991) J. Appl. Cryst., 24, 436-443.
16. Espenscheid, W.F., Kerker, M. and Matijevic, E. (1964) J. Phys. Chern., 68, 3093-3097.
17. Mairnan, T.H. (1960) Nature, 33.
18. Pusey, P.N. and van Megen, W. (1984) J. Chern. Phys. 80,3513-3520.
19. Candau, S.J. (1990) in F. Candau and R.H. Ottewill (eds) Scientific Methods for the Study of Polymer

Colloids and their Applications, KJuwer Academic Publishers, Dordrecht, pp. 329-347.
20. Koppel, D.E. (1972) J. Chern. Phys. 57, 4814-4820.
21. Pusey, P.N., Koppel, D.E., Schaefer, D.W., Carnerini-Otero, R.D. and Koenig, S.H. (1974)

Biochemistry, 13,952.



APPLICATION OF SCATTERING TECHNIQUES TO POLYMER
COLLOID DISPERSIONS

R.H. OTIEWll.-L
School of Chemistry, University of Bristol
Cantock's Close, Bristol BS8 ITS
U.K.

1. Introduction

During the 1960's interest in Polymer Colloids developed very rapidly both for their
intrinsic commercial value and also, because of their spherical shape and very narrow
range of particle sizes, as model colloidal dispersions for fundamental investigations.
During this period also there were substantial developments in the technology of
scattering equipment and from the early 1970's onward small angle neutron scattering
and photon correlation spectroscopy gave a real impetus to the use of scattering methods.
The first structure factor for a strongly interacting polymer colloid dispersion was
published in 1975 [1,2] and this indicated the way in which concentrated colloidal
dispersions could be examined both experimentally and theoretically.

2. Concentrated Charge-Stabilised Latices

2.1. THE STRUCTURE FACTOR

In the last chapter examples were shown of the spectra obtained by small angle neutron
scattering from dilute dispersions of polymer colloids. In such systems the number
concentration is such that only a few particles interact per unit of time, in binary
collisions, as a consequence of Brownian motion. In concentrated dispersions, however,
the particles are in constant interaction and an ordering occurs which is dependent on the
number concentration and the strength of the repulsive interactions. The spatial
correlations produced by the interaction lead to interparticle interference effects which can
be clearly recognised in the spectra [3] as shown in Figure 1. This means that the
intensity of scattering as shown in reference [4], has to include an additional term which
is called the structure factor, S(Q), to give

I(Q) = ANpVp2 (pp - Pm)2 P(Q)S(Q)

or rewriting in terms of volume fraction

I(Q)con = A<Pcon (p p - Pm)2 P(Q)S(Q)
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Figure 1. Intensity against Q. Polystyrene latex, volume fraction, 0.13 in 10" mol drn'} NaQ

where S(Q) is given by,

S(Q) = 1+ (41tNp IQ)f;[g(r) -1]sinQrdr (3)

and as in [4] r =the centre to centre interpanicle separation and g(r) the pair correlation
function. Since, for the same type of system examined in a dilute noninteracting mode,
we have

hence

S(Q) = I(Q)eon ~dil
I(Q)dil <Peon

(4)

(5)

and S(Q) becomes experimentally accessible (3). The excellent sphericity of polymer
colloid panicles and their narrow distribution of panicle sizes makes them excellent
samples for this type of work.

Several curves obtained by this technique are shown in Figure 2 which illustrate the
effect of volume fraction at constant salt concentration and the effect of varying salt
concentration at constant volume fraction. These curves clearly indicate that a structure is
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built up which depends both on volume fraction (~) and ionic strength. This is indicated
by the increase in magnitude of the ftrst peak in S(Q) and its decrease at low Q values as
~ increases at constant ionic strength;

2.0

S(QI

1.0

o
0.01

a

0.02 0

Q/~-l

0.01

b

0.02

Figure 2. seQ) against Q for polystyrene latices a) Various volume fractions at to- l mol dm-l NaCl:-o,
om; I, • 0.04; 6. 0.08; 00.13, b) various NaCl concentrations (mol dm-l

), at a volume fraction
=0.04; 0, ion-exchanged; 6, to-4

; • to·3
; 0, 5xto-3

•

the first peak also moves to higher Q as ~ increases. Figure 2b indicates that with
increase in ionic strength at constant ~ a broadening of the peak occurs, which indicates
a decrease in strength of the interparticle interaction and a greater motion of the particles.

2.2. CORRELAnON WITH v R

In a previous chapter in this volume [4] the electrostatic repulsive pair potential was
written in the form,

(6)

with r =h+2R. It was shown by Hayter and Penfold [5] and by Hansen and Hayter [6]
that by using this potential form in the Ornstein-Zemicke equation then the form of
S(Q) against Q could be modelled. This meant that by using their approach in a fttting
program, it was possible to compare the model with the experimental data. Since R was
known from experiments with dilute systems and K was known from the amount of salt
added, the only variable used for the ftts was the surface potential, 'l's. A comparison
between the experimental points and the theoretical ftts [7] is given in Figure 3.
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2.3. A COMPARISON BETWEEN s- POTENTIAL AND I"'sl

The values of s· potential were obtained using electrophoresis on the same particles as
used for small angle scattering [7]. The results are compared in Table 1.

TABLE l. A Comparison of ~- Potential and I"'sl

NaCllmol dm·3 ~- Potential/mV t"'s"mV

1 x 10-' -62±5 51
3 x 10" -54±5
1 x 10-3 -54±5 49
3 x 10-3 -62±5
5 x 10-3 47

Within the experimental error the agreement is not unreasonable although the 1;­
potentials appear to be consistently slightly lower than I"'sl. An important point from
these results is that it appears to be the diffuse electrical double layer which determines
the interaction potential.
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2.4.THE PAIR CORRELATION FUNCTION g(r)

Fourier transformation from Q-space (reciprocal space) to real space gives g(r) in the
form,

1
g(r)=l+ 2 J;[S(Q)-l] QsinQrdQ

21t rN p

(7)

The parameter g(r) is an important one since it is the probability of rmding the centre
of another particle at a distance r, in real space, from the centre of the reference particle.
It can also be written

(8)

where Nir) is the radial distribution of particle density, a microscopic quantity; 4nrNp(r)
is the radial distribution function.

Figure 4 shows the results [7] obtained for polymer colloid particles of diameter 310
A in 10-4 mol dID,3 sodium chloride solution at volume fractions of 0.01,0.04 and 0.13.
For the lowest volume fraction the curve indicates that the particles have an excluded
volume region and g(r) rapidly approaches unity. At ~ =0.04 a clear peak is apparent
indicating a degree of short-range order. At ~ = 0.13 the peak has moved to a lower r,
indicating a closer centre to centre spacing, and a second and a third peak. On a long­
range scale, however, little order is indicated; a typical indication of fluid-like behaviour.

These experiments indicate that the pair potential given by eq. (6) can predict the
behaviour of dispersions of charged polymer colloid particles with quite reasonable
accuracy.
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Figure 4. g(r) against r for a polystyrene latex in 10" mol dm·3 sodium chloride at various volume fractions,
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2.5. OSMOTIC PRESSURE

In the limit of zero scattering vector, the structure factor S(O) is directy related to the
osmotic compressibility of the dispersion by,

d1t kT
--=--
dNp S(O)

(9)

where 1t is the osmotic pressure, so that from a determination of S(O) at various particle
number concentrations the osmotic pressure can be obtained from

1t is also related to g(r) by the expression [8,9,10]

21tN 2 00 dV
1t = N kT - --P-f g(r)r3---...R..dr

P 3 0 dr

(10)

(11)

giving an alternate route to osmotic pressure via the scattering data; strictly VR should be
the potential of mean force [11].

0.05 0.10 0.15

Volume Fraction
Figure 5. Shear modulus, G_ against volume fraction of polystyrene latex, in 10--4 mol dIn-) NaCI
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2.6. SHEAR MODULUS

The shear modulus, G_ , is also related to VRand g(r) by the equation [8,11 l,

G = N kT + 21tN/ J- (r)~(r4 dVR)dr
- p 15 0 g dr dr

(12)

This means that values of G_ can be obtained from small angle scattering measurements
as well as by direct measurements, e.g. by the use of a shearometer [12]. Some results
obtained on a polystyrene latex are shown in Figure 5.

3. Nonaqueous Dispersions of Polymer Colloids

Similar studies of S(Q) and g(r) have been carried out on dispersions, of poly(methyl
methacrylate) stabilised by poly-12-hydroxystearic acid in dodecane (13). These
demonstrate very clearly the much harder nature of the interaction which occurs between
sterically stabilised particles. In fact these interacts as very nearly "hard spheres" (14).

These systems also have the advantage that it is possible to change the refractive
index of the medium by addition of another medium in order to get either to, or close to,
the match point between the particle and the medium.

3.1. DIFFUSION IN CONCENTRATED DISPERSIONS

The refractive index matching technique can be employed to great advantage in studying,
by photon correlation spectroscopy, the diffusion processes which occur in concentrated
systems since one set of particles can be taken at a high volume fraction and refractive
index matched and then a second set of particles added, of different refractive index, as a
tracer.

Studies of this sort have been carried out with particles having a core of poly(vinyl
acetate) and sterically stabilised by poly-12-hydroxystearic acid (PHS); these particles had
a refractive index of 1.471 and could be optically matched by using a mixture of cis­
decalin (refractive index 1.481) and trans-decalin (1.469). Particles with a core of
poly(methyl methacrylate) and also stabilised by PHS were used as tracer particles; these
had a refractive index of 1.483. The hydrodynamic radius of the PMMA particles was 83
± 2 om and that of the PYA particles 85 ± 2 om. Since the same stabiliser molecule
was used for both sets of particles and the sizes were the same within experimental error
it was assumed that the interactions between all particles were identical (15).

Photon correlation spectroscopy was used to measure the self-diffusion of the tracer
particles. By making measurements on a short time scale, such that the particles hal
moved a distance corresponding to only a small fraction of their diameter, the short time
self-diffusion coefficient DS was obtained. Then by also making measurements on a
timescale such that the particle diffused over several diameters and thus acted colloidally
and hydrodynamically with other particles, the long-time self-diffusion coefficient was
obtained. The diffusion coefficient Do for the freely diffusing particles was obtained from
measurements on very dilute dispersions. The results are ploued in Figure 6.
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The normalised long-time self-diffusion coefficient, DLlDo decreases with increase in
volume fraction, 4>, and tends to a very small value as 4> ~ 0.5. This is an interesting
result since it was predicted [16] that the freezing transition for hard-sphere systems
should occur at a volume fraction of 0.495 and the melting transition at 0.545. It
therefore appears that for nearly hanl spheres long-time self-diffusion, which can be
interpreted as motion through the particle array, ceases at the freezing transition. These
results correlate very well with the onset of a crystalline structure in PMMA dispersions
[7,14]. Short-time self-diffusion is still occurring above 4> = 0.5 and thus indicates
motion of particles within the cage of other particles; this motion appears to continue
up to a 4> of ca. 0.64, (random close packing).

4. Crystallisation of Polymer Colloids

The fact that monodisperse polymer colloid particles can fmm crystalline arrays has been
well investigated by a variety of techniques including, scanning electron microscopy
[16], darlc field microscopy [17], optical diffraction [18,19], small angle neutron
scattering [7], confocal microscopy [20] etc.
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However, there are considerable advantages for the visual observation of the
crystallisation process in closely matching the refractive index of the particle to that of
the medium. This has been clearly demonstrated for PMMA-PHS particles in an organic
medium [7,14] and for fluorinated polymer colloid particles in an aqueous medium [21].
An additional advantage is that scattering techniques can then be used in order to confirm
the crystal structure from the light diffraction peaks observed. This was demonstrated
recently in a study of binary mixtures of PMMA-PHS particles which crystallised as an
AB2 type crystal [22]. Scanning electron micrographs are shown in Figure 7 and the
corresponding optical diffraction patterns in Figure 8, with indexing of the peak
positions.

Recent simulations [23] on mixtures of hard spheres have shown regions of super
lattice structures and fluid phases that are entirely consistent with those experimental
fmdings. Moreover, Frenkel has pointed out that at high particle densities the gain in
entropy due to the increase in free volume exceeds the loss in configurational entropy
and hence favours crystallisation [24].

5. The Glassy State with Polymer Colloids

In the PMMA-PHS nonaqueous systems it was found that the particles fOmled a glassy
state, at a volume fraction above ca. 0.55. This seems to be a consequence of the fact
that diffusional processes have virtually ceased at this concentration and hence nucleation
is inhibited. Consequently, this leads to a high volume fraction disordered state [7,14].

Figure 7. Scanning Electron Micrograph. Polymer Colloid AB2 Crystal
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Figure 8. Optical diffraction pattern from AB2 crystal

The same phenomena was observed in polymer colloid systems of perfiuorinated
polymers except that it occurred at low volume fractions at low salt concentrations, the
strong electrostatic interactions again apparently inhibiting diffusion. The glassy state is
more easily recognisable from dynamic light scattering studies than from structure factor
studies, in that the time-delay curve deviates from the exponential form suggesting a
non-Gaussian diffusional process in this state [25,26].

6. Bimodal Polymer Colloid Dispersions

In recent studies a small angle neutron scattering study has been made of binary mixtures
of monodisperse polymer colloid dispersions [27,28]. As well as the formation of binary
crystals other effects are also possible, including particle segregation and network
formation by heterocoagulation [28].

The experiments were earned out using hydrogenated particles of radius 168 A (A
particles) and deuterated particles of radius 510 A(B particles) giving a ratio of RA/RB of
0.33. Measurements were made at number concentration ratios of NAINB of 9 and 15. By
exploiting the variation of scattering length available from H20 and D20 and their
mixtures it was possible to match out the hydrogenated polystyrene in one experiment,
the deuterated polystyrene in another, and then to carry out a third experiment in which
neither particle was matched. Since in mixed systems there are three partial structure
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factors S(Q)AA' S(Q)BB and S(Q)AD enough experimental information was available to
determine aU three quantities.

The results for the three structure factors are shown in Figure 9 for NAINB =15.
1) The form of S(Q)BB against Q suggests that the B particles are colloidally stable

in the presence of the A particles and the position of the peak indicates an average
correlation distance for short range order of ca. 2000 A. This peak was in a position
close to that observed in the absence of the A particles.

2) The form of S(Q)AA obtained in the presence of the B particles is profoundly
different from that with the B particles absent. The peak at a Q value of ca. 0.009 k 1

indicates that there is some weak ordering of the A particles in the presence of B but the
upturn at low Q indicates that some clustering of the A particles has occurred which is
not entirely random.

3) The form of the S(Q)AD against Q curve indicates a negative correlation between
the A and B particles suggesting separation of the two species in the overall structure
which are uncorrelated with the structures formed by the A-A and B-B interactions. fu
essence the presence of the B particles and their excluded volume as a consequence of
electrostatic repulsion means that the A particles are excluded from these regions.
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Figure 9. Partial structure factors against A for a binary mixture, RAIRB= 0.33; NAINB = 15.0

7. Particle Morphology

7.1. INTRODUCTION

As well as examining structure in dispersions scattering measurements are also capable
of providing information on the internal structure of particles and an example of this was
given in reference [4].
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7.2. CORE-SHELL PARTICLES

For particles with a core particle of radius R and a shell of thickness 5 the intensity of
scattering is given by,

(13)

with terms as defmed previously. F, and F2 are the particle form factors for the core ad
the core-shell particle as given by,

(14)

(15)

with Vc =4p R3
/3 and VT =4p (R+W; when 5 =0 equation (13) reverts to that of a

homogeneous sphere. The equations only apply to dilute non-interactillf systems and
thus experiments need to be carried out in salt concentrations of ca 10' mol dm·3 1:1
electrolyte and at concentrations of 1% or less to minimise multiple scattering effects.

Figure 10 shows some simulated curves for a core-shell particle, at values of Pm
corresponding to pure H20, and 73% and 81% 0 20 v/v respectively; for convenience the
curves have been normalised to unit intensity on the ordinate.
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As can be seen both the intensity vs Q and the positions of the maxima and minima
change substantially with the values of Pm; for homogeneous spheres the curves would
all superimpose on each other when plotted in this manner.

Figure 11 shows some small angle neutron scattering results on polymer colloid
polymer particles prepared from deuterated styrene and hydrogenated methyl methacrylate.
The continuous lines represent the fits obtained using eq. (13). These results indicate
quite clearly that the particles have a core-shell structure with a core radius of 126 nm
and a shell thickness of 9.4 nm. However, the values of P. and Pc obtained from the fit
also indicate that both the core and the shell appeared to be mixtures of poly(styrene) ald
poly(methylmethacrylate) but it could not be deduced whether this was a physical blend
or a consequence of copolymerisation. What is clear from the results is that the shell is
rich in hydrogenated methyl methacrylate [29].

As shown in the recent work of Ballauff [30-32] similar studies can be carried out
using small angle X-ray scattering. In this case, solutions of sucrose at various
concentrations can be used to provide the constrast variation required for morphology
analysis.
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1. Introduction

Optical spectroscopy covers the "middle" range of the electromagnetic spectrum from
the ultraviolet (UV, A » 10 nm) to the infrared (IR, A < 1 mm). Experimental
equipment for optical spectroscopy in this wavelength range is built with typical
optical elements like mirrors, lenses, gratings, optical filters etc. The incident energy is
delivered by "light" sources. The long-wavelength end of the electromagnetic spectrum
(Le. A in the mm range) requires a completely different experimental techniques (e.g.

hollow conductors for microwave spectrometry) as the short-wavelength end does (A
« 100 nm) with special X-ray and y-ray equipment.

Electronic absorptions determine the spectral features observable in the UVMS
wavelength range. Molecular vibrations, rotations and combined rotation-vibration
transitions of molecules can be detected in the near (NIR) to the far (FIR) infrared
wavelength range. Spectra can either be recorded in absorption (UV, VIS, NIR, IR,
FIR) or emission (IR, Raman, fluorescence).

Infrared and Raman spectroscopy are the most important methods of vibrational
spectroscopy to analyze polymers. It should be noted, that the interaction probabilities
of light with the molecule for the two techniques are quite different. Infrared
absorption is favored when a molecule has a permanent dipole which is modulated by
the vibration. Raman scattering (emission) occurs when the molecule is polarizable,
with the polarizability modulated by the vibration. Thus, both methods provide us with
complementary information about the molecule.

The main focus of the present paper is on the application of Raman spectroscopy
on polymeric dispersions. Raman spectroscopy is one of the fastest growing areas in
analytical chemistry today. The multiplex and throughput advantages of Fourier­
transform spectrometers in combination with NIR excitation drove the rediscovery of
this technique for polymer analysis. The detection limit has been greatly improved.
CCD (Charged-Coupled Device) based instruments pave new ways for reaction
monitoring especially in aqueous systems. The application of fiber optics allows remote
sensing. Thus Raman spectroscopy has the greatest potential for application on colloids
in the future.

Several other spectroscopic techniques with relevance for colloids will be discussed
briefly.
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2. Raman Spectroscopy

2.1. GENERAL

The basic condition for a molecular vibration (or rotation) to be Raman active requires
that the polarizability all of the molecule (or that of its vibrating parts) at equilibrium
distance (q = 0) changes during the vibration:

(
uall )-- ;eO

uq q=O

(1)

where q is the normal coordinate of the vibration. Thus Raman spectroscopy is
sensitive to non-polar molecular vibrations. Hence, double or triple bonds in
monomeric or polymeric molecules are very strong Raman scatteres. Vinyl or diene
monomers can easily be identified, and their concentrations determined because of
their double bonds. Therefore, Raman spectroscopy is an ideal tool for monitoring the
disappearance of monomers during the course of polymerization (conversion) or for
detecting residual monomers in the final products (VOC's).

The Raman line intensity is directly proportional to the number of oscillators in
the scattering volume, and the intensity of the illuminating radiation. Therefore, line
intensities changes primarily reflect concentration changes within the sample.
However, the actual number of scatteres is usually unknown, and the scattering volume
may change during the reaction. In addition, there are light intensity losses at optical
interfaces, losses due to absorption or diffraction, and relative differences caused by
detector/spectrograph characteristics. Hence, Raman line intensities are relative
intensities, requiring a calibration standard for quantitative interpretation. The change
in optical system properties during the course of the reaction requires the use of an
internal standard rather than an external one. However, the addition of substances as
internal standards may influence reaction kinetics, partition of components, stability of
the system, or the properties of the end product. Therefore, the internal calibration
standard should be an inherent ingredient of the reacting system itself.

The Raman effect is an extremely weak, inelastic scattering process. For excitation
frequencies sufficiently away from electronic absorptions, the Raman scattering
intensity is in the order of 10-6 _10-9 of the exciting beam intensity. However, in Raman
spectroscopy there is always a competitive mechanism for light emission present,
sample fluorescence. The quantum yield of fluorescence, i.e. the ratio of emitted to
absorbed energy quanta, is several orders of magnitude higher than the Raman
scattering efficiency. Hence, in samples with small amounts of impurities, additives, or
degradation products, the sample fluorescence may completely obscure the Raman
spectrum. The most convenient way to avoid fluorescence interference is excitation at
longer wavelengths. However, there is a price to pay for this benefit. The scattering
process has an inverse dependence to the wavelength raised to the forth power.
Therefore, as the wavelength is lengthened, the scattering intensity decreases severely.
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Water, with a strong dipole that is very sensitive to interatomic distance, has an
intense infrared absorption and a very weak Raman response. Thus water obscures
infrared spectra, whereas Raman scattering is more or less oblivious to the presence of
water. Hence, Raman spectroscopy can be applied to aqueous solutions and
dispersions.

Raman spectroscopy does not require extensive sample preparation. Raman spectra
can be taken from almost all samples even when they are colored or black. Optically
transparent containers can be used as sample holders. With a confocal optical
arrangement, it is even possible to obtain spectra from samples through colored or
opaque bottle walls.

In the literature, a variety of linear and non-linear Raman techniques has been
described. Here, we focus on conventional non-resonant Raman spectroscopy. Some
applications of Surface Enhanced Raman Spectroscopy (SERS) and Stimulated Raman
Spectroscopy (SRS) will be discussed in a later subsection (2.4.). The reader should be
referred to excellent textbooks for theory, instrumentation, special techniques and
application of infrared and Raman spectroscopy [1 - 3].

2.2. INSTRUMENTATION

In Raman spectroscopy, the interaction of the incident light with the vibrating
molecule leads to a frequency shift of the scattered light with respect to the incident
frequency. Thus, a Raman spectrum can be obtained by measuring the intensity of the
scattered photons as a function of this frequency difference. Hence, the breadth of a
Raman spectrum on the wavelength scale depends on the excitation wavelength.

In Figure 1, the wavelength ranges of Raman spectra are shown as bars relative to
the excitation at 514 nrn (Argon), 632 nrn (ReNe), 752 nrn (Krypton), and 1064 nrn
(Nd:YAG). The Rayleigh line ofthese spectra (0 cm'l Raman shift) is at the left hand
end of each bar, and the 3600 cm'l wavenumber of the Stokes Raman shift is on the
longer wavelength end. It should be noted that all spectra have the same length on the
wavenumber scale (0 - 3600 cm'I). For comparison, the bar indicating the IR spectrum
covers only the wavenumber range from 3600 cm'l (2.778 ~) to 2500 ern'! (4 ~).

•
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Figure 1. Vibrational spectra on the wavelength scale (see text)
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Early Raman spectrometers were of the scanning dispersive type equipped with
double or triple grating monochromators and operating in the visible wavelength
range. The well-known A.-4 dependence of the Raman (as well as the Rayleigh)
scattering cross-section favors this shorter wavelength excitation. However, most real
life samples show very strong fluorescence with visible-light excitation. Hence, Raman
spectroscopy on polymers was limited to a small number of applications in the early
days.

The development and application of Raman spectroscopy experienced some sort of
a renaissance after Hirschfeld's and Chase's recommendation to use Nd:YAG laser
radiation at 1064 om for the excitation of Raman spectra, interferometers to record
interferograms, and fast Fourier transformation to convert them into spectra [4].
Advantages and disadvantages of IT-Raman spectroscopy have been discussed in
several textbooks and papers [1 - 8]. IT Raman instruments are quite sensitive, easy to
use, and relatively compact.

With NIR excitation, sample fluorescence is very much reduced. Since absorption
processes are minimized in the near infrared, thermal degradation of the samples and
background emission are also lessend but may still be the cause of problems. Aqueous
solutions or dispersions can show effects of sample heating since the O-H stretch
overtones of water (Figure 2) can absorb some of the incident light intensity.
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Figure 2. NIR transmitt.m:e ofw.ota

The reduction of scattered light intensity in NIR Raman spectroscopy with respect to
the visible region is over-eompensated by the higher optical throughput of IT
instruments compared to conventional dispersive instruments.

A unique feature of IT Raman instruments is the distributed noise. The detector
views both signal and noise components simultaneously. The Fourier transformation
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process distributes the noise component over the entire spectrum. Even light intensity
that shows up at a certain wavenumber can in fact originate at a different frequency,
and the Fourier transformation shifts it.

FT-Raman spectroscopy has also been carried out with Ti:Sapphire excitation at
780 nm [9] and Ar+ excitation at 488 nm [46). The main advantage of excitation at
shorter wavelength is in the field of water-based samples due to the avoidance of self­
absorption of the Raman spectrum. However, the sensitivity of CCD based dispersive
instruments is superior to FT Raman in the shorter wavelength range.

Over the last several years, CCD array detectors have contributed to major
advances in Raman spectroscopy [8, 10). Current CCD's have a very high quantum
efficiency, fast response and a spectral range from 350 to about 1000 nm. The two­
dimensional nature of the CCD can be exploited for multichannel detection. Array
detectors suffer from either limited resolution or limited band width. However, the two­
dimensionality of the CCD in combination with cross-dispersion using echelle systems
or holographic transmission split gratings enables one to detect complete spectra with
high resolution [8].

The insensitivity of a CCD for wavelengths > 1000 nm leads to limitations for the
wavelength of the incident light. The excitation with a CCD based instrument has to be
done at wavelengths well below 800 nm in order to obtain the entire Raman spectrum
up to 3600 cm-) (see Figure 1).

Important developments to improve the performance of dispersive instruments
include i) holographic notch filters to remove the Rayleigh line and/or Raman signals
from other optical parts (e.g. glass fibers), and ii) holographic transmission gratings to
increase the optical throughput [8]. These monochromators are suitable for industrial
applications because no moving parts guarantee greater reliability.

The application of telecommunication fiber optic cables enables remote sampling
and requires no aligning from one sample to another. Fiber optics connect the remotely
located instrument with the reactor for on-line reaction monitoring [11).

Near infrared diode lasers are small enough to allow the Raman instrument to be
compact, and they have low power requirements, making the spectrometer portable.
They are relatively inexpensive and have a potentially longer operating lifetime
compared to near infrared gas lasers [8, 10, 12]. Early problems with mode hopping
are now eliminated [12 - 14).

2.3. APPLICATIONS

There have been only a few literature papers, through the beginning of the nineties,
dealing with Raman reaction monitoring. The validity of this method has been
demonstrated for the suspension polymerization of styrene [15] and vinyl chloride [16],
the thermal polymerization of styrene [17 - 20] and methyl methacrylate [20], the
solution polymerization of methyl methacrylate [21], the y-initiated diacetylene
polymerization [22], and the microemulsion polymerization of styrene and methyl
methacrylate [23]. In these publications, the decreasing intensity of the v(C=C)
monomer Raman lines during the course of the reaction was monitored as an indicator
for the extent of monomer conversion to polymer. The positions of the double bond
stretching vibration in the Raman spectra of several monomers are listed in Table 1.
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TABLE I: Double bond Raman lines

monomer v(C=C) Raman line
vinyl chloride 1607 em
acrylonitrile 1610 em·1

styrene 1631 em-I
methyl acrylate 1635 em-I
2 ethyl hexyl acrylate 1637em·1

butadiene 1639 em-I
methyl methacrylate 1641 em-I
vinyl acetate 1648em·1

In Figure 3, Raman spectra of styrene monomer and polystyrene Latex are shown. It is
obvious, that the vinyl C=C double bond of the monomer at 1631 cm-) disappears
during the course of emulsion polymerization. Additionally, there are other spectral
changes over the entire spectrum that can be exploited to monitor the reaction.
However, this requires more elaborate chemometric analysis techniques.

Polystyrene Latex

-1

1800 '600

Figure 3. Raman spectra ofstyrene monomer and polystyrene latex

Residual monomer levels in latexes [24] and solid polymers [25] as well as the
monomer partition between polymer and aqueous phase [26] have been detected by
means of Raman spectroscopy. The feasibility of poly butadiene rubber conformation
studies (i.e. the vinyl - cis - trans microstructure of residual double bonds) has also
been demonstrated [27 - 29].

Recently, there has been a growing interest in the application of fiber-optic based
Raman spectroscopy to monitor the kinetics of emulsion polymerization [11, 30 - 32].
Trends and future directions for on-line monitoring by means of Raman spectroscopy,
and for other industrial Raman applications have been discussed in detail elsewhere
[31 - 38].
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The direct monitoring of methyl methacrylate emulsion polymerization by fiber­
optic Raman spectroscopy using water as an internal standard has been described by
Wang et al. [32]. This method of internal calibration worked very well with excitation
in the visible at 514 nm (Ar-ion laser). However, with excitation in the NIR water does
no longer serve as a simple internal standard. During the course of the reaction, the
growing number of growing particles change the scattering volume where the light is
collected from, as well as alter the light path through the disperse system of the
exciting and the emitted light due to multiple scattering. With excitation at 1064 nm,
the Raman spectrum of an aqueous sample partially overlaps with the near infrared
absorption of water (compare Figures I and 2). The change of the light path in
combination with the sample's self-absorption influences the spectra in a specific, non­
linear manner [39]. This effect is illustrated in Figure 4.
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Figure 4. Raman spectrum ofpure water (a) and difference spectrum
oftwo latexes with different solids content (b, see text)

The water Raman spectrum (a) was obtained using a FT-Raman spectrometer with
excitation at 1064 nm. Two band complexes of water show up in this spectral region: i)
the rather weak and broad bending mode around 1640 em-I, and ii) several O-H
stretching vibrations between 3000 and 3800 em-I. Spectrum (b) is a substraction
result: As a first step, the Raman spectrum of a 34% total solids rubber latex was
taken. Then, the latex was diluted to about 5% total 'solids, and another Raman
spectrum was taken. The spectra were substracted from each other in such a manner
that the spectral features of the rubber were gone. The resulting difference spectrum is
the contribution of the water to the total Raman spectrum of the latex, Obviously, it
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looks completely different compared to spectrum (a). This effect complicates the
quantitative analysis of Raman spectra obtained with NIR excitation.

Even in a clear solution, NIR water absorption alters spectra of dissolved
substances considerably. The spectra shown in Figure 5 were obtained with NIR 1064
om excitation. The relative band intensities in the range below about 2000 cm-) do not
change when acrylonitrile is dissolved in water. However, water NIR absorption
becomes dominant for wavenumbers above about 2000 cm-I at this excitation. Thus,
the intensities of the acrylonitrile C=N stretching band at 2237 cm-I and the C-H
stretching bands around 3000 cm-) are reduced with respect to e.g. the double bond
stertching vibration at 1610 em-I. This self-absorption effect has been addressed by
several authors [39 - 42].
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Figure 5. Raman spectra ofpure acrylonitrile and an aqueous
solution ofacrylonitrile

A result of this effect is, that relative band intensities in Raman spectra may depend on
sample path length and sample position relative to the focal point of the collection
optics. This is illustrated in Figure 6. Due to the optical design of the FT-Raman
instrument, a maximum of the Raman signal can be reached by moving the sample
along the optical axis of the excitation laser. In order to observe the effect of water
absorption, acrylonitrile-water solutions were placed in a tube and examined as a
function of location along the laser optical axis. In Figure 6, the integrated peak
intensities of several acrylonitrile stretching vibrations in dependence on sample
position are shown. As can be seen on this plot, the nitrile peak at 2237 cm-), with the
strongest water absorption, reaches its maximum first, followed by the C-H (3036 cm-) ,
weaker absorption), and lastly the C=C at 1610 cm-), which is almost free of water
absorption.
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Figure 6. Integrated peak intensities as a function ofsample location
for acrylonitrile water solution

In disperse systems, the partition of various components (e.g. partially water-soluble
monomers) between aqueous phase and water has to be considered in order to quantify
the Raman spectra of the mixture. Intensity corrections must be made for contributions
to the Raman peaks arising from components dissolved in media having different
refractive indexes (particle and water). According to the analysis of Sidorov [43J, the
corresponding internal field effect on the intensity of the Raman lines can be taken into
account by means of a Mirone type correction [44, 45]. The correction factor, Be,
which describes the ratio of the scattering coefficients of a solute in the solution and in
the pure liquid, is defined as follows:

[
2]4nm 3n

BC=- 2 2
n nm+ 2n

(2)

where nm and n are the refractive index of the pure component (monomer) and the
mixture (monomer - water or monomer - particle), respectively. The refractive index n
of the monomer containing subsystems of the latex (water and particle) can either be
measured independently or calculated according to the Lorenz-Lorentz equation
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where <Ill is the weight fraction of the polymer in the swollen particles, Vrn and Vp are
the molar volume of the monomer and the polymer, respectively, and np is the
refractive index of the polymer. The mixture rule relates the molar volumes and weight
fractions as follows

(4)

Similar equations hold for the water-monomer subsystem. This concept has been
successfully applied to determine the partition of acrylonitrile in rubber latex by means
of Raman spectroscopy [26J.

An interesting application of Raman spectroscopy has been published by Vorsina
et al. [47]. The authors used Raman spectroscopy to examine the reaction stages and
specific features of structural changes in the persulphate ion during the thermal
decomposition of ammonium persulphate. Berger et al. [48J describe the measurement
of aqueous dissolved gases using NIR Raman spectroscopy. The structure of water in
polymer systems revealed by Raman spectroscopy has been reviewed by Meada and
Kitano [49]. The sorption of water by polymers [50J as well as phase transitions in
aqueous surfactant systems [51J have been studied using Raman spectroscopy. A
Raman study investigating the origin of a number of weak features in the spectra of
organic compounds in the wavenumber range 2800 - 2630 cm-1 has been reported by
Lawson et al. [52J. The bands have been found to be characteristic for certain CH3-C
structural moieties which provides new information on the extent of methyl branching
in organic substances. Davie et al. [53J describe the application of Ff-Raman
spectroscopy to analyze pigmented acrylic latex films. A new windowless cell for Ff­
Raman spectra of liquids and aqueous solutions has been developed by Brooker and
coworkers [54J.

2.4. OTHER RAMAN TECHNIQUES

Classical Raman spectroscopy as discussed above has some limitations because of the
poor efficiency of the Raman effect, the overlap with high quantum yield sample
fluorescence, or the inability to detect some "silent" vibrational modes. In the
literature, several Raman techniques have been developed to overcome these problems.

In a conventional Raman experiment, the laser wavelength is chosen to avoid light
absorption by the sample. In contrast, resonance Raman scattering is based on the
concept that the excitation is close to an electronic (or even a vibrational) transition of
the molecule. As a result, Raman scattering cross section increases dramatically by
four or six orders of magnitude, and thus increasing the sensitivity of the measurement.
One of the most useful advantages of resonance Raman spectroscopy is its abilility to
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obtain spectra at extremely low concentrations. So far, most of the applications
described in the literature are in biological or biochemical systems. In polymer science,
resonance Raman spectroscopy has been shown to be useful to study conjugated
macromolecules.

The study of Raman spectra of adsorbed molecules on surfaces is one of the most
promising areas in Raman spectroscopy. Molecules adsorbed on metal surfaces show a
giant enhancement of the scattering efficiency by up to seven orders of magnitude.
This Surface Enhanced Raman Scattering (SERS) has been shown to be ultrasensitive
for detecting numerous compounds which adsorb to silver surfaces.

SERS delivers vibrational spectra of adsorbed molecules. Thus SERS has the
potential of dual selectivity arising from both adsorption and detection. Originally,
SERS experiments have been carried out with either bare metal surfaces or metal
colloids mixed in solution with the sample. Recent developments have shown that
covering the substrates with extremely thin modification layers enables one to
construct chemical sensors [54 - 58). The determination of the pH in aqueous samples
with surface enhanced Raman fiber optic probes has been reported by Mullen [59).

A non-linear Raman technique, Stimulated Raman Scattering (SRS), has been
applied to monitor the bulk polymerization of styrene and methyl methacrylate [60J. In
contrast to spontaneous Raman scattering, most compounds show only a few Stokes
lines in the SRS spectrum. As a result, spectral interference of SRS-active compounds
in a reaction mixture is reduced to a minimum. The structure of water within the
Gouy-Chapman diffuse electric double layer of water aerosols has been studied by
morphology-dependent SRS [61J.

3. UV - VIS - NIR - IR Spectroscopy

uv-VIS spectroscopy is well established in quantitative analytical chemistry because of
its high sensitivity. In latex systems, light scattering by polymer particles accounts for
much of the attenuation of the incident light. Thus particle sizing by UV-VIS methods
is common practice in colloid laboratories. Theory and applications have been
described in detail elsewhere (see e.g. [62,63]).

Gossen et al. [64J describe the application of UV and NIR spectroscopy in
combination with multivariate calibration of the optical spectra to determine both
composition and particle diameter for a series of styrene/methyl methacrylate
copolymer latexes. By UV spectroscopy of the highly diluted latexes, they have been
able to determine the weight fractions of styrene and polystyrene in the latex as well as
the mean particle diameter of samples with narrow particle size distributions. Water
and methyl methacrylate compositions were not well predicted by the UV spectra. The
NIR spectra were taken with a transflectance fiber-optic probe. Up to about 30% total
solids, the multivariate calibration models of the NIR spectra yielded very good
predictions of mean particle diameters and of the concentrations of all components.

Near-infrared spectroscopy (NIR) has become a rapid and powerful method, and is
now used in many industrial applications. Absorptions in the NIR are overtones and
combinations of the fundamental mid-IR vibration bands. Vibrational intensities in the
NIR are considerably lower than those of corresponding infrared bands. Hence, optical
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layers in the order of millimeters may be transmitted. Both transmission! transflectance
and diffuse reflectance NIR spectroscopy enables one to monitor directly chemical
reactions [3, 65, 66]. The most prominent NIR bands in polymeric material are those
related to O-H, C-H, or N-H groups. Thus the detection of water has been one of the
oldest applications of NIR spectroscopy (see Fig. 2). On the other hand, water
interference may complicate NIR spectroscopy of aqueous samples [67]. A typical
problem with NIR measurements is the need for instrument calibration because the
instrumental response may change after a certain period of time [68].

Infrared (IR) spectroscopy has a long tradition of use in polymer science. For
aqueous polymer colloids, there are some limitations owing to the strong absorption
bands of water in the mid-IR. Attenuated Total Reflection (ATR) techniques help to
overcome difficulties with high absorption samples. ATR probes have also been used to
monitor chemical reactions (see e.g. [69, 70]. Various applications of Fourier
Transform-IR spectroscopy in colloid and interface science have been reported in the
literature [71].

4. Fluorescence Spectroscopy

Fluorescence techniques have been demonstrated to be useful for in-situ monitoring of
cure and polymerization [72 - 76]. Pyrenyl fluorescent probes have been used to
observe the formation and growth of polymer particles during the emulsion
polymerization of styrene [75]. Lacik et al. [76] reported steady-state fluorescence
measurements to study the inverse microemulsion polymerization of acrylamide.

The characterization of polymer colloids by fluorescence quenching techniques has
been described by Winnik et al. [77]. The authors have been able to draw conclusions
about the internal particle structure, transport phenomena across boundaries, the
conformation of stabilizers, and particle flocculation in latexes.

A traditional field for the application of various fluorescence techniques are the
micellization behavior as well as clouding phenomena of surfactants in solution [78 ­
83]. Fluorescence measurements have been shown to be useful to study various aspects
of latex coalescence and film formation [84 - 88].

5. Data Analysis

Quantitative spectroscopy usually requires calibration functions which reflect the
relation between the measured quantity and the concentration of the components. For
multicomponent analysis, a multitude of mathematical procedures has been developed.
Multivariate techniques (chemometrics) are now widely applied to design measurement
procedures and provide maximum chemical information by analyzing spectral data.
Additionally, a basic condition for high-quality quantitative spectroscopy is the
(frequency) calibration of the instruments.

Instrument calibration and quantitative data analysis are beyond the scope of this
paper. The reader should be referred to textbooks (e.g. [3,89]) and journals [90].
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1. Introduction

The propagation of small pressure pulses or sound waves in a fluid is a source of
informations for single and multiphase dipersed systems. A sensing instrument based on
the measurement of the ultrasound speed (frequencies between 20 kHz and 100 MHz)
represents a cheap, rapid, low energy and non-invasive apparatus, able to monitor on-line
the evolution of some physical properties in both single and two-phase dispersed
systems.

In this chapter, after a brief summary of the main aspects characterizing the
ultrasound propagation velocity (upv) in a single fluid phase, the case of dispersed
systems is examined. Then, applications to polymerizing mixtures and, in particular, to
the emulsion process, are discussed; details concerning sensor calibration and its use in
conversion monitoring of homo- and copolymeric systems are presented.

2. Ultrasound Speed in Single Phase Fluid Systems

In general, the upv in a single phase is related to some properties of the medium through
the following equation:

2 1 1 (av)c ------
p~ pv ap s

(1)

where c indicates the upv, p the density and ~ the so-called adiabatic compressibility; it
is defined as in the right hand side of the previous equation and is related to the volume
variation imposed by the forcing pressure wave to the fluid phase.

When an ideal gas phase is considered, the compressibility reduces to 1/-yP , where y,
the ratio between the constant pressure and constant volume heat capacities, is a function
of temperature only. In the case of real gases, if molecular weight, specific heats and an
equation of state are known, the upv can be calculated a priori. Thus, the upv in gas
phase is essentially function of pressure and temperature, being substantially independent
of the frequency of the ultrasound wave at least in the typical accessible range of values.
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In the case of liquids, the situation is practically the same as that of the real gases but
with sound speed values independent of both pressure and frequency. Through eq (1), the
measured values of upv allow us to estimate one between density and compressibility,
being the other known. A typical application to pure components is the measurement of
the ~ dependence upon the temperature, being the same dependence for the density
available.

In the case of mixtures, the relationships between density and compressibility and
composition are required. Then, the same methodologies usually applied to the
evaluation of the volumetric behavior of fluid mixtures, may be used. Namely, an
equation of state for the mixture or some mixing rule, properly accounting for the
interactions among the various components in the mixture, is an essential prerequisite to
any data reconciliation. As an example, if an empirical mixing rule for the mixture
quantities and the corresponding pure component values is available, the measured upv
values may be used to estimate the mixture composition. This is a common application
in the food industry, where a concentration sensor based on ultrasonic measurements is
particularly attractive because of its non-invasive nature.

3. Ultrasound Speed in Two-Phase Fluid Systems

3.1. GENERAL ASPECTS

When two-phase systems are examined, the wave speed is known to be dependent on the
properties of the two constituents as well as their relative amounts. Moreover, in the
case of dispersed systems such as suspensions, slurries and emulsions, informations
concerning the size of the dispersed phase may be extracted and this aspect is very
attractive from the applicative viewpoint. Examples of applications in both situations
are the morphological characterization of polymeric blends [I], the probing of marine
sediments [2], and the monitoring of sedimentation of colloidal dispersions [3].

In this case, an essential aspect is the "degree" of dispersion of one phase in the other,
ranging from the completely segregated case to a truly dispersed situation, according to a
dimensionless quantity, called acoustic wavenumber, which is dermed as kd p = 1tdp lA.,

being A. the sonic wavelength and d p the particle diameter.

For large wavenumber values (~ 10-2
), the dispersed system behaves as two

segregated phases and the corresponding upv is evaluated by a suitable average of the two
values corresponding to the two separated phases. This means that, from the viewpoint
of sound propagation, the system behaves as a "series" of two different sound paths. The
same relationships discussed in the previous section apply to each phase, being the
resulting upv value given by [4]:

c= (.2L+ 1-<pI )-1 (2)
CI C2

where <PI indicates the volume fraction of phase 1 and CI and c2 the upv values
corresponding to phase 1 and 2, respectively. Obviously, no information about the
particle size can be obtained in this case.
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For low values of the acoustic wavenumber, the dispersed nature of the system has to
be accounted for and different theoretical formulations are available to evaluate the
ultrasonic propagation in such systems (ct. [5]).

The flfst proposed approach is phenomenological [6]. It is based on an extension of
the relationship valid for a single phase, eq (1), to suspensions by the introduction of
some "effective" values of both density and compressibility, i.e.:

c2 = 1
Peff ~eff

(3)

If the index 1 indicates the suspending phase and 2 the suspended one, the simplest rules
for evaluating these effective properties are the following volumetric averages:

Peff = PI<PI + PI <P2

~eff= ~I <PI +~2<P2

(4)

(5)

Note that these equations represent the so-called volume additivity rule when calculating
the average density of a two-phase liquid system and the only averaging rule in common
use when calculating the average compressibility. By more comprehensive treatments,
such as those briefly discussed below, the previous equations have been found accurate
when dispersions of very fine particles with viscosity at least one order of
magnitude larger than that of the dispersing medium are considered

(kd p == 10-5
+ 10-4[7]) eventhough a systematic analysis of their applicability limits

is still lacking.
More fundamental approaches are available in the literature for evaluating the

propagation of pressure waves through emulsions and suspensions, with particular
emphasis on the case of particles with viscosity larger than that of the suspending
medium (solid or polymeric particles). They may be classified into two classes [5]:
coupled-phase models and multiple scattering treatments.

In the flfSt case, the conservation equations of mass, momentum and energy, to be
combined with a stress-strain relation and equations of state, are written for each separate
phase. Some "coupling" terms are then included, i.e. the equation for the drag on one
phase by the other. Examples are the treatments by Ahuja [8] [9]. In the second case, the
ultrasonic scattering theory was initially applied to single, isolated particles [10] [11]
and more recently extended to the case of interacting particles tllfough the multiple
scattering theory [12].

The results of the two approaches in terms of upv and attenuation (loss of energy
experienced by the travelling pressure wave due to the conversion of organized,
systematic motions of the particles into uncoordinated, random motions of thermal
agitation) have been occasionally compared, but no systematic test has been reported.
Notably, in the work by Harker and Temple [5] some requirements to be fulftlled so as
to guarantee that the simple Urick's formula (eqs (3)-(5» may be safely used are reported
(the suspended material must have acoustic impedance close to that of the suspending
phase, being this quantity given by the product pc, density times the ultrasound velocity
characterizing the material). Moreover, in the case of solid particles, parametric
calculations of upv for different systems, particle sizes and ultrasound frequencies are
reported, as obtained tllfough the detailed model. One among the graphs in the paper
mentioned above is reproduced in Figure 1: solid particles (Ft::J04) in water are considered
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and the upv calculated for three values of the particle radius (1, 10, 100 ~), ultrasound
frequency ranging from 10 kHz to 10 MHz and different volume fractions of the
suspended material are shown (the previoulsy defmed acoustical wavenumber is reported
on the horizontal axis, using the symbol kpa, instead of kd p /2). By inspection of

the calculated curves, it may be concluded that both particle size and volume fraction
playa role in determining the actual upv value. However, by tuning the ultrasound
frequency, operating conditions where the fIrst dependence becomes negligible may be
identifIed, being the upv affected by the solid content only (the case of the smallest
particles in the fIgure).
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phase (pep. in water; after Harker and Temple [5]).

_ 1/,00

Thus, in conclusion, when the applicative interest is mainly focused on the
measurement of the dispersed phase content, a judicious selection of the ultrasound
frequency is required, being the upv affected by relative amounts of the two phases,
densities, compressibilities, viscosities and particle sizes.

3.2. APPLICAnON TO EMULSION POLYMERIZAnON

The application of an ultrasonic sensor to latex reactors for on-line monitoring of the
polymer content is now examined. First, it has'to be noted that two dispersed phases
may be present in the system, the monomer droplets (about 10 Jlm of initial diameter,
do) and polymer particles (about 0.1~ of fmal diameter, d p )' As already noted, it is
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essential to compare these sizes with the wavelength of the ultrasound wave, Le. to
evaluate the corresponding wavenumbers. With reference to a frequency of 1 MHz, the

following values can be estimated: kdo == 5 10'2 and kd p == 3 10'4. These results

indicate that the two dispersed phases scale very differently with respect to the selected
wavelength and, according to the discussion in section 3.1, the original three-phase
system may be "lumped" in a system constituted of two segregated phases: the oil
droplet phase, D, and a pseudo-phase water with polymer particles, WP. The second one
is a true two-phase dispersion of polymer particles in water, as sketched in Figure 2.
From a different viewpoint, the same schematization is naturally obtained when the
numbers of particles of the two dispersed phases contained in a generic elemental volume
of the emulsion with cubical shape and size equal to one tenth of the wavelength Aare
estimated. While no more than a few tens of monomer droplets are obtained, the number
of polymer particles is of the order of tens of millions. Then, the upv in the system
may be evaluated through eq (2), i.e. through a formula which applies to the case of
completely segregated phases.

•
w

•

(0)

•p

(b)

Figure 2. Schematic representation of the emulsion. (a) the real three-phase system and (b) the equivalent
two-phase one. D =oil droplets, P =polymer particles, W =aqueous phase. WP =pseudo-phase of particles

dispersed in water.

About the pseudo-phase WP, it is a dispersion of very fine polymer particles in water
and one among the models discussed in the last previous section can be applied. In
particular, due to the relevant viscosity difference between the dispersed and the
continuous phase (polymer particles and water, respectively), the model proposed by
Ahuja has been selected in the class of the coupled-phase models. Thus, under the
assumption of small particles with viscosity at least one order of magnitude larger than
that of the suspending fluid, the following explicit and relatively compact expression is
obtained for the sound speed in phase WP (as in Figure 2, indices W and P characterize
water and particle phase properties, respectively):

(6)
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(7)

(8)

being the parameter 0 defmed as (2Tlw / PwCO)0.5, with co the angular frequency of the

sonic wave (= 2m) and q> the fractional volume of particles in the WP pseudo-phase.

Note that the particle compressibility, ~p , is evaluated through eq (5) as adapted to a

monomer-polymer homogeneous mixture, i.e. ~p = ~mq>m + ~pol (1- q>m), where q>m is

the volume fraction of monomer in particle and ~m'~pol the compressibilities of

monomer and polymer, respectively. Being the polymer particle viscosity much larger
than ten times the water viscosity, the dimensionless quantity L approaches zero, with
the ratio d p /0 always less than one [13]. Therefore, the previous equations may be

further reduced and the oversimplified, phenomenological Urick's equation (eqs (3)-(5» is
obtained. Thus, for the particular application under examination here and the selected
frequency value, the ultrasonic technique results to be ideally suited to monitor the solid
content, i.e. the conversion, wathever is the polymer particle size.

Thus summarizing, the upv in a reacting latex may be evaluated through eq (2) and
eqs (3)-(5) during Intervals I and II and the last three equations alone during Interval III.
The volume fractions of all phases can be evaluated as a function of conversion
combining these equations with standard material balances for the organic (monomer
and polymer) and aqueous phases, together with suitable monomer interphase
partitioning laws (cf. [13]).

4. Illustrative Applications

The capabilities of an on-line sensor of conversion based on upv measurements during
the polymerization in latex reactors have been assessed by experimental analysis of both
homo- and copolymerization systems, in batch and semibatch operating modes. In all
cases, a commercial sensor manufactured by Nusonics has been used. A detailed
description of the sensor characteristics and of its application to a well stirred reactor
may be found elsewhere [14]. The sound speed is measured through the "pulse
travelling" technique, that is by measuring the time needed by an ultrasonic pulse to
travel between two piezoelectric transducers at a fixed distance. The sensor provides on­
line measurements (about one upv value per second) and can be directly plugged into the
reacting mixture, without any sampling circuit.
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Before examining the experimental results, few additional comments are required
concerning the sensor calibration. When the conversion has to be estimated from upv
measurements through the equations of the last previous section, the values of all
involved parameters (densities and compressibilities) have to be available. In the case of
density, literature values have been directly used for water, monomer and polymer.
About compressibility, due to the lack of literature data for the monomers and to some
scattering in the reported values for the polymers, the direct measurement by the sensor
resulted to be the most effective way to operate with satisfactory accuracy. In particular,
these measurements may be readily performed in the case of liquid monomers, while in
the case of polymers, measurements on spent latexes at decreasing water-to-polymer
ratios, W/P, are suitable to estimate the corresponding compressibility by extrapolating
the measured values at zero W/P value. Moreover, the following check of the sensor
calibration just at the beginning of each reaction is advisable. From the reaction recipe
(and in absence of polymer), a theoretical value of the sound speed is readily estimated
and compared with the actual experimental value as obtained on-line: in the case of
limited discrepancies, a minor adjustement of the water phase compressibility is made
and justified in terms of the effect of solubilized monomer.

4.1. HOMOPOLYMERIZATION

In Figure 3, the upv behavior as a function of conversion for the emulsion
polymerization of methylmethacrylate (MMA) at three different values of the monomer­
to-water ratio is reported. The experimental data are the on-line measured upv values
together with the corresponding conversion values estimated by interpolating data
obtained off-line by gravimetry. When comparing these data with the curves calculated
through the equations of the previous section, a positive indication about the instrument
capabilities as on-line sensor of conversion is obtained.

The calculated curves exhibit two slope changes, the frrst one between 20 and 30% of
conversion and the second one close to 60%. While the first one is expected and related
to the oil droplets disappearance, the second one has been obtained by an empirical
modification of the expression for evaluating the polymer particle compressibility. In
particular, the right hand side of eq (5) has been multiplied by the corrective term, G,
defmedas:

G=l if <lim ~ <lIer

2.9-<lImC-<lImr (10)

G=
l-<lIer

if <lim < <lIer2.9 -<lIcr

where <lim indicates the volume fraction of monomer in the particles and b and <Per are
two adjustable quantities. Their evaluation may be performed by fitting the model
predictions to the upv data during interval III in reacting systems or, better, by an
independent experiment of monomer addition to a spent latex, so as to simulate the same
reaction interval in a non-reacting system. Usual values of b are between 4 and 6, being
<lIcr always less than the saturation value and probably related to some spatial
rearrangement of the macromolecules in the particles when a critical value of the
monomer-to-polymer ratio is reached in the reaction locus.
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Figure 3. Ultrasound speed vs. conversion for the MMA homopolymerization at three different values of
the monomer-to-water ratio, M!W: run 95 =0.072; run 94 =0.144; run 96 =0.288.

• = experimental data; curves = calculated values.

Similar results have been obtained for different monomers such as styrene, vinyl
acetate and butyl acrylate [l3J [15].

4.2. COPOLYMERIZATION

When copolymerization systems are considered, a role of the composition of both the
reacting monomer mixture and the produced polymer is expected. This behavior is well
illustrated in Figure 4 where the upv curves as a function of conversion are reported for
two homopolymers (styrene and butyl acrylate) and the corresponding 50/50w%
copolymer. In this case, the copolymer curve is intermediate between those of the two
homopolymers, thus conftrming the effect of the system composition.

The same equations previously used in the homopolymer case have been adopted.
However, in this case the knowledge of the corresponding composition values of both
residual monomer mixture and produced copolymer is required, so as to properly evaluate
the average values of density and compressibility of oil droplets and copolymer particles.
These values have been estimated combining the equations for evaluating the upv with a
model relating composition to conversion described elsewhere [16J. The main advantage
of this model is that the required parameter values (reactivity ratios and interphase
partitioning laws of the monomer species) are usually found in the literature, thus
allowing one to use the model in a genuinely predictive way, without introducing new
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adjustable quantities. An additional difficulty arises when the evaluation of the
compressibility of the copolymer particle at high conversion is examined, Le. when b
and lJ>cr in eq (12) have to be estimated. Composition depent expressions for both these
quantities are in fact not available and the same parameter estimation procedure
previously discussed in the homopolymer case should be applied for each particular
copolymer composition, thus reducing the sensor flexibility.

The conversion evolution in various copolymeric systems has been successfully
monitored on-line through this type of sensor in batch and semibatch reactors [15] [17].
In particular, when combined with the theoretical monomer feed policies discussed
elsewhere in this book, constant composition copolymers have been obtained without
the typical problems of time irreproducibilities encountered when implementing the
same monomer feed strategy using time instead of conversion as evolutionary
coordinate.

• •

o 10 20 30 40 50 60 70 80 90100
Conversion (weightok)

Figure 4. Ultrasound speed vs. conversion for the 50150%w copolymerization of styrene and butyl acrylate
and the two corresponding homopolymerization reactions.

• =experimental data; curves =calculated values.
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1. Introduction

Increasing demands on product quality and constancy (i.e. the repeatability of product
properties within narrow specifications for certain applications) require increasing
efforts to characterize the final products as well as to control the processes for making
them. Reaction control strategies rely on both efficient monitoring methods and state
estimation and filtering techniques. The latter techniques as well as multivariable
statistics and expert systems are beyond the scope of the present paper. The main focus
is on the physical aspects of instrumentation for reaction monitoring.

In addition to product quality, the safe operation of a reactor is based on
continuously monitoring some of the fundamental parameters of the process and the
reactor itself. In a typical industrial reactor for emulsion polymerization, only a few
parameters are measured continuously or on-line. Those parameters are temperature,
pressure, agitation (stirring rate), feed rates of ingredients or withdrawing rates of
reaction products, i.e. mainly physical parameters that describe the reactor operation.
Parameters that describe the state of the (reacting) system are typically measured, if at
all, off-line or only at the end of the reaction. As a general observation, industrial on­
line applications are far away from technical opportunities.

On-line monitoring of physical and chemical properties of the reaction mixture
contributes to i) increase the efficiency of the process via control strategies, ii) reduce
labor costs by avoiding manual work, and iii) save time for analysis and reduce
emissions by avoiding the transport of samples.

An excellent overview of on-line methods for polymerization monitoring has been
published by Chien and Penlidis [I]. They pointed out that "some of today's off-line
techniques may become tomorrow's on-line techniques." In the past, several off-line
methods have been converted into on-line methods by automated, robotic assisted
semi-continuous withdrawing samples out of the reactor or from a sampling loop, and
feeding them into off-line instruments. Thus, a number of typical polymer as well as
colloidal characterization methods have become available for on-line monitoring, and
more methods will become available in the future.

Other techniques have been applied for on-line monitoring by integrating them
into a sampling loop or by-pass. Reaction mixtures that are circulated in sampling
loops or by-passes are prone to demixing and/or flocculation owing to their shear
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sensitIvity. Choosing the right valves and the right pumping system (peristaltic vs.
piston vs. membrane) is very important to avoid clogging of the pipes. The chemical
and swelling resistance of the pipe material to monomers has also to be taken into
consideration.

Recent tendencies of sensor development are i) miniaturization and modular
assembly of the parts, ii) the integration of the sensor with sigTlal transmission and
analysis, iii) faster response times and increased sensitivity, and iii) remote sensing
e.g. by the application of fiber optics.

In general, on-line characterization does not only include on-line monitoring of the
monomer transformation to polymer but also monitoring of colloidal parameters (e.g.
particle sizes or charges) during the course of the reaction. Even on-line monitoring of
some specific applications of polymeric dispersions like film formation is possible. The
present paper is divided into sections that describe methods to monitor i) the fractional
conversion (i.e. the overall monomer conversion as well as the molecular chemical
composition of the reacting mixture and of the polymer formed), and ii) the colloidal
properties of the dispersion. We will discuss well-established methods as well as a
couple of recent developments with potential for future application as on-line
monitoring techniques. No attempt has been made to achieve completeness in
describing methods and reviewing the literature.

2. Fractional Conversion

The most important technique to determine monomer conversion is still off-line
gravimetry. It serves as the standard method for the calibration of other techniques
such as the on-line techniques discussed below.

2.1. DENSITOMETRY AND DILATOMETRY

The physical basis for both methods, densitometry and dilatometry, is the density
difference between monomer and polymer (Table 1). As the polymerization proceeds,
this density difference leads to an increase of the latex density, and to an overall
shrinkage of the reaction mixture volume.

Both changes can be measured continuously, and therefore, the reactor conversion
can be calculated at any time knowing the amount of ingredients initially charged into
the reactor and / or continuously fed to the reaction mixture. There are a couple of
issues to be considered by applying these techniques:

i) It has to be checked separately whether the monomer-polymer mixtures and, in
the case of water soluble monomers, the monomer-water solutions are ideal mixtures or
not (i.e. check if the volume of the mixture is the sum of the volumes of the
components).

ii) In the case of homopolymerizations, the density or volume change during a
batch reaction is directly related to the fractional conversion x(t) of a single monomer
[2 - 4]:



11 P /- 11 p(t)
x(t) = emu

1/ Pemu/- 1/ Pend
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(1)

where pemu], pend and p(t) are the density of the monomer emulsion, the polymer latex
and the reaction mixture, resp. For copolymerizations, the density (volume) of the
mixture depends on both the overall monomer conversion and the copolymer
composition. Therefore, one single integral variable (density, volume, temperature or
pressure) is insufficient to describe multi-monomeric reactions. One either has to
measure as many independent variables as reacting monomers are in the system, or
additional information is required about the chemical composition of the formed
copolymer or of the residual monomer phase (chromatography, spectroscopy).

iii) Accurate densitometric and dilatometric measurements rely substantially on
the accuracy of temperature control to be better than ±O.1 K. This is, of course, also
valid for ultrasonic measurements, pressure, etc.

TABLE 1: Densities ofmonomers and polymers at 20°C

monomer density @ 20°C (glcm )

Pmon....... Poolymcr
acrylic acid 1.051 1.37
acrylonitrile 0.806 1.17

butyl acrylate 0.899 1.08
ethyl acrylate 0.924 1.12

2-ethyl hexyl acrylate 0.887 0.99
methyl acrylate 0.954 1.22

methyl methacrylate 0.944 1.19
styrene 0.906 l.05

vinyl acetate 0.932 U8

There are several principles known to measure the density within a reactor. Probably
the most robust method is to measure the resonance frequency of a V-shaped pipe
placed in the sampling loop. This frequency is a very sensitive function of the mass of
fluid within the tube, and, hence, of its density. After calibration of the instrument with
a fluid of known density ps (period of V-tube oscillation Ts), the density of the sample
p(t) can be derived from the change of the period of oscillation T(t) [2 - 4]:

2 2
(p(t) - Ps) = consf'(T (t) - Ts) (2)

Clogging of the pipe and gas bubbles in the latex may cause problems with this
method. They can partially be avoided by the inverse arrangement: a tuning fork
inserted into the latex. Here again, the change of the resonance frequency of the fork is
related to the density of the surrounding fluid. However, this fork is a dual sensor. The
amplitude with which the fork is oscillating is a function of the medium's viscosity.
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Difficulties with this method may occur because of coagulum formation at the tip of the
fork.

The modified maximum bubble pressure method developed by Schork and Ray [2 ­
4] both for surface tension and density measurements encounters trouble in industrial
applications because of capillary clogging and coagulum formation. The method is
based on the pressure p in a gas bubble of radius r at the capillary tip immersed in the
latex (height h)

2·y
p=p·g·h+­

r
(3)

'Y is the surface tension of the bubble. For density measurements, two identical
capillaries are inserted into the latex at different heights. The surface tension of the
latex can be determined by using two capillaries with different diameter inserted into
the latex at the same height.

Since pressure measurements are easy to carry out, the barometric difference of the
hydrostatic pressure ~p measured at different heights ~h within the reactor can be used
to calculate the latex density according to

~P
p=--

M'g
(4)

However, pressure meter readings are often modified by the hydrodynamics of the
stirred polymeric dispersion.

Recent papers on the application of densitometry to reaction monitoring have been
published by Morbidelli et al. [5 - 8]. The authors also combined densitometry with
ultrasound velocity measurements to develop optimal monomer feeding policies in
order to control the composition in multimonomer emulsion polymerization (see
section 2.2.).

Recently, the application of dilatometry to reaction monitoring has been discussed
in detail by Gilbert [9]. In general, dilatometry is a very useful tool for academic
research, but only of limited value for reaction monitoring in continuously stirred
industrial polymerization reactors.

2.2. ULTRASOUND

A physical method that is receiving increasing attention for on-line application is
monitoring the propagation of ultrasound in the medium. The planar elastic ultrasonic
wave (frequency f with <0 = 27tf) can be described by its complex pressure amplitude
p(x,t)



p{x,t) =po· '''{iO{ -~)l exp[-a. xl

with the ultrasonic velocity c which is defined in liquid system as

2 1
c/iq =--{3'

p.

and <X being the attenuation of the wave in the liquid

<xliq _~(~ )
2 - 3 71s + 71v

f p·c 3
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(5)

(6)

(7)

where 11. and 11. are the shear and the volume viscosity of the liquid, respectively. It is
obvious, that the measurable quantities c and <X are determined by the system's density,
viscosity and adiabatic compressibility ~. Therefore, measuring e.g. the pulse travelling
time between two ultrasonic transducers, and/or the attenuation of the sound pressure
amplitude over the same distance enables one to draw conclusions about the state of the
medium that is in between the transducers. This ultrasonic technique has been already
widely applied to on-line monitor the concentration of solutions, emulsions and
suspensions in the concentration range between 0.01 % and 100 % (e.g. sugar in water,
alcohol in beer, fat in milk, etc.). It is a very easy-to-use, very fast (response time in the
millisecond range), safe and nondestructive method. Reviews on the propagation of
ultrasound in suspensions were published by Harker [10], Anson [II], and Farrow
[12].

In dispersed polymeric systems, several loss mechanisms contribute to the sound
attenuation <Xdisp [13]:

<Xdisp =ao + avis + atherm + ascatt + are/ax (8)

<Xo is the attenuation of the dispersion medium; <Xvis summarizes viscous losses within
the particles and at the interface between particles and continuous phase; <Xthenn

describes thermal losses in dependence on heat conductivity and capacity; a.calt is the
contribution due to sound scattering in dispersed media; <Xrelax is caused by the dynamic
relaxation of the polymeric material in dependence on frequency and temperature. All
of those contributions are complicated functions of temperature, frequency, particle
size and number. Thus, attenuation measurements are not very reliable for on-line
reaction monitoring because of i) the complex nature of <Xdisp, and ii) technical
problems measuring the attenuation at high solids and in the presence of gas bubbles in
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stirred reactors over an extended frequency range. Additionally, attenuation
measurements are less accurate than velocity measurements

For reaction monitoring, the sound propagation velocity c is the the quantity of
choice because it is easy to measure with high accuracy even at high conversion and
solid contents of the latex. Both the density and the adiabatic compressibility change
when monomer is transformed into polymer, i.e. the sound velocity is closely related to
the conversion (see Table 2).

TABLE 2: Ultrasound velocities ofmonomers
and polymers at 20°C

monomer sound velocity @ 20°C (m/s)

Cmonoma- c.........
butyl acrylate 1233 1375

styrene 1354 2120
vinyl acetate 1150 1853

water 1483

Early work on the application of ultrasound for reaction monitoring was reported in the
1980's by Hauptmann and Dinger [14, 15]. Very recently, Morbidelli and coworkers
published a series of papers describing sound velocity measurements during the course
of homo- and copolymerizations in combination with semi-empirical models to relate
sound velocity and conversion [16 - 18]. The quantitative analysis of the sound velocity
change during the reaction to calculate the monomer conversion will be discussed in
detail in the paper by Morbidelli. In this analysis, it has to be considered that the latex
is a dispersed system where the ratio between particle size and wavelength of the sound
wave determines whether the system has to be treated as a homogeneous or as a
particulate phase. Additionally, the non-ideal mixing rules both for the density and the
compressibility in binary, ternary, etc. mixtures (e.g. monomer-polymer, monomer­
surfactant-initiator-water) leads to a distinct non-ideal dependence of the sound
velocity on the concentration of the ingredients. However, the sound velocity can either
be i) calibrated by an independent (off-line) conversion measurement for a certain
recipe and reaction procedure, or ii) calculated on the basis of theoretical models with
a couple of assumptions, and by fitting of the unknown parameters, or iii) by a
combination of both, i.e. a simplified linearized model which includes some pre­
determined parameters of the components and of binary/ternary mixtures (velocity­
temperature-coefficients, velocity-concentration-coefficients, etc.).

In industrial emulsion copolymerization processes, the theoretical evaluation of the
sound velocity in the reacting system is more or less impossible. However, the sound
velocity can be calibrated with off-line conversion measurements in subsequent runs
under constant conditions. The most important aspect of this approach is its sensitivity
to irreproducibilities of the polymerization process.

Ultrasonic sensors based on pulse travelling time measurements (emitter-receiver
arrangement of the transducers) can either be mounted in a sampling loop or they can



273

directly be plugged into the reaction vessel. Care should be taken in the latter case,
because plugged-in transducers may cause coagulum fonnation at their edges.

The partition of monomers between aqueous phase and polymer particles can
easily be derived from ultrasound velocity measurements. It is even possible to
calculate sorption rates of monomers into polymer particles from the time dependence
of the sound velocity after the addition of monomer to the latex [19, 20).

The frequency of ultrasonic sensors is typically in the 1 - 10 MHz range. In
principle, the accuracy of the sound velocity measurement is poor for very low
frequencies « 100 kHz or so), and it increases with increasing frequency. However,
the attenuation does also increase for f» 10 MHz, i.e. the distance between the
transducers has to be shortened in order to get a signal from the emitting to the
receiving transducer. Shorter distances between the transducers reduce the accuracy of
the pulse travelling time measurement. In highly concentrated systems, it might be
difficult do circulate the reaction mixture between the transducers. Additionally, gas
bubbles can get stuck and distort the measurement.

The disturbing influence of gas bubbles can be reduced by ring sensors. The
formation of coagulum with immersion-type sensors can be avoided by sensors built-in
flat into the reactor wall. There are some recent developments to measure the acoustic
impedance Z via reflexion coefficient measurements with very high accuracy (10.5 to
10-6

). The advantage of this type is sensor is the high accuracy of density
measurements. The reflexion coefficient R is defined as

with

R = Z2 - ZI

ZI- Z2

Z = p. c

(9)

(10)

Ultrasonic sensors can also be used to measure the viscosity with high precision and
very fast response time, and the volume flux in tubes even when they are not
completely filled. In combination with an ultrasonic density sensor, the mass transport
in a tube is measurable [21, 22]. The filling level in reactors is accessible with
ultrasonic distance sensors [23].

Sensors based on the Quartz Crystal Microbalance (QCM) principle are very
sensitive for a wide variety of chemical applications. The high precision and ease of
measuring the QCM resonance frequency has made it a useful tool for measuring slight
changes in mass on the QCM electrode surface [24]. By coating the surface with a
sensitive layer, the QCM can be used as selective gas or even under-liquid sensor. In a
recent publication, Lin and Ward [25] describe the determination of contact angles and
surface tensions with the QCM.

2.3. CALORIMETRY

Polymerizations are exothermic reactions. Hence, temperature or heat flux changes
during the course of the polymerization reflect directly the transformation of monomer
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to polymer. Calorimetry seems to be the simplest on-line technique for conversion
measurements. On-line calorimetry to monitor reactions has been used by chemical
companies for several decades (see e.g. [26 - 29]).

In a calorimeter, the rate of polymerization Rp is related to the heat generated by
the reaction per unit time dQ/dt [30]:

(11)

where MIp is the enthalpy of polymerization, and Vr the volume of material in the
reactor (usually the amount of water). From this, the fractional conversion x(t) can be
obtained by

t
IQ dt

x(t) = 0 r

!:J.Hp·MO
(12)

where Mo is the initial molar amount of monomer.
The heat flux owing to the reaction dQ/dt is the quantity of interest. In

copolymerizations, it is the sum of the heat of reaction of the components. However, it
is not the only quantity that influences the overall temperature-(or heat flux)-time
characteristic of a stirred tank reactor. The energy balance of the reactor is also
determined by heat transfer between reactor interior and jacket dQtranJdt, by losses
owing to heat conduction and radiation of the reactor mantle dQlo..!dt, by dissipation of
mechanical energy due to stirring the viscous liquid dQstir/dt, and by the accumulated
heat flow dQacJdt [31].

The accumulated heat accounts for temperature changes of the reactor because of
different rates of heat generation and heat flow out-of (into) the reactor. This quantity
is a major cause of uncertainty and error because it depends on the derivative of the
reactor temperature Tr

d Qacc d Tr
~ =---;;; .Cp,tot (13)

where Cp.tot is the heat capacity of reactor plus latex, (i.e. sum of specific heat capacity
times mass for reactor and latex). dQlo..!dt can be experimentally determined, and kept
almost constant by insulation. dQstmldt has also to be determined by separate
experiments. The heat transfer between reactor interior and jacket depends on both
their temperatures Tr and Tj , respectively,



d Qtrans = U. A . (T . - T )
dt J r
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(14)

The reactor area for heat exchange with the jacket A is almost constant. The heat
transfer coefficient U typically changes during the course of the reaction because it
depends on e.g. the latex viscosity and density, the heat conductivity through the
reactor-jacket interlayer, the hydrodynamics of the reactor. Therefore, precalibration of
U by separate experiments may lead to errenous results. Despite changing U, correct
heat balance calorimetry can be performed by measuring the jacket inlet and outlet
temperatures [32]. Reichert [33] developed another elegant method to overcome the
difficulty of changing U: temperature oscillation calorimetry. A small sinusoidal
temperature change is added to the overall temperature-time performance of the
reactor. This allows the simultaneous on-line calculation of the heat transfer value of
the reactor as well as the rate of reaction.

In semicontinuous polymerizations, a mixing contribution dQmix/dt to the overall
heat flow has to be taken into account if there is a temperature difference between
feeding material and reactor aT[31]

dQmix dm
--= - . cp feed' aT

dt dt '
(15)

where Cp,feed is the specific heat capacity of the feed material.
Reaction calorimetry is a powerful tool to on-line monitor industrial

polymerizations as well as to study the kinetics of polymerizations or to develop
control strategies for reactions [34 - 37].

2.4. CHROMATOGRAPHY AND SPECTROSCOPY

Spectroscopic techniques can in principle be used to determine the average
composition of the latex and to give additional information on microstructure and
morphology. The application of optical spectroscopy (i.e. UV, VIS, NIR, IR, Raman,
fluorescence) is subject of a separate paper. Applications of dielectric spectroscopy will
be discussed in Section 3.1.

Nuclear Magnetic Resonance (NMR) is probably the most important spectroscopic
technique to characterize latex or copolymer composition and polymer microstructure,
since the signals of the monomeric units and the signals of their various spatial
arrangements and configurations are much more pronounced in NMR than in any
other spectroscopic technique. However, NMR is still an off-line technique because of
elaborate sample preparation requirements, and the time involved to run spectra [38].
Jones and Stronks [39] published a note on quasi on-line application of pulsed NMR in
latexes. They have shown that the solids content of rubber latex can be determined
without any special sample preparation with a total measurement time of
approximately 10 seconds.
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Chromatographic methods have shown to be very valuble for on-line sensing of
monomer / copolymer composition, particles sizes and size distribution, and even
molecular weight distribution. Several experimental setups have been reported in the
literature. In most cases, the samples were taken from a circulation loop of the reaction
mixture by means of an injection valve, then automatically diluted, injected, eluted,
and detected.

Gas chromatography (GC) both of the emulsion (e.g. [40 - 42)) and the head space
of the reactor [43, 44] can be applied for on-line determination of residual monomer
composition. It takes several minutes for the GC instrument to analyze the reaction
mixture. Typical reaction times for emulsion polymerization runs are in the order of
hours, in some industrial processes even more than one day. Hence, there is a sufficient
number of monomer composition results per time to efficiently control the reaction
based on the GC analysis.

Head space GC is not straightforward for direct reaction monitoring because it
requires knowledge of the partition of each monomer between the gas phase above the
reaction mixture, the aqueous phase, the monomer droplets, and polymer particles.
Additionally, the head space should be in thermodynamical equilibrium with the fluid
reaction mixture.

With emulsion GC, the absolute monomer concentration can be determined if
either one of two conditions is fulfilled: i) use of an internal standard, or ii) inject
always exactly constant sample volumes. Internal standards may influence the reaction
kinetics or monomer partitioning. A very small and constant injection volume is not
easy to guarantee. However, it is in general sufficient to know the monomer ratio, and
to combine GC with another on-line technique (e.g. densitometry) in order to calculate
the absolute monomer concentrations. Emulsion GC may suffer from demixing or
flocculation of the mixture in the sampling loop, in valves or pumps. Some authors
report clogging in the pipes at higher solids. The sampling loop, pumps and valves
have to be cleaned carefully on a regular basis.

In principle, liquid chromatography techniques (High Performance Liquid
Chromatography, Gel Permeation Chromatography) can also be carried out as on-line
characterization methods [1, 45]. The emulsion samples withdrawn from the reaction
mixture can be injected directly on the column. GPC is somewhat complementary to
GC, because it provides directly the chemical composition of the copolymer formed
rather than the composition of the non-transformed monomer.

Size exclusion chromatography, hydrodynamic chromatography and fractionation
techniques for particle size analysis will be discussed in a later subsection (3.1.).

3. Colloidal Characterization

3.1. PARTICLE SIZE AND PARTICLE SIZE DISTRIBUTION

An extremely important colloidal characteristic of polymer latexes is their particle size
distribution. Almost all properties of the latex (electrical, optical, rheological, etc.) as
well as its stability are affected by the particle size distribution. A wide variety of
experimental techniques is available for off-line determination of particle sizes and
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their distribution functions, e.g. microscopy based techniques (SEM, STEM, TEM,
ESEM or AFM), scattering methods (light, X-rays, neutrons) or chromatographic
methods (SEC, HOC, FFF). The extensive sample preparation requirements for
microscopical determination of particle sizes, and the operating conditions of the
instruments are prohibitive for the on-line application of these techniques.

3.1.1. Scattering Techniques
The theoretical background, basic principles and applications of scattering techniques
are reviewed in the paper by Ottewill. Neutron scattering is a very powerful tool to
study e.g. particle sizes, internal particle morphologies, particle dynamics (even under
shear), the structure and dynamics of concentrated dispersions, or film formation. The
main advantage of neutron scattering is the very elegant way to alter the scattering
contrast by partial or total deuteration of the polymeric material. With this contrast
variation it is possible to verify structures that will not be detectable by other
techniques. The main drawback is that neutron scattering relies on the availability of a
nuclear reactor which makes the method somewhat exotic for on-line application. The
same holds for X-ray scattering: i) The beam intensity of conventional X-ray tubes is
relatively low. Therefore, typical collection times for scattering intensity profiles are
comparable to or longer than the characteristic time scale of the chemical reaction. ii)
The use of the highly intense synchrotron radiaton for on-line particle monitoring is
possible, but it depends, of course, on the availability of a synchrotron. Additionally, it
has to be taken into consideration that intense X-rays may interfere with the reaction
ingredients itself.

Particle size determination (include. size distribution) by light scattering
techniques is a well established broad field of experimental methods. All of them are
applicable in on-line mode either by mounting the instrument in a sampling loop or by
"looking" through a window of the reactor wall. The latter methods have become
available with the development of fiber optic devices. Most of the light scattering
techniques require extensive dilution of the latex to avoid multiple scattering effects.

Turbidity measurement is a technique which is easy to perform. The wavelength­
dependent turbidity 't of diluted latex sample will provide information on particle size
and concentration. Several papers in the literature describe the on-line determination
of particle size during emulsion polymerization by specific turbidity 't/cp or turbidity
ratio measurements [46, 47]. The turbidity is related to the polymer volume fraction cp
according to

(16)

where K, f, A.m, and dp are the scattering coefficient, the size distribution function, the
wavelength of light in the medium, and the particle diameter, respectively. It is
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obvious, that K and 't are functions of both the refractive indices of the particles np and
the medium Ilm, and of the relative size of particles to the wavelength of the light dpiAm.
If the size distribution function f is known, the particle size distribution can be
estimated from specific turbidity measurements at several wavelengths. Despite the
complicated dependence of't on K, and its direct dependence on the distributional form
f (which is sometimes unknown), the specific turbidity can yield i) the turbidity
average particle diameter and the volume-surface average diameter for small and large
particles, resp., for any value of m = nplnm, ii) the weight average diameter for m <
1.15 and particles that are smaller than the wavelength of the light, and iii) an estimate
of the weight average particle diameter in all other (monomodal) cases if a log-normal
particle size distribution is assumed [47].

Recently, efforts were reported to extend the theoretical basis of turbidity to higher
concentrations which provides e.g. information about particle interactions [48, 49].

Colloidal refractometry is a light scattering method where one obtains the
refractive index n of a latex, and analyzes it using Mie theory. This method allows the
probing of the structure of concentrated dispersions in their undiluted state. The
measured values ofn can provide a measure of the volume average particle size [50).

Several instruments are on the market which automatically dilute the latex to a
desired (extremely low) concentration and perform static multiple angular light
scattering. Several modes of light scattering (inc!. Frauenhofer diffraction) are
typically combined within one instrument to enable particle size analysis over a wide
range of sizes (e.g. "MICROTRAC" by Leeds and Northrup, or "COULTER LS" by
Coulter Electronics).

In single particle counting techniques (e.g. Flow Ultramicroscopy, Light­
Scattering Counters, Phase-Doppler Analysers), the sufficiently diluted sample is
passed through a laser beam such that light is scattered by only one particle at a time
[51]. Very high resolution can be achieved by Aerosol Spectroscopy either with Ar­
laser or Xe-light illumination [52, 53). In several instruments, hydrodynamic (or
aerodynamic) focusing of particle trajectories in relation to the measurement zone is
used to reduce errors when measuring particle sizes [54]. So far, on-line applications of
these techniques have not been reported in the literature.

A fast-response multi-<:hannel photometer capable for on-line monitoring even at
moderate concentrations has been described by Moser [55]. This static light scattering
instrument has a response time of 100 ms and an angular resolution of 1°. The
scattered light is simultaneously measured at 168 angles.

Photon Correlation Spectroscopy (PCS) is a well known technique to study the
dynamic behavior and the structure of colloidal systems. In highly diluted dispersions,
it is relatively easy to determine the (hydrodynamic) particle size distribution as well as
electrokinetic properties of the latex. With the development of fiber optics it is even
possible to apply this method to highly concentrated systems (FOQELS - Fiber Optic
Quasi Elastic Light Scattering [56, 57]). Several probe designs have been developed
which focus the light through a window into the latex, or the tip of the sensor is
directly immersed into the dispersion. A serious problem of the FOQELS method is the
influence of multiple scattering of light on the results. Even with excellent fiber optics,
the application of this method is restricted to particle concentrations well below the
range of industrial importance.
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The effect of multiple light scattering in moderately concentrated dispersions can
partially be overcome by i) using extremely thin cells (i.e. decreasing the number of
particles in a very small scattering volume), or ii) decorrelation techniques. Thin cells
are not suitable for on-line measurements at high concentration. Decorrelation
experiments have been developed for 90° single-color scattering, and as two-color
scattering for arbitrary scattering angle. With Two-Color Dynamic Light Scattering
(TC-DLS), the cross-correlation between the scattered light at two different
wavelengths is determined rather than the autocorrelation of light at one wavelength as
in conventional PCS [58 - 60). This method allows the elimination of single-scattered
light at both wavelengths. The multiple-scattered light is highly un-correlated due to
the scattering geometry.

On the other hand, multiple scattering of light can also be useful to study highly
concentrated dispersions. The path of multiple scattered light in the latex is similar to
the path of particles or molecules under the influence of Brownian diffusion. The
concept of Diffusing Wave Spectroscopy (DWS) has already been applied to particle
size determination in the industry [60 - 66).

3.1.2. Chromatographic Methods (Fractionation)
In the past decade, particle chromatographic methods (particle fractionation) have been
developed that are capable for particle size on-line monitoring. Size Exclusion
Chromatography (SEC) has been shown to be applicable with porous (Liquid
Exclusion Chromatography LEC) and non-porous packing of the column
(Hydrodynamic Chromatography HDC). The main advantage of these methods is that
the particle size distribution can be obtained directly (Le. without any assumption
about the particle size distribution) after calibration of the instrument with particle size
standards. Disadvantages are the limited resolution because of radial dispersion, and
relatively long elution times up to half an hour [45).

In disc centrifugation, particle separation is caused by differences in particle
velocity in an applied centrifugal field. This makes the results dependent on particle
density as well as on their size. The typical time for centrifuge runs is in the range of
half an hour up to several hours. Hence, disc centrifugation is not suitable for on-line
monitoring despite the high resolution of this method.

Much higher resolution than with SEC can be achieved by Capillary
Hydrodynamic Fractionation (CHDF [67 - 70)). The fluid in a capillary has a parabolic
velocity profile with the greatest fluid velocity at the center of the tube, and zero
velocity at the wall. Particles in this laminar flow will be moving radially due to their
Brownian motion. Larger particles are unable to approach the wall as closely as
smaller particles. Hence, larger particles will travel through the tube faster than
smaller particles. This separation effect is exclusively a function of particle size, it is
independent of particle density. The efficiency of capillaries to separate particles
depends on the eluent viscosity, the flow rate, and the capillary diameter. The optimum
particle size for CHDF analysis is « IJ.llIl. The main disadvantage of this method is
the possibility of capillary clogging. Recently, the CHDF method has been appplied to
monitor the evolution of the particle size distribution during emulsion [71] and
miniemulsion polymerization [72]. Industrial applications are also known.
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Field-Flow Fractionation (FFF) is a family of chromatographic-like elution
techniques based on influencing the rate of particle flow through a narrow channel by
applying an external field perpendicular to the flow direction. FFF can be classified
according to the type of applied field into sedimentation, thermal, electrical, cross-flow
and steric. The most suitable types of external fields for particle size analysis are cross­
flow and sedimentation field. The particle separation in cross-flow occurs according to
the hydrodynamic radius of the particles, whereas their effective weight separates
particles in a sedimentation field. The particle size ranges for cross-flow and
sedimentation field FFF are 10 nm to 100 JUIl and 50 nm to 100 JUIl, resp. Overviews
on FFF have been published by Giddings [73, 74]. Recently, FFF (incl. thermal FFF)
has been applied to characterize size and composition of core-shell latices [75]. On­
line coupling of FFF with multi-angle laser light scattering has been described by
Roessner [76] and Wyatt [77].

3.1.3. Spectroscopy
Dielectric spectroscopy (in particular dielectric relaxation spectroscopy) has been
rarely applied to disperse systems in the past [78, 79]. With this technique, the real or
storage component e/(oo) of the complex dielectric permittivity e*(oo) and the
imaginary or loss component e"(oo) are measured over several decades of the angular
frequency 00 in a relatively simple experimental set-up: two or four electrodes
immersed into the liquid:

(17)

(18)

where e/o, e/_ and 't are the the low and high frequency limits of e/ and the relaxation
time, respectively, and e*(oo) = e/(oo) + ie"(oo). The sigmoidal change in e/(oo) and the
appearance of a peak in e"(oo) is characteristic of a relaxation process. The processes
involved are i) orientation of permanent dipols, ii) distortion ofelectrical double layers,
iii) charge transfers at the electrodes, and iv) diffusion or displacement of ions. In the
low frequency region, dielectric spectroscopy has been shown to provide information
on particle size as well as on electrical double layer properties [80). For a latex
exhibiting a low-frequency relaxation process, the relaxation time at the loss maximum
't = l/COmax is proportional to the square of the particle radius [81]. Within a couple of
minutes measuring time it is possible to determine the particle size (and an estimate of
size distribution), surface charge density and ionic strength of the system [79]. These
characteristics change also during the reaction, and on-line monitoring is possible.
Moreover, dielectric spectroscopy is especially valuable in looking at concentrated and
opaque systems.
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A large number of applications of dielectric spectroscopy published so far are for
cure monitoring of resins (see e.g. (82). Just as ultrasonic, optical, NMR and
mechanical spectroscopy, dielectric spectroscopy of the polymer itself is capable to
detect changes of the polymer crosslink density during the course of polymerization
[83].

For the application of electroacoustic spectroscopy see chapter 3.2.

3.2. ZETA-POTENTIAL AND SURFACE CHARGE

In emulsion polymerization, one normally wants to produce a colloidally stable latex.
The only quantity that allows indirect conclusions with respect to colloidal stability
during the reaction is the particle size distribution. However, the particle size
distribution is determined by several independent processes (growth, nucleation,
agglomeration/flocculation, coagulation, swelling). Therefore, a direct measure of latex
stability (either particle potential or surface charge) would be helpful in understanding
the influence of colloidal stability on particle size distribution during the course of the
reaction.

'-Potential measurements offer an opportunity to obtain information on stability
parameters of the reacting system. Most of the experimental '-potential techniques
described in the literature are not suitabe for on-line analysis of reaction mixtures.
They typically need extensive dilution of the latex for e.g. laser doppler velocimetry or
off-line observation of single particle motion in the dark field of a microscope. Mass
transport of particles under the influence of an electric field in the original, undilutes
state of the latex is difficult to determine because of the small density differences
between polymer particles and and surrounding water. However, recently developed,
electro-acoustic methods allow the determination of '-potentials in the original latex.

Electro-acoustic '-potentials are determined by applying an alternating field to the
latex. This could be either an electric or an acoustic field. If one applies an alternating
electric field to the latex the particles will move along the field lines according to their
surface charge. This oscillatory particle motion leads to a net momentum transfer to
the liquid because of density differences between particles and dispersion medium. In
the vicinity of the electrodes, the particle motion generates a sound wave within the
liquid that is characterized by a phase and an Electrokinetic Sonic Amplitude ESA
[84]. ESA is the pressure amplitude normalized to the applied field, and, therefore, the
direct analogy to the electrophoretic mobility (particle velocity with respect to the
applied field). The ESA effect was discovered in the mid-1980s [85].

The inverse effect occurs when an alternating pressure field (sound) is applied to a
colloidal dispersion. The density difference between dispersed matter and dispersion
fluid causes a relative motion between the particles and the surrounding medium. This
relative motion leads to a periodic displacement between the charged particles and the
oppositely charged counterions of their electric double layers, i.e. an oscillating electric
dipole is generated with the frequency of the sound wave. In electrolytes, this effect is
known as the Debye-potential for about 60 years [86]. Nowadays, it is described as
Ultrasonic Vibration Potential (UVP) or Colloid Vibration Potential (CVP) in the
literature.
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It was shown by the theoretical treatment of O'Brien et al. [87 - 90] that the ESA
signal is directly proportional to the electrophoretic mobility of the particles J!d (0) at
the frequency 0), and related to the CVP signal for the case of parallel plate cell
geometry:

P
£SA ( 0)) =- =c . I1p . q> . Gf .Jld ( 0) )

E
(19)

(20)

where P and E are the pressure and electric field amplitude, respectively, c is the sound
velocity in the latex, I1p is the density difference between particle and medium, 11'1' is
the potential difference at the electrodes, cp is the particle volume fraction, Vo is is the
velocity amplitude of the applied sound wave, and K* is the complex high-frequency
conductivity of the latex. Gf is a factor for electrode geometry. ESA can be applied like
CVP. However, in order to use the CVP one must know the conductivity of the
dispersion as a function of frequency over the whole measuring range.

In the case of diluted latexes (cp < 10%) with particles having thin electric double
layers (up> 50; ]( - Debye-Htickel parameter, rp - particle radius), the relation between
particle mobility and ~-potential in an ESA experiment is similar to Smoluchowski's
equation:

with

2 2(j)·r (j)·r·Pp p
a=--=

v 71

(21)

(22)

where e, 11 and v are the dielectric constant, viscosity and kinematic viscosity of the
liquid, respectively. The factor f is for correcting the electric field strength near the
particle surface, i.e. it depends on both the frequency and the surface conductance of
the particles. G(a) takes inertia forces on the particles into account. It is obvious from
eq. (19), (21) and (22) that the ESA signal is related to both the particle size and the ~­

potential of the particles. Hence, it is possible to calculate particle size distributions as
well as effective electrical potentials at the particle surface from measurements of the
mobility spectrum over a certain frequency range. The linear relationship between
ESAlCVP signal and particle volume fraction holds for cp < 10%, it is nonlinear for
higher particle concentrations. Albeit the lack of a theory for cp» 10%, it is possible
to determine the ESAlCVP signal and use it as a measure of the effective particle
charge.
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The sizing range of commercial ESA instruments (AcoustoSizer from Matec
Applied Sciences) is about lOO nm to lO J1Il1 for frequencies between 200 kHz and 15
MHz. ~-potentials (either ESA or CVP) can be measured for even smaller particles.
CVP-~-potentials and particle sizes in the same order of magnitude can also be
measured by acoustic attenuation spectroscopy (1 to lOO MHz) with the PenKem
AcoustoPhor instrument.

The electroacoustic method has been applied to particle size and potential
measurements of several inorganic suspensions (e.g. Ti02, Si02, Ah03, CaC03 [87 ­
90)) as well as to concentrated emulsions [91]. So far, there is no paper in the literature
dealing with on-line electroacoustic measurements of particle potentials or sizes during
the course of emulsion polymerization (e.g. in a by-pass). In Figure 1, it is shown that
effective ESA particle potentials in poly (vinyl acetate) latexes can easily be measured
up to polymer fractions of about 50 wt. -%. Differences arise from different stabilization
systems.
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Figure J. Effective ESApotentials ofseveral poly (vinyl acetate) latexes
(Matec ESA 8000)

Methods other than electroacoustics or dielectric spectroscopy capable for on-line
particle charge detection have not been reported in the literature. A technique of
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potential interest is the particle charge detector based on streaming potential
measurements (when connected to a robot or on-line sampler [53, 92].

3.3. CONDUCTIVITY AND pH

The electrical conductivity A.i of a disperse system is a function of both the volume
fraction of the dispersed phase <p (<p << I) and the electrical double layer properties of
the particles (expressed as surface conductivity As)

I
Ad=- AD + As

F
(23)

where Ao is the conductivity of the dispersion medium. The formation factor F
accounts for the shape and the volume of the non-conducting particles [93].

The electrical conductivity of an emulsion changes substantially during the course
of monomer conversion. Processes that lead to a change of conductivity are e.g. the
disappearance of monomer droplets and monomer-swollen micelles, the redistribution
of monomer and surfactant in the period of particle growth, the change of ionic
conductivity of the dispersion medium, changes of surface conductivity of the growing
particles.

It has been shown by Janssen [94] that there are three major contributions that
explain the behavior of the conductivity signal during emulsion polymerization: i) the
free surfactant concentration in the aqueous phase, ii) the surfactant incorporated into
micelles (surfactant concentration above the critical micelle concentration CMC), and
iii) the initiator concentration. In emulsion homopolymerization, the conductivity will
decrease as a function of conversion in intervals I and II as a result of growing particle
surface area. The conductivity reaches a minimum at the interval II-III transition. In
interval III, the surfactant concentration will be below the CMC in most cases
depending on the monomer concentration in the aqueous phase. Generally, the
conductivity will increase either by an increase of the CMC, or by surfactant desorption
from the particle surface during interval III.

Noel et al. [95] describe the determination of maximum swellability of particles
with monomer during the reaction by conductivity measurements. They have shown,
that the maximum swellability of styrene - methyl methacrylate copolymer particles
with styrene and methyl methacrylate is independent of both the temperature (over the
range 20 - 5D°C) and the copolymer composition.

Emulsion polymerization in the presence of nonionic surfactants is often
complicated by phase inversions from oil-in-water to water-in-oil type emulsions.
Electrical conductivity measurements are very sensitive for those phase inversions [96,
97].

The surfactant partition between particle surface, aqueous phase, and micelles is a
determining factor for the electrical conductivity of latices. This influence can be used
to determine the adsorption of ionic surfactants on latex particles from conductivity
measurements [98].
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According to eq. (23), the electrical conductivity of dispersions depends on the
surface conductivity of the latex particles. Thus, the conductivity is also related to the
Zeta-potential. However, this relation is rather complicated. In a typical reaction
mixture, the contributions of all other ingredients (initiator, buffer, surfactant)
outweigh the influence of the surface conductivity. The latex has to be cleaned
carefully for this application of conductivity measurements.

In several industrial polymerization reactions it is essential to monitor the pH­
value of the reaction mixture because of its dramatic influence on the colloidal stability
of the latex. pH measurements are easily to perform with standard glass electrodes.
Glass electrodes with counter pressure are applicable for on-line monitoring of
reactions up to temperatures of about 80°C and pressures up to about 60 bar. Problems
may arise with glass electrodes due to film formation on the glass surface, and because
of the mechanical instability of the glass itself.

Solid-state pH sensors are based on the semiconductor ISFET technology (Ion
Sensitive Field Effect Transistor). Their applicability is limited to pressures of about 2
bar, and temperatures up to about 85°C. They also suffer from latex film formation.

In some cases, the pressure of reactions in the presence of e.g. ethylene is in the 80
bar range. There is no sensor on the market that would be applicable for those
pressures.

Niedrach [99] describes a zr02 sensor for pH measurement under high pressure
(83 bar) and high temperature (285°C). However, this sensor is still not commercially
available.

4. Concluding Remarks

The techniques discussed in the preceding sections are either applied successfully to
monitor polymerization reactions, or their potential applicability in the future has been
shown. The use of on-line sensors and the combination of on-line with off-line
techniques will be increasing in polymerization plants.

The applicability of several monitoring methods for on-line detection of reactor
operation, for monomer conversion and latex properties is shortly summarized in Table
3. This table is by far not complete. "(X)" means that there are some limitations, ")C"

denotes successful applications demonstrated in the literature.
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TABLE 3: Methods for reaction monitoring

method on-line disperse technical
monitoring Systems application

gravimetry X X
energy balance calorimetrv X X (Xl

heat transpOrt X X X
temperature X X X

density dilatometry X X
densitometry X X X
mechanical vibrations X (Xl X
radioactivity X X X

ultrasound attenuation X X
velocity X X X
impedance X
electro-acoustics X X

electrical properties conductivity X X
pH X X X
dielectric proP. X X

optical properties refractive index X X
light scattering X X
IR/NIR X (Xl

UV/VIS X X X
Raman X X X
Fluorescence X X

chromatography GC,HPLC X X
SEC X X
CHDF, FFF X X

NMR X
viscosity X X X
surface tension X X

5. References

1. Chien, D.C.H. and Pen1idis, A (1990)). Macromol. Sci. - Rev. Macromol. Chem. Phys. C30, I
2. Schork, F.J. and Ray, W.H (1981), in D.R Bassett and AE. Hamielec (eds.), Emulsion Polymers and

Emulsion Polymerization, ACS Symposium Series vol. 165, ACS, Washington, 505
3. Schork, F.J. and Ray, W.H (1983)). Appl. Polym. Sci. 28,407
4. Schork, F.J. and Ray, W.H. (1987)). Appl. Polym. Sci. 34,1259
5. Storti, G., Canegallo, S., Canu, P., and Morbidelli, M. (1992) DECHEMA Monogr. 127, 379
6. Canegallo, S., Storti, G., Morbidell, M., and Carra, S. (1993)). Appl. Polym. Sci. 47, 961
7. Canu, P., Canegallo, S., Morbidelli, M., and Storti, G. (1994)). Appl. Polym. Sci. 54, 1899
8. Canegallo, S., Canu, P., Morbidelli, M., and Storti, G. (1994)). Appl. Polym. Sci. 54, 1919
9. Gilbert, RG. (1995) Emulsion Polymerization - A Mechanistic Approach, Academic Press, San Diego.

10. Harker, AH. and Temple, JAG. (1988)). Phys. D: Appl.Phys. 21, 1576
11. Anson, L.W. and Chivers, RC. (1984) Ultrasonic Report 840i, University ofSurrey
12. Farrow, CA, Anson, L.W., and Chivers, RC. (1995)Acustica 81,402
13. Hauptmann, P. (1996) VDi Berichte 1255, 199
14. Dinger, F. (1984) Thesis, Merseburg (Germany)
15. Hauptmann, P., Dinger, F., and Slluberlich, R. Polymer 26, 1741
16. Siani, A, Apostolo, M., and Morbidelli, M. (1995)DECHEMAMonogr.131, 149
17. Carra, S., Canegallo, S., and Morbidelli, M. (1995) Chim. indo (Milan) 77, 485
18. Canegallo, S., Apostolo, M., Storti, G., and Morbidelli, M. (1995)). Appl. Polym. Sci. 57, 1333
19. Hornig, K, Hergeth, W.-D., and Wartewig, S. (1989) Acta Polym. 40,257
20. Hornig, K, Hergeth, W.-D., Hllusler, K-G., and Wartewig, S. (l991)Acta Polym. 42, 174



287

21. v. Jena, A and Magori, V. (1992) VDI Berichte Nr. 939,165
22. Fischer, 8., Magori, V., and v. Jena, A (1995) Patent 0 483491 Bl
23. Hauptmann, P. (1991) Sensoren - Prinzipien und Anwendungen, Hanser Verlag, Milnchen
24. Ward, M.D. and Buttry, DA (1990) Science 249, 1000
25. Lin, Z. and Ward, M.D. (1996)Anal. Chem. 68, 1285
26. Tolin, E.D., Fluegel, DA (1966) Patent US 3275809
27. Beckingham, B.F., Hendy, B.N., and Simons, JV. (1979) Patent GB 1 549 841
28. Hendy, B.N. (1970) Patent GB 1 217325
29. Walker, L.C. (1979) Patent DE 28 34 569
30. Miller, C.M., Sudol, E.D., Silebi, CA, and El·Aasser, M.S. (1995) J. Polym. Sci. A Polym. Chem. 33,

1391
31. Riesen, R. (1987) Thermochim.Acta 119, 219
32. Schmidt, C.-v. and Reichert, K-H. (1987) Chem.-Ing.-Tech. 59,739
33. Tietze, A, ProB, A, and Reichert, K-H. (1995)DECHEMAMonogr.131, 673
34. Asua, J.M., Saenz de Buruaga, 1., Arotcarena, M., Urretabizkaia, A, Armitage, P.D., Gugliotta, L.M., and

Leiza, JR. (1995) DECHEMA Monogr. 131, 655
35. Urretabizkaia, A, Sudol, E.D., El·Aasser, M.S., and Asua, JM. (1993) J. Polym. Sci. A Polym. Chem. 31,

2907
36. Gugliotta.. L.M., Arotcarena, M., Leiza, JR., and Asua, JM. (1995) Polymer 36,2019
37. Varela de la Rosa, L., Sudol, E.D., El·Aasser, M.S., and Klein, A (1996) 1. Polym. Sci. A Polym. Chem.

34,461
38. Ibbett, R.N. (1993)NMR Spectroscopy ofPolymers, Chapman and Hall, New York
39. Jones, SA and Stronks, H.J., BRUKER minispec application note # 20
40. Guyot, A, Guillot, J, Pichot, C., and Rios Guerrero, L. (1981), in D.R. Bassett and AE. Hamielec (eds.),

Emulsion Polymers and Emulsion Polymerization, ACS Symposium Series vol. 165, ACS, Washington,
415

41. Urretabizkaia, A, Leiza, JR., and Asua, JM. (1994)AIChE Journal 40, 1850
42. Verdurmen-Noel, E.F.J (1994), Thesis, Eindhoven (The Netherlands)
43. Alonso, M., Recasens, M., and Puigjaner, L. (1986) Chem. Eng. Sci. 41,1039
44. Alonso, M., Alivers, M., Puigjaner, L. and Recasens, M., (1987) Ind. Eng. Chem. Res. 26,65
45. Schork, F.J, (1992), in M.S. El-Aasser (ed.) Advances in Emulsion Polymerization and Latex Technology,

23rd Annual Short Course, Lehigh, Bethlehem, PA (USA)
46. Kiparissides, C., MacGregor, JF., Singh, S., and Hamielec, AE. (1980) Can. J. Chem. Eng. 58,65
47. Kourti, T., MacGregor, JF., and Hamielec, AE. (1990)Polym. Mat. Sci. Eng 62,301
48. Apfel, v., Grunder, R., and Ballauff, M. (1994) Colloid Polym. Sci. 272, 820
49. Apfel, v., Horner, KD., and Ballauff, M. (1995) Langmuir 11, 3401
50. Mohanunadi, M. (1995)Adv. Colloid Interface Sci. 62, 17
51. Nicoli, D.F., Wu, JS., Chang, Y.J, McKenzie, D.C., and Hasapidis, K (1995) American Laboratory
52. LOhr, G. and Reinecke, R. (1980)Angew. Makromol. Chem. 85, 181
53. Fischer, J.P. and Nolken, E. (1988) Progr. Colloid Polym. Sci. 77, 180
54. Ovo<!, V.I. (1995) Part. Part. Syst. Charact. 12,207
55. Moser, AO., Fromheim, 0., Hermann, F., and Versmold, H. (1988)J. Phys. Chem. 92,6723
56. Horn, D., Auweter, H, Ditter, W., and Eisenlauer, J (1986) Org. Coat., 251
57. Lilge, D. and Horn, D. (1991) Colloid Polym. Sci. 269,704
58. Drewel, M., Ahrens, J, and Podschus, V. (1989)J. Opt. Soc. Am. A7, 206
59. SchiUzel, K (1991)J. Mod. Optics 38, 1849
60. MOiler, J (1993) Thesis, Kiel (Germany)
61. Maret, G. and Wolf, P.E. (1987) Z. Phys. B 65, 409
62. Wolf, P.E., Maret, G., Akkermans, E., and Maynard, R. (1988)J. Phys. (France) 49, 63
63. Fraden, S. and Maret, G. (1990)Phys. Rev. Lett. 65, 515
64. Maret, G. (1992)Phys. Bl. 48, 161
65. Bicout, D. and Maret, G. (1994) Physica A 210,87
66. Wiese, H. and Horn, D. (1992) Ber. Bunsenges. Phys. Chem. 96, 1818
67. Dos Ramos, JG. (1988) Thesis, Bethlehem, PA(USA)
68. Silebi, CA and Dos Ramos, J.G. (1989) J. Colloid Interface Sci. 130, 14
69. Dos Ramos, J.G. and Silebi, CA (1989)J. Colloid Interface Sci. 133,302
70. Dos Ramos, JG. and Silebi, CA (1990)J. Colloid Interface Sci. 135, 165
71. Venkatesan, J (1992) Thesis, Bethlehem, PA (USA)
72. Miller, C.M., Sudol, E.D., Silebi, CA, and EI-Aasser, M.S. (1995)1. Colloid Interface Sci. 172,249



288

73. Giddings, lC. (1993) Science 260, 1456
74. Giddings, lC. (1995)Ana/. Chem. 67, 592A
75. Ratanathanawongs, S.K., Shiundu, P.M., and Giddings, lC. (1995) Colloids Surf. A 105,243
76. Roessner, D. (1994) Thesis, Hamburg (Germany)
77. Wyatt, P.l (1993) Ana/. Chim. Acta 272,1
78. Becher, P. and Yudenfreund, M.N. (1978) Emulsions, Latices, and Dispersions, Marcel Dekker, New

York and Basel, 221 and 257
79. Fitch, RM., Su, L.S., and Tsaur, S.L. (1987), in M.S. EI-Aasser and RM. Fitch (eds.) Future Directions in

Polymer Colloids, Martinus Nijhoff, Dordrecht, Boston, Lancaster
80. Su, L.S., Jayasuriya, S., and Fitch, RM. (1995), in lW. Goodwin and R Buscall (cds.) Colloidal Polymer

Particles, Academic Press, London, 101
81. Sauer, B.B., Stock, RS., Lim, K.-H., and Ray, W.H. (1990)J. App/. Polym. Sci. 39, 2419
82. Sheppard, N.F. and Senturia, S.D. (1986)Adv. Polym. Sci. 80,1
83. Harrison, DJ.P., Yates, W.R, and Johnson, J.F. (1985)J. Macromo/. Sci. - Rev. Macromo/. Chem. Phys.

C25,481
84. O'Brien, RW., Cannon, D.W., and Rowlands, W.N. (1995)J. Colloid Interface Sci. 173,406
85. Oja, T., Petersen, G.L., and Cannon, D.W. (1985) US·Patent # 4,497,207
86. Debye, P. (1933)J. Chem. Phys. I, 13
87. O'Brien, RW. (1988)J. FluidMech. 190,71
88. O'Brien, RW., Midrnore, B.R, Lamb, A, and Hunter, R.l (1990) Faraday Discuss. Chem. Soc. 90,301
89. Loewenberg, M. and O'Brien, RW. (1992)J. Colloid Interface Sci. ISO, 158
90. Rider, P.F. and O'Brien, R W. (1993)J. Fluid Mech. 257,607
91. Carasso, M.L., Rowland, W.N., and Kennedy, RA (1995)J. Colloid Interface Sci. 174,405
92. Fischer, J.P. and Uihr, G. (1986) Org. Coat. Sci. & Techno/. 8, 227
93. Wright, M.H. and James, AM. (1973) Kolloid-2. 2. Polym. 251, 745
94. Janssen, RQ.F. (1995) Thesis, Eindhoven (The Netherlands)
95. Noi!l, L.FJ., Janssen, RQ.F., van Well, WJ.M., van Herk, AM., and German, AL. (1995)J. Colloid

Interface Sci. 175,461
96. Hergeth, W.-D., BloB, P., Biedenweg, F., Abendroth, P., Schmutzler, K., and Wartewig, S. (1990)

Makromol. Chem. 191,2949
97. BloB, P. (1990) Thesis, Merseburg (Germany)
98. Zwetsloot, J.P.H. and Leyte, lC. (1995)J. Colloid Interface Sci. 175, 1
99. Niedrach, L.W. (1987)Angew. Chem. 99, 183



TRANSPORT PHENOMENA IN EMULSION POLYMERIZATION
REACTORS

J.B.P. SOARES
University ofWaterloo, Department ofChemical Engineering
Waterloo, Ontario, Canada N2L 3G1

A.E. HAMIELEC
McMaster University, Department ofChemical Engineering
Hamilton, Ontario, Canada US 4L7

1. Introduction

Polymerization reactor type and operation conditions have a marked influence on
polymer properties such as distribution of molecular weight, chemical composition, and
particle size. Due to the very nature of polymeric .chains, if the synthesized polymer does
not have the desired properties when exiting the reactor, it is very difficult and costly to
improve its properties by further processing and purification, since most fractionation
methods that are economically viable for small molecule compounds will fail for
macromolecules [1,2].

Some of the most important operational and design features of polymerization
reactors are its agitation and heat removal systems. In this article we will review some
aspects of polymer reactor engineering that have important effects on the performance of
polymerization reactors. Some of these design considerations will be exemplified with a
case-study for the emulsion copolymerization of ethylene and vinyl acetate under
conditions of mass transfer-controlled polymerization rate.

2. Types of Polymerization Reactors

Emulsion polymerization can be performed in several different types of reactors. Stirred­
tank reactors are generally preferred, especially under semi-batch operation, because .of
the flexibility in controlling polymerization conditions and polymer properties.
However, tubular reactors, either single-pass or loop, are also used for emulsion
polymerizations. Some of the advantages and disadvantages of each reactor type will be
discussed in the following sections.

2.1. STIRRED-TANK

Stirred-tank reactors (STR) are widely used in the polymerization industry because of
their simple design and operational flexibility. Independently of their mode of operation
(batch, semi-batch, or continuous), the main characteristic of STRs is that, ideally, all
fluid elements are intimately mixed due to vigorous stirring. The good mixing
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characteristics of STRs result in concentration and temperature spatial uniformity, md
consequently allows the production of polymer with well-defmed properties.

2.1.1. Batch Operation
In a batch stirred-tank reactor (BSTR), all reactants are placed in the reactor at the start of
the polymerization and the polymerization is allowed to proceed to its completion. This
is a very simple operation mode and requires minimal equipment and operational costs.
Another advantage of BSTRs is the precise control of the initial conditions in the
reactor. On the other hand, it is not possible to control the polymerization by selective
addition of reactants or initiators, as done in semi-batch reactors. For the case of
copolymerization of comonomers with different reactivity ratios, composition drift will
occur and this might have an undesirable effect on polymer properties. Additionally, the
temperature control of batch reactors can be difficult, since it is not possible to control
the rate of polymerization by slow addition of one of the components or by feeding
reactants at lower temperatures [3]. This mode of operation is generally, but not always,
restricted to exploratory polymerizations in laboratory-scale reactors.

2.1.2. Semi-batch Operation
Semi-batch stirred-tank reactors (SBSTR) are probably the most common emulsion
polymerization reactors because of their improved process control characteristics md
relative ease of operation. Only part of the recipe is initially fed to the reactor; the
remaining charge is fed throughout the rest of the polymerization. In this way, it is
possible to manipulate the rate of polymerization and the properties of the produced
polymer by an adequate strategy of monomer, initiator and emulsifier transfer. This
controlled addition of reactants is also a convenient way to prevent reaction runaway [4].
Since charge feed strategy can significantly alter the properties of the produced polymer,
it is clear that this mode of operation requires a detailed knowledge of polymerization
mechanisms and requires sophisticated control schemes to be used to its maximum
capability [5].

2.1.3. Continuous Operation
In continuous stirred-tank reactors (CSTR), all components of the polymerization recipe
are fed continuously to the polymerization reactor by means of common or separate feed
lines. Continuous operation offers some advantages over batch and semi-batch operation,
especially for high production rates. Costs of emptying, cleaning and recharging the
reactor are evidently minimized, since CSTRs can be designed to operate for a long time
without requiring maintenance shut-downs. Continuous operation can also produce
polymer with more uniform properties since the CSTRs operate at steady-state during
most of the polymerization run time, therefore eliminating inter-batch variations of
polymer properties. However, sustained oscillations in monomer conversion and particle
concentration, as well as multiple steady-states have been observed for the continuous
operation of CSTRs in emulsion polymerization [6,8].

The use of CSTRs might be disadvantageous if changes between product grades take
place frequently, since off-specification products will always be produced during graIe
transitions, although proper control schemes can be designed to minimize the amount of
off-specification material between grade changes.
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A negative consequence of the complete backmixing of CSTRs is that the conversion
in a CSTR will always be smaller than the one obtained in a tubular (plug flow) reactor
operating under the same conditions for reaction orders higher than one, as prevalent in
polymerization reactors. Additionally, the exponential residence-time distribution of
CSTRs will lead to the production of latexes of broader particle size distribution, which
might be undesirable for certain film applications. This effect can be minimized if
several CSTRs are combined in series to approximate the plug flow characteristics of a
tubular reactor, as done in some industrial processes for the manufacture of SBR [8].

2.2. TUBULAR REACTORS

The narrow residence-time distribution of tubular reactors enable the production of
latexes with narrow particle size distribution. Particle size distribution has a strong
influence on the film-forming properties of latex and can also affect its molecular weight
distribution.

Some additional advantages of tubular reactors over stirred-tank reactors for emulsion
polymerization are a larger ratio of heat transfer surface to reactor volume, and stable
operation due to reduced backmixing. However, there is a significant risk of reactor
fouling and plugging by the latex. It has been suggested that fouling and plugging
problems could be minimized by adding a pulsation source to the reactor feed, without
significantly increasing backmixing [6,7].

Loop reactors can also be used for emulsion polymerization, provided care is taken to
avoid fouling and plugging. Since the circulation rates in these reactors is very high,
they generally behave as a CSTR with the added advantage of large ratio of heat transfer
surface to reactor volume of a tubular reactor [8]. Lower capital cost for high pressure
reactors, such as required for vinyl acetate-ethylene emulsion copolymerization may be
another advantage of this reactor type.

3. Mixing

Mixing equipment (impeller type, size and location) promote fluid circulation axl
generate velocity gradients (shear rate) within a tank [9]. Power input into a mixing
tank, P, is proportional to the pumping capacity of the impeller, Q, and to the velocity
head, h:

PaQh (1)

The velocity head is directly related to the shear rates in the tank. The choice of impeller
type and location is crucial for the proper operation of polymerization reactors.

3.1. IMPELLER TYPE

Impellers can be classified as turbine impellers and close-clearance impellers. Turbine
impellers are generally small compared to reactor dimensions and are used in a vast range
of applications in the chemical industry. Close-clearance impellers are only used for
stirring high viscosity systems, such as the ones that can occur in solution and bulk
polymerization.
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Turbine impellers can be subdivided according to the main direction of the flow they
generate into axial- or radial-flow. Pitched-blade turbines and high efficiency turbines
(also called fluidfoil, airfoil, hydrofoil, or laserfoil) are common types of axial-flow
impellers. The angled blades of these impellers provide mainly axial flow. Radial flow
impellers, such as the straight-blade turbine and the disk turbine produce both radial m
rotational flow. For the same pumping capacity, the pitched-turbine needs about one­
quarter of the power requirement of a straight-blade turbine. This power requirement can
be decreased by a factor of 2 or 3 if a high-efficiency turbine is used. Evidently the shear
rate is also lowered by going from the straight-blade turbine to the high-efficiency axial
turbine. A classification of impellers according to their fluid shear rate and pumping
capacities is presented in Figure 1 [9].

-Rakes, gates

-Spirals, anchor, paddle

-Propeller

-Axial-Flow turbine

-Flat-blade turbine

-Bladeless 1m peller

-Colloid mills, homogeneizer

Figure 1. Flow capacity and shear rate of different impeller types

Combinations of axial and radial flow turbines are used frequently to provide high
shear and turbulence, while maintaining good fluid circulation in the reactor. For reactors
with high HII' ratio (Figure 2), several impellers at various liquid levels might be used
simultaneously to ensure appropriate mixing.

If the main objective of mixing is to produce circulation of particles without
interparticle mixing, low shear rate impellers should be used. This can either be done by
selection of impeller type or by altering the Dff ratio of an existing impeller. At a
given power level, a higher diameter impeller operating at a slower speed will have its
shear rate decreased according to the relationship:

(2)

As a general guideline, processes requiring flow rate rather than turbulence uses D/T
ratios of 0.4 to 0.6; to enhance turbulence and micromixing (section 3.5), D/T ratios of
0.25 to 0.35 are selected [10]. For emulsion polymerization high shear rates can be
detrimental because of coagulum formation. However, sufficient agitation is required to
avoid monomer pooling and guarantee a uniform concentration of reactants throughout
the polymerization reactor.

Close-clearance impellers, such as the helical and anchor impellers, reach the fluid
near the reactor wall and minimize stagnant regions and vortex formation that might
occur when high viscosity fluids are used [11]. Helical impellers have the additional
advantage of providing a top to bottom turnover, which is absent in anchor impellers.
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Since these agitators operate with highly viscous and non-Newtonian fluids, the
rheological properties of the medium should be taken into account for proper impeller
design [12]. Close-clearance impellers can be designed to come very close to or actually
to scrape the reactor walls to improve heat transfer coefficients [13]. Close-clearance
impellers are not efficient for low viscosity liquids.

For small to medium scale reactors, the agitator shaft generally enter the reactor from
the top. However, for large polymerization reactors this might be impractical because
that would require very long and thick, and consequently very costly, shafts. Large
reactors generally use bottom entrance agitators. Special care should be taken when
specifying seals for bottom entrance agitators to avoid leakage and permit seal
replacement during a polymerization run [14].

Draft tube circulators are not commonly used in polymerization reactors, likely
because of fouling of the fluid-conveying section, but they allow efficient flow
circulation and can be advantageous for increasing the rates of gas-liquid mass transfer
[15].
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Figure 2. Standard stirred-tank geometry

There are also several designs of static mixers available. These mixers are claimed to
provide excellent radial mixing coupled with axial plug flow (reduced backmixing), thus
increasing the heat transfer efficiency as compared to empty tubes. Some new designs
make use of internal heat exchanger tubes, therefore considerably increasing the heat
removal capability of these systems and allowing the use of large diameter units [16].
The main limitation of these systems as polymerization reactors is again the increased
risk of fouling due to the presence of internal packing.

3.2. MIXER DESIGN

It is important to remember that optimal operation conditions for polymerization
reactors can vary with monomer conversion for the case of batch or semi-batch
operation, and steady-state polymer concentration for the case of continuous operation,
due to the increase in viscosity for higher polymer concentrations at higher monomer
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conversions. At low viscosities, turbine impellers and baffled reactors might be adequate
to ensure optimal heat transfer and mixing characteristics, but at higher viscosities it
might be necessary to use close-clearance impellers, such as helical or anchor [17].
However, for most practical applications of emulsion polymerization reactors, such
abrupt variations of viscosity do not take place, which simplifies considerably the design
of the mixing equipment.

Mixing requirements are also a function of reactor operation regime. For batch
reactors, intense agitation might be needed in the initial stages of polymerization to
avoid monomer segregation and promote good dispersion of the several components of
the recipe, but lower agitation intensity is necessary for the later stages of
polymerization to avoid shear-induced coagulum formation.

Three important factors should be considered when dealing with impeller design:
impeller power, impeller flow, and beat transfer. Heat transfer will be discussed in
section 4 of this paper.

3.2.1. Impeller Power
The basic relationship between agitator power, P, fluid density, p, shaft speed, N, md
impeller diameter, D, is given by a dimensionless group called the power number, Np :

P
N p = pN3D5 (3)

Under turbulent conditions (i.e., NR< > 10(0), the power number is nearly constant for
turbine impellers operating in a baffled tank. Typical values of for Np are 0.2-0.5 for
high-efficiency turbines, 1.2-1.5 for pitched-blade turbines, 3.8-5.6 for straight-blade
turbines, and 5.8-6.2 for disk turbines [18].

The Reynolds number for stirred-tanks is given by:

(4)

Figure 3 illustrates the general relationship between Np and NR< for two impeller types.
It is very important to realize that these curves are affected by impeller location md
design. It is not possible to obtain generic curves for power number. N p has to be
measured using actual process conditions or obtained directly from the mixer
manufacturer.
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3.2.2. Impeller Flow
Accurate predictions of fluid motion are much more difficult to obtain than those for
impeller power. One of the main difficulties is the accurate prediction of the flow
patterns in a stirred-tank for different impeller configurations and vessel accessories such
as baffles and cooling coils. Actually, there is experimental evidence that the circulation
pattern in stirred-tanks is subject to time variations [19]. Additionally, due to
recirculation patterns inside a stirred-tank, it is virtually impossible to distinguish
between direct flow and induced flow [18].

3.3. EFFECT OF BAFFLES

Baffles are used to alter flow patterns in agitated vessels and eliminate vortex formation
near the wall. The usual design consists of four baffles 90° apart with a width of T/lO to
T/12, and located T/72 from the reactor wall. However, the presence of suspended solids
or non-Newtonian fluids might cause formation of stagnant regions around the baffles.

Full length baffles can also eliminate surface vortex, which can be detrimental in
polymerizations involving gaseous monomers. This can be corrected by placing the
baffles below the liquid surface; in this case the presence of baffles will lead to vortex
formation and increase gas-liquid transfer rates.

3.4. NON-IDEAL MIXING I MICROMIXING AND MACROMIXING

Fluid uniformity is achieved through a combination of intense local mixing (high shear
rates) and bulk fluid circulation. Even when gross fluid uniformity is achieved, minor
fluctuations in temperature and concentration might be present in the reactor and this
may have a significant impact on the rate of polymerization and on polymer properties.
For instance, it has been shown that non-ideal mixing can cause broadening of the
molecular weight distribution of polymer produced in a semi-batch stirred-tank reactor
[20].

It is important to realize that the reactor residence time distribution does not uniquely
define the state of the mixing. The residence time distribution in a reactor only defmes
the level of macromixing, i.e., the bulk flow patterns that cause different fluid elements
to stay in the reactor for different periods of time. However, it could be that these fluid
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elements are partially or completely segregated, and therefore do not "mix" in the
conventional sense. Micromixing characterizes the degree of mixing between these fluid
elements. For a CSTR, a maximum amount of molecular mixing (maximum
mixedness) gives the lowest possible conversion for reaction orders greater than one axl
the highest possible conversion for reaction orders lower than one. First onler reactions
do not depend on the level of micromixing [21,22]. Different levels of macro- axl
micromixing can have a definite effect on polymer properties such as molecular weight
and composition distribution [22].

Mixing non-idealities can be easily modelled by subdividing the stirred-tank reactor
in several homogeneous regions that have different temperatures and concentrations,
interconnected in series or in parallel [21]. Each of these regions can be treated as ideal
stirred-tank reactors to provide a model for the segregated fluid flow in the actual reactor.
Effects such as by-pass regions can be modelled as a combination of a continuous
stirred-tank reactor and a plug flow reactor [23]. It should be noted that the polymer in
polymer particles is segregated, while the rapidly diffusing monomer is micromixed
during emulsion polymerization.

4. Heat Transfer

Adequate heat removal from polymerization reactors is essential for their satisfactory
operation. Temperature oscillations can cause broadening of molecular weight axl
chemical composition and have undesirable effects on the final polymer properties. For
commercial scale polymerization reactors, heat removal is often the productivity
limiting factor [8].

Since the synthesis of a macromolecule from monomer molecules will cause a
significant decrease in entropy, a negative enthalpy of propagation (exothermic reaction)
is necessary to make polymerization reactions thermodYnamically favourable:

(5)

Heat of polymerization is commonly removed from laboratory-scale reactors by
circulating cooling fluids through an external jacket or cooling coils. For large reactors,
several techniques can be used to increase heat removal rates: [8,14] (1) Addition of
cooling coils, baffles, and tube bundles. These additional pieces of equipment interfere
with mixing patterns, might increase fouling, and are an obstacle for reactor cleaning;
(2) Use of external loop heat exchangers. This might provide considerable additional
heat transfer surface, but can only be used for systems were fouling is not severe; (3)
Reflux cooling by means of a condenser mounted on top of the reactor. This permits
efficient heat removal at a reduced operational cost [24,25], but care must be taken to
avoid accumulation of inert non-condensable gases in the condenser. Additionally, the
initiator must be non-volatile to avoid polymerization in the condenser, causing fouling
and eventual plugging; (4) non-geometrical scale-up of the reactor, to increase the ratio
of heat transfer surface to reactor volume, i.e., larger reactors benefit from a larger Hff
ratio; (5) use of jacket designs that increase the heat transfer coefficient on the jacket
side, such as dimple and half-tube jackets; (6) substitution of glass lined reactors by
reactors with a polished-metal internal surface; (7) use of cold feed streams; (8)
decreasing the temperature or increasing the flow rate of the cooling liquid.

Fouling on the reactor walls can significantly decrease the internal heat transfer
coefficient [26]. The selection of proper emulsifier and stabilizers should minimize this
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undesirable phenomenon. However, some fouling is likely to occur under most
circumstances, and it is particularly important to take fouling into account for the design
of heat transfer equipment for continuous polymerization reactors in order to avoid
frequent maintenance shut-downs.

4.1. HEAT TRANSFER COEFFICIENTS

The overall heat coefficient, U, of a jacket-cooled stirred-tank reactor (when the inner m
outer heat transfer surfaces are approximately the same) is given by the expression:

1 1 X 1
-=-+ff +-+ff. +­
U hi I kw J h

j

(6)

where hi and h. are the inside and outside heat transfer coefficients, ffi and~ the inside
and outside f<5uling factors, x the thickness of the reactor wall, and kw IDe thermal
conductivity of the reactor wall.

For internal cooling coils, the following equivalent expression can be used for the
outer (process side) overall heat coefficient Uo:

(7)

where kcis the thermal conductivity of the coil, and dci and dco are the inside and outer
coil diameters.

The inside heat coefficient, hj ,has the following functional relationship:

(8)

where Nusselt number, NNu ,and Prandtl number, Npr , are defined as usual:

(9)

(10)

where k is the thermal conductivity of the reaction mixture. For jacket vessels,
convective heat transfer, and turbulent flow, a = 2/3, b = 1/3, and c = 0.14. in most
correlations published in the literature. Some authors suggest that the value of the
parameter c should be set to 0.25 instead of 0.14 [27]. The parameter A is a function of
impeller type and reactor design. Several correlations for different reactor and impeller
configurations are available in the literature [28,29]. For non-Newtonian liquids NNu
depends also on its rheological behaviour but the literature on heat transfer coefficient for
these systems is still scarce [27].
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The effect of power on heat transfer coefficients is weak, hi (X pO.22, therefore it is
not practical, especially for large reactors, to use mixer power to increase heat transfer
coefficients [9]. In reality, for very viscous fluids, higher impeller power could actually
increase the reactor temperature because of viscous dissipation effects.

Several correlations are available for the outside (coolant side) heat transfer
coefficient for jackets, coils, and baffles, hj, and depend on the design of the heat
removal apparatus being used [28,30].

Inside and outside fouling factors,1[; and fh ,are important design parameters, but
there are no correlations available for their a priori estimation; one has to rely on
previous operation experience to obtain these parameters. Some general estimates can be
obtained in well-established handbooks on process equipment sizing and design [31]. A
method for designing heat transfer exchangers taking into account time-dependent fouling
thermal resistance have been proposed recently [32], but unfortunately the kinetics of
fouling has to be determined experimentally a priori.

4.2. JACKET SELECTION AND DESIGN

Simple, unbaffled annular jackets are commonly used for small laboratory-scale reactors,
but they are inefficient for controlling the temperature of large-Scale reactors [3], since
their heat transfer coefficients are limited to 20 to 320 Btu/h.fe.oF (126 to 2020
kJ/h.m2

•
0 C) [30].

The heat transfer coefficient of heat transfer jackets can be increased by the use of
agitation nozzles to increase turbulence and modify flow patterns in the jacket, causing a
two- to three-fold increase in the heat transfer coefficient as compared to simple jackets,
at the cost of a higher pressure drop in the jacket. More efficient jacket designs can also
be applied, such as spirally-baffled jackets, dimple-jackets, and partial-pipe jackets,
leading to higher heat transfer coefficients, but also to increasing installation costs
[30,33]. Several correlations are available to predict heat transfer coefficients using these
improved jacket designs [34].

5. Scale-up Considerations

A considerable complication in scaling-up polymerization reactors is that different
phenomena may dominate reactor behaviour at different scales. For instance, for small­
scale, laboratory reactors, the ratio of heat transfer surface to reactor volume might be
enough to justify the use of a simple jacketed stirred-tank reactor. However, upon
scaling-up this ratio will be much smaller and it might be necessary to use internal
cooling coils or other heat removal devices, which in their turn will also affect flow
patterns inside the reactor. Baffles are not generally required for laboratory scale reactors
but are generally needed to overcome the tendency of vortex formation for the scaled-up
reactor [35].

Scale-up has to be done with considerable care, since the conditions that prevail at
the laboratory scale can be rather distinct from the ones present in the large scale reactor.
Special care should be taken when dealing with gas-liquid systems, since the presence of
gas can significantly alter impeller performance. High gas flow rates can indeed cause the
impeller to cavitate, drastically reducing its pumping capacity [36]. Another important
consideration for gas-liquid systems is sparger design. The most common types are ring
spargers and porous gas diffusers. Both have been reported to be more efficient than
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single orifice dip-tubes, clearly because of the formation of smaller gas bubbles with a
higher superficial area to bubble volume ratio, which favours gas-liquid transfer. 1be
optimal ring diameter/impeller diameter ratio is around 0.8, and the best location is
always dose to the bottom of the reactor, above or bellow the impeller, depending on
the flow pattern and reaction characteristics of the system under investigation [37].

In order to maintain geometrically similar agitation patterns during scale-up, it is
necessary to keep constant the Froude number, the Reynolds number, and the Power
number. Froude number, NF , is dermed as:

(11)

Since there are three equations and only two variables, N and P, the system is
overdeterminated. Beckmann [14] suggests that the viscosity in the large reactor should
be transformed into a variable as well, according to:

(12)

where the subscripts lands refer to the large and small reactors, respectively. In this
way, in order to ensure geometric similarity during the scale-up, it is necessary that the
viscosity in the large reactor be higher than the one in the small reactor.

It is important to point out, however, that geometric similarity of flow patterns is
only one of the several possible criteria that can be used during reactor scale-up [38].
There is no easy recipe for scaling-up polymerization reactors; each process should be
examined individually and the effect of scale-up on the main process parameters carefully
evaluated. Leng [10] suggests some useful guidelines for a successful scale-up of mixing
processes.

One of the major scale-up difficulties of mixing systems is the fact that several
process parameters do not scale-up equally [35], as shown in Table 1. Therefore, the
designer should determine which process parameters to keep constant and which to be
allowed to vary, and this requires detailed knowledge of the process under consideration.
Leng's [10] very interesting publication describes several problems and solutions that
can occur during scale-up of several mixing processes with different process
requirements.

P 216.0 36.0 0.16
PIV 1.0 0.16 0.0007
N 0.3 0.16 0.03
D 6.0 6.0 6.0
Q 65.0 36.0 6.0
QIV 0.3 0.16 0.03
ND 1.8 1.0 0.16
NRc 10.8 5.8 1.0
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6. Case Study • Emulsion Copolymerization of Ethylene and Vinyl
Acetate

The semi-batch emulsion copolymerization of ethylene and vinyl acetate was extensively
studied by Scott et at. [39-44] through a series of carefully designed factorial
experiments. One of the primary objectives of their work was to increase the amount of
ethylene content in the copolymer at reduced polymerization pressures and temperatures.
Twelve process variables were investigated, including pressure, temperature, emulsifier
type and concentration, the addition of stabilizer, the addition of co-solvent, agitation,
buffer, vinyl acetate feed rate and reactor configuration. Reactions conditions under which
ethylene mass transfer was the rate controlling step were identified and correlated to the
effects of impeller design, gas sparging, and agitation. This review will concentrate on
the reactor engineering aspects of their work to illustrate some of the points covered in
sections 1 to 5.

In emulsion copolymerization, the concentration of monomers in the particles
control copolymer composition, molecular weight, and rate of polymerization. For gas­
liquid emulsion polymerizations, the diffusion of ethylene from the liquid phase to the
polymer particles must be considered because of the relatively low gas-water interfacial
areas.

The reactor set-up used is shown in Figure 4. The polymerization reactor is a 2 litre
Parr stand autoclave with H =26 em and T =10 em. The outlets for the ethylene, vinyl
acetate, and initiator solution feeds are located below the liquid level of the emulsion,
close to the agitator blades, to ensure good mixing. The agitator shaft is provided with
two impellers (either radial or axial) located 4 and 9 em from the bottom of the reactor.
Other equipment details and polymerization procedures is described elsewhere [39].
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Figure 4. Schematic representation of semi-batch reactor for ethylene-vinyl acetate emulsion polymerization [39
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TABLE 2 - Reactor configurations and results for the reactor design
experiments for ethylene - vinyl acetate copolymerization

ExperIment Reactor coDf'iguratlon FI03I solias Comments
(wt%)

El axial-flow Impellers some fouling
single-orifice dip-tube 47.1 some free floating coagulum
200 rpm

E2 axial-flow impellers some coagulum and fouling of
porous gas sparger 48.2 impeller blades
200 rpm much more foaming

E3 radial-flow impellers no coagulum
porous gas sparger 47.5
200 rpm

E4 radial-flow impeller no coagulum
porous gas sparger 50.9 sampling problems due to foaming
400 rpm

E5 axial-flow impeller no coagulum
porous gas sparger 48.1 sampling problems due to foaming
400 rpm

Figure 5 shows the copolymer composition as a function of polymerization time.
Reactor conditions for runs EI to E5 are shown in Table 2. Experiment EI was
considered the base case. The weight fraction of ethylene incorporated in the copolymer
decreases as the polymerization advances. As the latex viscosity increases, so does the
mass transfer resistance for ethylene transport from the gas phase through the water to
the polymer particles Throughout the polymerization, vinyl acetate conversion remained
constant, after an initial start-up period, and therefore a change in the concentration of
ethylene was responsible for the decrease in ethylene content in the copolymer, not a
change in the partitioning behaviour as the polymerization progressed.

In experiment E2, ethylene was fed through a porous sparger, instead of the single­
orifice dip-tube used in experiment EI. The smaller diameter gas bubbles and much
larger gas-water interfacial area generated by the porous sparger helped compensate for
the increasing latex viscosity, resulting in a less steep copolymer composition drift than
the one observed in experiment El.
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Figure 5. Copolymer composition as a function of polymerization time [42)
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For experiment E3, the two axial-flow impellers of experiment E2 were substituted
by two radial-flow impellers. As can be noticed in Figure 5, the use of radial-flow
impellers in place of axial-flow impellers increases the copolymer compositional drift to
the point of canceling the advantage of using the porous sparger. The use of radial-flow
impellers will lead to a higher average residence time of gas bubbles in the liquid phase,
but may also decrease surface vortex formation and therefore decrease the rate of gas­
liquid transfer from the reactor headspace (gas headspace-water interfacial area is much
smaller than gas bubble-water interfacial areas). This clearly indicates that gas transfer
from the reactor head-space is important for establishing the equilibrium concentration of
ethylene in the liquid phase for this reactor configuration. This also illustrates the risks
of relying on strict rules for reactor design, since in a superficial analysis one could
easily assume that increasing the contact time of gas bubbles-liquid by changing to
radial-flow impellers would certainly increase the concentration of ethylene in the water
phase.

In experiment E4, the impeller speed was increased from 200 rpm to 400 rpm, still
using radial-flow impellers. Composition drift is practically eliminated at the higher
impeller speed. This suggests that any mass transfer limitations present at lower
agitation rates were completely eliminated and that the concentration of ethylene in the
polymer phase is probably close to its thermodynamic equilibrium value throughout the
polymerization.

Axial-flow impellers were used for experiment E5 at an agitation rate of 400 rpm.
There is no marked difference between the' copolymer composition obtained in
experiments E4 and E5, which indicates that at this agitation level the impeller design
plays a minor role. However, high impeller speed can be responsible for coagulum
formation and will result in increase energy consumption (a major consideration for large
scale reactors), therefore under some circumstances it might be useful to operate the
impeller at lower speeds using a porous sparger and axial-flow impellers.

It is interesting to notice that extrapolating the curves for experiments EI to E3 to
time zero, a copolymer composition close to the ones in experiments E4 and E5 is
obtained, which indicates that under those reaction conditions mass transfer limitations
were present from the very beginning of the polymerization.
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Figure 7. Number of particles as a function of polymerization time [42]

Particle size and number of particles were also affected by these different mixing m
sparging configurations, as shown in Figures 6 and 7. Experiment EI (base case) shows
the fastest increase in particle size and decrease in particle number, which was attributed
to particle flocculation. Coagulum was present at the end of the polymerization and the
impeller blades were subjected to mild fouling. Adding a porous gas sparger for
experiments E2 and E3 decreased but did not eliminate completely the formation of
coagulum. A change of the flow patterns caused by the smaller size bubbles was
considered to be responsible by this decrease in particle flocculation. The amount of
coagulum present in experiment E3 (radial-flow impeller) was less than the one in
experiment E2 (axial-flow impeller), therefore the flow patterns in the reactor can
significantly affect particle flocculation for the adopted polymerization recipe. The higher
impeller speeds used in experiment E4 reduced coagulum formation to a minimum. This
might indicate that a more effective emulsifier or higher surface coverage of polymer
particles by emulsifier were required, since flow patterns could affect particle size m
number.
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REACTION ENGINEERING FOR EMULSION POLYMERIZATION
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1. Introduction

The mechanisms and kinetics of emulsion polymerization reactions have been presented
in earlier papers. Although some uncertainties remain, especially for complex
commercial recipes, significant progress has been made in our understanding of the
physical and chemical phenomena involved in these reactions. This expanded knowledge
base has proven to be useful for the design of latex products and manufacturing
processes.

Reaction engineering of emulsion polymerization systems comprises design of the
reactors, specification of the operational procedures and establishing methods for
measuring and controlling important operating parameters and product characteristics.
Reaction engineers require kinetic data and models but they also must be concerned with
heat and mass transfer, mixing, control mechanisms, how streams are added and removed
from the reactors and, last but not least, how all of these factors influence the quality of
the product and its application performance.

This paper will be divided into four sections. The first will focus on reaction
engineering fundamentals such as mass energy and particle population balances, some
issues related to mixing and reactor configurations. The remaining three sections will be
concerned with batch, semi-batch (sometimes called semi-continuous) and continous
reactor processes.

The knowledge of emulsion polymerization kinetics presented in earlier papers is
necessary to develop appropriate reaction models. The major focus of this paper,
however, will examine how different reactor configurations influence process
productivity and product properties.

2. Reaction Engineering Fundamentals

Reaction engineering textbooks generally deal with two ideal and quite different reactor
types: the well-mixed tank (STR) and the plug-flow tube (PFf). A wide variety of
impellers are used for emulsion polymerization in stirred tanks -- swept-back curved
turbines, marine-type propellers and axial-flow turbines.

Heat transfer jackets are often used with both STRs and PRTs. Other heat transfer
methods are also employed; especially with stirred-tank reactors. These include reflux
condensers if recipe ingredient volatilities are adequate; internal heating/cooling surfaces
such as coils and hollow baffles; and heat exchangers in external recirculation flow
loops. Removal of the heat of polymerization and temperature control can be a major
design issue with large reactors.
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Multiple feed points and heat transfer sections are possible with tubular reactors.
Tubular reactors configured in the form of a recirculation loop are also used to produce
latex products. These loop reactors are intermediate between the PFr and the STR in
terms of a number of behavior characteristics. Loop reactors are treated extensively in
another paper in this volume and will not be considered further here. The remaining
parts of this section will include the balance equations and discussions of mixing and
feed point considerations.

2.1. MASS BALANCES

The balance equations for individual species can be written as shown by eq. (1) for
species T.

F· - P. - f R·dV = dN·/dt10 Ie 1 1
(1)

where F and F are molar flow rates for the feed and effluent streams, R is the rate of
~ ~ i

disappearance of species 'i' per unit volume of reacting fluid, N is the total number of
i

moles of 'i' in the reactor, V is reactor working volume and t is time. The units on each
complete term are moles/time. F may be comprised of several streams. The parameters

io

F. ' F , V and R can vary with time. Hence eq. (1) is a general relationship which is
10 Ie 1

valid for any reactor type. The units on the reaction term, however, are usually different
for heterogeneous systems. Emulsion polymerization reaction rates, for example, are
normally expressed as the molar time rate of monomer polymerizing per unit volume of
aqueous phase. In this case the reaction term in eq. (1) would be written as (1-q»fRpidV.
Rpi is the rate of polymerization of monomer 'i' and q> is the volume fraction of the
organic phases which may also vary with time.

Equation (1) is an integral form of the mole balance which is not convenient for
tubular reactor calculations. The differential form is given by eq. (2) for a steady-state
tubular reactor.

(2)

Here Fi represents the molar flow rate of species 'i' at a particular point, V, in the reactor

and ~i is the reaction rate at the same point. One must be sure to use the correct units

for Rpi (i.e. per volume of aqueous phase) when eq. (2) is applied to emulsion
polymerization reactions. Also note that q> can be a function of V.

The mole balance equations contain more than one dependent variable. Thus these
equations must be combined with other relationships such as feed-time profiles and
energy balances which are presented in the following sub-section 2.3.

2.2. POPULAnON BALANCES

Application performance of latex products can depend strongly on particle concentration
and size distribution. These particle characteristics can be modeled by population
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balances. General models are given by Min and Ray [1] for the particle volume
distribution. Population balance models include terms for the following phenomena.

• Change of the total number of particles with time.
• Change of particle size by internal growth due to polymerization.
• Formation and disappearance of particles by coalescence.
• Formation of particles by various nucleation mechanisms (i.e. micelle

and droplet radical entry and oligomer precipitation).
• Population change due to flow in and out of the reactor.

The general models are complex partial-differential-integral equations which will not
be presented here. These general equation can be simplified by calculating only the rust
several moments of the distribution, for steady-state continuous reactors and for seeded
reactions in which nucleation and coalescence are avoided.

The single steady-state stirred tank reactor yields, for example, the particle number
model given by eq. (3).

(3)

where N p is the number of particles per unit volume of aqueous phase, Rnuc is the rate

of particle formation and 't is the mean residence time in the reactor.
Particle size distributions can be calculated from age distributions and a knowledge

of particle growth rates. The basic relationship is given by eq. (4).

U(v)=f(t)/(dv/dt) (4)

where U(v) is the particle volume distribution, f(t) is the particle age distribution and
dv/dt is the growth rate determined from kinetic models. Equation (4) can be quite easy
to use with seeded reactions in any reaction system in which the residence time
distributions can be determined.

2.3. ENERGY BALANCES

The basic form of the overall energy balance is the same as that of the mass balances,
namely:

INPUT - OUTPUT + GENERAnON =ACCUMULAnON

One can think of these separate contributions in terms of the reactor process which may
involve feed and effluent streams, heat transfer to heating or cooling systems and to the
surroundings, work input by agitators or pumps, heat generated by the polymerization
reactions, and changes in the energy content of the system caused, for example, by
temperature transients. If the contributions due to changes in kinetic, potential and
pressure-volume energies are neglected the overall transient energy balance can be
written as shown by eq. (5).

(5)
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where the Hi'S are enthalpies of species 'i' in the feed and effluent streams and in the
reactor, Ci is the species 'i' concentration (moles/volume of reaction media) which may
(like Hi) vary from point-to-point in the reaction volume, Ws is the work done on the
system and Q is the rate of heat loss from the system. Another term, d{MRCpR}/dt,
should be added to account for energy changes due to temperature transients in the mass
of the reactor, agitator and other equipment that can transfer heat to or from the reaction.
The magnitude of this term would need to be estimated via calculation or calibration
runs.

Equation (5) can be put in more useful forms for plug-flow and continuous stirred­
tank reactors (PFR & CSTR). The transient balance for a PFR is obtained from a
balance over a differential volume, dV, and is given by eq. 6 with shaft work and heat
losses to the surroundings neglected.

U is the overall heat-transfer coefficient between the cooling fluid at Tc and the reacting
mixture at T, 'a' is the heat transfer area per unit volume of reactor, Cpi is the specific
heat capacity of 'i' and -.1HRi(T) is the heat of polymerization of monomer 'i' at
temperature T. The equivalent relationship for a well mixed, transient CSTR is given by
eq. (7).

Ws - Q - LF'ioCpi(T-To) -LLlHRi(T)RpiV =d L{CiCpiVT}/dt (7)

The factor (1-q» would need to be adIed to the reaction terms in eqs. (6) and (7) if the
rate units were per unit volume of water. The heat loss term, Q, can be expressed as the
sum of two terms.

Q = UMTlm +Qs (8)

A is the total heat transfer area, .1TIm is the log-mean temperature difference between
the cooling fluid and the reactor contents and Qs is the heat lost to the surroundings. If
more than one type of heat transfer method is used (jacket, internal tubes, external heat
exchanger loop, reflux condenser) several quantities will comprise the Q equation.

Many of the parameters in eqs. (6) - (8) are known, can be easily measured, or can be
evaluated by combining these equations with the mass balance and reaction rate
relationships for numerical modeling. The rate equations can certainly ~ some
uncertainty to the model simulations. Mechanisms and kinetics, however, are reviewed
in detail in previous papers and will not be discussed further here. Other parameters
which can be troublesome include the heat-transfer coefficient (U), the heat loss to the
surroundings (Qs) and the shaft work (Ws). Fortunately Ws is usually small and it can
be measured. Qs can be estimated from heat-transfer theory or, preferably, measured with
non-reaction calibration experiments. This term is often small for large-scale
commercial reactors but it can be very significant for bench-scale and pilot-plant
reactors.

The overall heat-transfer coefficient (U) is determined by four resistances in series:
the films on the coolant and reagent sides of the reactor surface, the wall and last, but
sometimes not least, the resistance due the fouling (polymer buildup) on the wall.
Changes of the viscosity of the reacting media and wall fouling will result in changes in
U. Hence, mathematical models and control algorithms must be updated as U changes.
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Another approach to this problem, however, is to use measurements of flows aM
temperatures of coolant streams to determine heat transfer rates. If, for example, a
jacketed, insulated reactor is used the Q term in eq. (8) can calculated from the following
relationship.

(9)

M is the mass flow rate of the coolant fluid, C is its specific heat capacity and Touts pw

and Tin are outlet and inlet coolant stream temperatures.

All of the terms on the right side of eq. (9) can be easily measured. If eq. (9) is used
in eq. (7) and the other flow and thermodynamic parameters are known, or can be
measured, one has a direct determination of polymerization rate. This is most easily done
for isothermal polymerizations with only one monomer. If multiple monomers are
reacting only the heat-of-reaction summation term in is Equation 5 is determined. The
relative reaction rates of the different monomers need to be known in order to determine
the rates for the individual monomers.

Heat transfer can be a major scaleup problem as the heat flow terms in eqs. (6) - (8)
clearly indicate. The parameter 'a' in eq. (6) is the area for transfer per unit volume of
tubular reactor. This area is equal to 4/D for a cylindrical tube of diameter D. Thus 'a'
decreases as tube diameter is increased. Tubular reactors have relatively large surface
areas so this fact should not be an issue for most emulsion polymerization reactions.
Such is not the case, however, for jacket-cooled stirred-tank reactors. The ratio'AIV' for
jacketed tanks also changes inversely with diameter if geometric similarity is part of the
scaleup criteria. Hence, reactions are often heat-transfer limited in large reactors. Small
pilot-plant and bench-scale reactors can be run fast in a 'reaction limited' mode and this
often done. When the results of such R&D efforts are moved to large commercial
reactors the products can be quite different Good practice would be to duplicate
the cycle time and operation procedures of the projected commercial
reactor in the R&D program.

Heat transfer limitations can be overcome by the use of heat transfer surfaces other
than, or in addition to jackets around the reactor walls -- internal tubes, external heat
exchangers and possibly reflux condensers. These options can, however, have significant
disadvantages such as increased fouling and more costly cleaning procedures. External
heat exchangers can also be used to subcool the entering feed streams in semi-batch aM
continuous processes. Fouling and cleaning concerns are less with these streams but the
amount of energy removal is limited to the sensible heats and cooling below normal
water temperatures is expensive.

2.4. MIXING

Scaleup and mixing can be a troublesome issue in emulsion polymerization processes
because fluid dynamics and mixing normally serve a number of functions:
emulsification, blending, and promotion of heat and mass transfer. These functions reed
to be handled well without causing excessive coagulation due to fluid shear. Optimum
design of an agitation system for anyone of these functions is not likely to be best for
the others. Hence, most scaleups will involve compromise in design of the reaction
process and the mixer.
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Mixing has been important since the beginning of the process industries. Much of
the early study of mixing phenomena resulted in the development of empirical
correlations for macroscopic characteristics such as power consumption, heat transfer
coefficients, blend times, interfacial areas in dispersions and minimum impeller speeds
for suspension of solids. The Foreword in the Proceedings of the 6th European
Conference on Mixing (Pavia, Italy, May 1988) indicates, however, that "in the last two
decades the study of mixing has undergone a dramatic change in that empirical methods
have more and more been replaced by scientifically based methods". Advances in
theoretical fluid dynamics due to expanded computing power and new experimental
measurement techniques have contributed to this change. Unfortunately much more
research is needed in order to place the design and operation of mixers for complex
multi-phase processes on a firm fundamental foundation. The basic principles of mixing
and scaleup have been covered in the previous chapter. Hence the remainder of this
section will only include some issues related to blending time, emulsification,
coagulum formation and physical reactor design.

2.4.1. Blending Times
The time required to blend miscible liquids at the start or before a reaction and/or to mix
entering flow streams is important in many chemical processes; including batch, semi­
batch and continuous emulsion polymerization reactions. Blend time, e, as would be
expected, is a function of the ratio between the volume of the reactor (V) and the
pumping capacity of the impeller (Q) and perhaps other variables. The dimensionless
Blend Number, eN (being N the agitator speed), has been correlated with Reynolds
Number to yield plots with shapes similar to the Np-NRe graphs. Hence, eN is
relatively constant in the turbulent region where the ratio VIQ '" lIN e. An
examination of Table 1 in the previous chapter of this volume shows, however, that to
achieve constant blend time (i.e. constant QN) for a 216:1 scaleup would require a 36­
fold increase in the power to volume ratio (PN). This large change in power is rarely
feasible. Hence blend times are often reduced considerably upon scaleup as would be
predicted by the inverse of the numbers in the QN line in that table.

2.4.2. Emulsification
Dispersion of monomers and other hydrophobic recipe components in the continuous
aqueous phase is an important part of emulsion and miniemulsion polymerization
processes. The importance of the degree of dispersion (i.e. droplet size) in emulsion
polymerization will depend on the type of process; batch, semi-batch, continuous,
seeded or unseeded, monomer-starved or flooded, mixing in the reactor or in other
equipment, and how the feed streams are added In general, one wants the dispersion of
monomers to be adequate to facilitate mass transfer to the reaction sites in the monomer­
swollen polymer particles and to avoid separation which can lead to bulk polymerization
and the formation of large particles and excessive fouling.

Miniemulsion reactions, in contrast to conventional emulsion polymerization, are
based on particle nucleation and polymerization in very small (>11J.m) monomer
droplets. Hence emulsification prior to miniemulsion polymerization is a key process
step which almost always involves dispersion in equipment which generates high fluid
deformation rates and stresses. Some monomer-droplet polymerization undoubtedly takes
place in conventional emulsion polymerization reactions (see Durbin et al. [2]) and the
extent of monomer emulsification as well as the presence of any highly water-insoluble
ingredients will influence the amount. Monomer emulsification is clearly an important
function of mixing, either in the reactor or in separate equipment. Hence, some of the
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fundamental aspects of emulsification and selected literature will be reviewed in the
remainder of this section.

Liquid-liquid dispersions are important in many process applications involving
reactions and separations. Hence there is an extensive literature on the influence of
mixing on the formation of dispersions in stirred tanks and other equipment.
Dimensionless variables, such as those discussed earlier, are often used to correlate
experimental dis~rsion data. Relevant new dimensionless groups include the Weber
number (NWe = D3N2pd/y), the volume fraction of the dispersed phase, <p, and ratios of
physical properties (viscosities and densities) of the two phases. Important new
parameters to correlate are various droplet diameters and interfacial area per unit volume
of dispersion (a). D is the diameter of the impeller, Pd is the density of the dispersed
phase and y is the interfacial tension between the two phases. Much of the published
work in this field is for systems that do not involve aIiIed emulsifiers because rapid
phase separation is desired after many contacting operations. Eckert et al. [8], for
example, provide a good review of the literature and report on an extensive experimental
study of liquid-liquid interfacial areas formed by turbine impellers in baffled tanks. They
studied the dispersion of a number of organic fluids (without emulsifiers) in water in
order to vary interfacial tensions and disperse-phase viscosities and densities. Three tank
sizes were employed with different size Rushton turbines operating over a range of
speeds. Volume fractions of the dispersed phase, however, were 8% or less. Eckert et al.
give a number of correlations for interfacial area, 'a', and recommend the following
relationship for scaleup for the same fluids with the same volume fractions.

(10)

where T is the diameter of the reactor. Since power per unit volume is proportional to
N3D2 one can see that scale-up for constant 'a' requires less specific power (PN).

Considerable work has also been published on the minimum (critical) impeller speed
necessary for dispersion and to achieve target droplet sizes (maximum and average) and
size distributions. Nagata [4] provides a review of some of this work. Examples of
correlations are given by eqs. (11) and (12) for critical impeller speed (Ncrit> and Sauter­
mean diameter (dSM=l/a) respectively.

Ncrit = K'l2/3(TldPc)1I9([Pc-pdll Pc)0.26

dSM = const x NWe-0.36(Drf)-k

(11)
(12)

Tl is viscosity, P is density, K and k are constants and the subscripts c and d represent
the continuous and dispersed phases.

Almost all of this work was based systems that did not contain emulsifiers.
Emulsifiers are important ingredients in emulsion and miniemulsion polymerization
reactions. They lower the equilibrium interfacial tension and serve to help stabilize the
emulsions against coalescence. The break up of the disperse phase to form small
droplets is usually a very rapid process (often of the order of lms) and equilibrium
conditions will not exist at the interface. In fact van den Temple [5] indicated that the
major function of an emulsifier in the dispersion process was to produce gradients in
interfacial tension which allow the interface to resist tangential stresses. Lucassen­
Reynders and Kuijpers [6] examined the role of interfacial viscosity and elasticity on the
emulsification process. Their theory was based on simple shear flow but the
experimental flow conditions were not well characterized. They showed that interfacial
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viscoelasticity is capable of increasing the effective viscosity of the disperse phase by
more than an order of magnitude. They also pointed out that the interfacial tension, y,
would vary considerably over the surface during droplet breakup and the average value
would be higher than the equilibrium value. As a consequence emulsion droplet size
would be less sensitive to interfacial tension than expected.

Davies [7,8] studied the influence of turbulent energy dissipation rates on drop sizes.
Dispersion in isotropic turbulent flows is relatively simple to treat theoretically. One
assumes that the final stage of drop breakage is caused by dynamic pressure fluctuati0llf
rather than viscous shear. The magnitude of these fluctuations is given by Dp =Pc(v') ,
where v' is the time-average val~~3of the velocity fluctuations. Davies [7] indicates that
v' is proportional to (dmaxIPM) ,where dmax is the diameter of the largest drop that
will not be further divided by the flow field and PM is the power dissipation in the flow
per unit of mass. The pressure holding the drop together is 4y/d. These relationships can
be combined to yield eq. (13) for the maximum diameter.

The minimum drop size is estimated by noting that when the drop Reynolds number
(v'dpclllc) is less than 5 no further breakup will occur. If v' from this relationship is
used to estimate the pressure fluctuations which are then set proportional to the drop
interfacial pressure, eq. (14) is obtained for minimum drop diameter, dmin.

(14)

Davies [8] considered emulsification in four types of equipment: (1) valve
homogenizers, (2) colloid mills, (3) liquid whistles and (4) turbine impellers. He
estimated typical PM and v' values for the high-energy emulsifiers, for the impeller
volume of the turbine and computed dmax and the length scales, lk, of the Kolmogoroff
eddies. These parameters are compared with experimental dmax and dmin values for
emulsions of low viscosity oils in water. Table 1 shows the results of this work.

TABLE I. Fluid dynamics parameters and drop sizes (11m) for

different types of emulsification equipment.

Type of equipment Typical local Typical Ik dmax dmax dmin
PM (Wlkg) Local Eq 16 Exp Exp

v'(m/s)

Fine clearance 400x106 12 0.22 0.7 -.05

valves

Colloid mills 0.44x106 1.6 1.3 10.5 6 0.1

Liquid whistles 12xl06 3 0.5 2 2 <0.1

Turbine impellers 6xl03 0.2 3.6 70 50 12

Davies [12] units on Ik and d's are microns.
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Davies points out that the minimum size drops that are smaller than lk could be
'satellite' drops formed during the break-up of larger drops. He used interfacial tension
values obtained without added emulsifiers in his calculations and he concludes that "the
principle effect of added emulsion stabilizers is to prevent re-coalescence of the droplets" .
A slightly modified equation was presented for the emulsification of higher viscosity
liquids.

(15)

McManamey [9] used a relationship equivalent to eq. (13) with PM calculated as the
total power input to the impeller divided by the fluid mass in the volume swept out by
the impeller. He was able to correlate data for Sauter-mean diameters(j..un) for a number
of systems (again without emulsifier) with prefaetor constants in the range of 0.18 to
0.265, (PM in W/kg, y in N/m & Pc in kg/m3). The data of Brown and Pitt [10] for
three different organic-water systems and two turbine sizes fit eq. (13) very well when
the prefactor was 0.192. McManamey also indicated that eq. (13) could be written as
shown by eq. (16) for geometrically similar equipment.

(16)

A comparison of eqs. (16) and (10) (for 'a' by Eckert et al.), noting that'd' and 'a' should
be inversely related, shows that the exponents on N and D are close. This is quite
satisfying since eq. (10) is based on empirical fitting of data and eq. (16) comes from
rather simple turbulence theory. One must be aware, however, that much of the data in
the literature are based on systems without emulsifier and at lower dispersed phase
content than is the case for emulsion polymerization systems. In addition, the theory
presented here has not addressed the formation of satellite drops, re-coalescence, or the
influence of time in the turbulent field, Le. the process kinetics, on the drop size
characteristics.

The presence of emulsifier would help to stabilize small droplets if Oswald ripening
is not significant and re-coalescence will not be considered further. Theory ani
experiments related to the kinetics of emulsification has been published by Braginsky
and Kokotov [11]. Their theory considers residence time in the emulsification zone ani
the influence of phase viscosities. Experiments were carried out in four different size
baffled tanks with turbine and paddle impellers of varying size containing 2-6 blades.
Six liquid pairs with differing viscosities and interfacial tensions were studied. Surface
active agents were adJed to prevent re-coalescence. Specific power input and volume
fraction of the dispersed phase (1 to 4%) were also varied. They found that drop size
decreased rapidly at [lISt and approached the final values in 15 to 30 minutes. The drop
size distributions at steady-state were approximately Gaussian.

In summary, although emulsification is certainly not completely understood,
empirical correlations and turbulence-based theories do provide potential scale-up criteria.
Uncertainty remains concerning systems with high disperse-phase loading and as to the
effective interfacial tension when emulsifiers are used.

2.4.3 Coagulum Formation and Surface Fouling
Coagulation and reactor fouling can represent a major problem for emulsion and other
heterogeneous polymerization processes. Fluid dynamics, both during the reaction and in
post-reaction processing, can significantly influence coagulation and fouling. Hence,
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this brief discussion is included in the 'Mixing' section. Other factors, however, can also
contribute to this problem area. Vanderl10ff [12] proposes two general mechanisms for
the formation of coagulum: (1) a failure of the colloidal stability of the latex during or
after the polymerization to cause flocculation of the particles and eventually form
microscopic coagulum; (2) polymerization of the monomer by a mechanism other than
that of emulsion polymerization, to give polymer of different form than latex particles.
Mixing can influence both of these mechanisms.

If, for example, the reactor contents are not well mixed coagulum can be formed for
one or more of the following reasons.

- Poor emulsification of the organic phase can lead to large monomer drops and even
monomer pools. Polymerization in these loci will form masses larger than the
latex particles which can remain in the latex or deposit on internal surfaces.

- Slow blending of streams that enter during the reaction can result in high local
concentrations of electrolyte which can cause flocculation; of emulsifier which can
cause excessive particle nucleation; of monomer which can form large drops ani
pools as mentioned above; and temperature variations which can influence reaction
and colloidal phenomena.

The literature on flocculation of colloids is extensive. Three mechanisms are known
to be important in emulsion polymerization reactions. (1) Small particles are subject to
Brownian motion which causes frequent collisions between particles. If the energy level
of a collision is sufficient to overcome the repulsive energy barrier flocculation will
occur. Brownian motion is inversely proportional to particle size. Hence it is most
important for submicron particles. (2) Local fluid motion increases particle collision
frequency and, in some cases, collision energy. Shear flocculation is more important
with larger particles and with mixtures of large and small particles. Theory predicts that
the flocculation rate will be proportional to the fluid shear rate, the third power of the
sum of the particle diameters and the second power of the particle concentration. von
Smoluchowski [13,14] has developed theories for both of these mechanisms. (3)
Surface flocculation is a third mechanism that could be important in emulsion polymer
systems. Heller and coworkers [15-18] demonstrated that surface flocculation rates can be
more important than bulk rates if significant gas-liquid interface is present. They
attribute this to a higher electrolyte concentration at the interface, a lower dielectric
constant near the surface and asymmetry of the particle double layer at the interface.
Lowry et al' [19,20] also suggested that there would be a higher concentration of
particles at the interface.

Extensive research in colloid interactions and flocculation have increased our
understanding of the fundamental mechanisms and kinetics. Extrapolation of this
knowledge to commercial processes and scaleup, however, remains as a major problem.
The influence of fluid dynamics and mixing is especially important in manufacturing
processes. Hence, some recent work related to this issue will be reviewed in the
remainder of this discussion followed by some recommendations for reducing the
magnitude of the problem.

Lowry et al. [19,20] and Hoedemakers [21] have studied the influence of mixing on
flocculation in systems which are quite different. Lowry et al. considered the influence of
agitator speed on coagulum formation during the emulsion polymerization of styrene in
a small (500-ml) reactor at Reynolds numbers in the laminar flow regime. The shear rate
in this regime should be directly proportional to impeller speed (N) and theory predicts
that -In(1-c) should increase linearly with N at constant shear time (where c is the
fraction of particles coagulated). The experimental results for a 3.8 cm diameter pitch­
blade impeller fit this model at rotational speeds between 2 and 8 rps. Lowry et al. also
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analyzed the results of Rubens' [22] study of coagulation in vinyl chloride/ethyl acrylate
(65/35) emulsion copolymerization under turbulent conditions at higher Reynolds
numbers. Rubens used a 7.6 liter reactor with three different-diameter flat-bladed
impellers (5.1, 7.6 & 10.2 em) and he varied the solids content from 40 to 50 wt%.
Total reaction time was maintained constant at 9 hours. Turbulence theory predicts that

1/2
average or maximum shear intensity should be proportional to (PIV) and volume

1/2 1/2
fraction of the dispersed phase, <p. The linear relationship between P and -V In(1-c)/<p
expected from turbulence theory does fit the data for each solids content except at lower
power inputs. Lowry et al. [19] suggest that this might be because some minimum
shear is needed to initiate flocculation.

Lowry et aI. [20] also studied the influence of surface flocculation in stirred tanks
(with and without a gas-liquid interface) and in a bottle polymerizer. Equation (17) was
proposed to account for both shear and surface coagulation.

dc/dt =PI + P2c + P3c2 (17)

where the P's are constants to be determined by fitting experimental data. They were
successful in fitting %coagulum vs time data for non-reacting, shear-sensitive, modest­
solids ("" 35wt%) latexes in both the stirred tank and the tumbling bottles. The stirred­
tank results showed that coagulation was less when the gas-liquid interface was
eliminated and that increasing impeller speeds from 695 to 852 rpm significantly
increased the coagulation rate. The amount of coagulum was linear with time for the
bottle experiments (except for high acid concentrations) because surface coagulation was
expected to be most important in this low-shear system.

Hoedemakers [22] studied the emulsion polymerization of styrene with a rosin acid
soap as the emulsifier in stirred tanks (batch and continuous) and in a continuous pulsed­
packed column. He measured conversion, polymerization rate, particle numbers, weight­
average particle diameters and fraction of surface coverage by the soap. Monomer,
initiator, electrolyte and emulsifier concentrations were varied as were temperature am
shear rate. Four soap levels were used in the stirred-tank experiments. The results, for all
but the highest soap level, showed that the number of particles peaked early in the
reaction and then decreased to a relatively constant level after 20 to 40% conversion.
Surface coverage of the particles in the final latexes for these runs was nearly the same
at 71 to 75%. This limited flocculation was controlled by surface coverage and the
particles formed were still in the submicron size range. Hence, these particles would not
be considered to be coagulum as that term is normally used.

Hoedemakers also studied the influence of stirring rate on the number of particles in
the final latex. Particle number was plotted against both power input per mass am
impeller speed. The initial emulsions were all produced at an impeller speed of 500 rpm.
Particle numbers were relatively independent of energy input at both low and high
values. The transition from higher to lower numbers of particles occurred at the same
rotational speed and energy for all three levels of soap. Unfortunately only one impeller
size was used so the effects of speed and energy input could not be separated. Good
agreement was obtained, however, when soap surface coverage was plotted against
maximum energy dissipation for both the batch stirred-tank reactions and those carried
out in the pulsed-packed column.

Vanderhoff [23] reported on coagulum formation caused by dissolving polymer in
the monomer prior to reaction in a bottle polymerizer. Two types of coagulum were
formed; soft-powdery and hard-glassy. The amount of hard-glassy coagulum formed was
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directly proportional to the amount of polymer akJed and electron micrographs showed
that this material was comprised of particles formed from the monomer drops with
flocculated latex particles. The soft-powdery material appeared to be hollow and
comprised of the smaller latex particles. Surface flocculation around vapor bubbles was
suggested as a possible mechanism.

In summary, coagulum and surface fouling remains a problem for emulsion and
miniemulsion polymerization processes. Both recipe ingredients and reactor design and
operation can influence coagulum formation or the lack thereof. Vanderhoff [12,23]
recommends that "the most effective approach is to determine the mechanism by which
it is formed and the approximate conversion at which it is formed". He also suggests
the following methods for potentially reducing coagulum formation.
Modification of the polymerization recipe and/or technique by:

- use of a seed to eliminate nucleation,
- addition of a stabilizing emulsifier at the appropriate conversion,
- rigorous temperature control,
- varying the mode of monomer addition e.g. continuous addition,
- variation of the agitation rate during the reaction,
- addition of a chain transfer agent which may form non-surface-

active oligomers by transfer in the water phase, which may
flocculate and reduce the overall polymer-water interface.

- developing a better understanding of the reaction system.
Modification of the reaction system design by:

- use of a semi-batch or continuous process,
- use of a different reactor configuration,

modification of the agitator and baffle system to ensure uniform agitation and
complete but mild mixing of the ingredients,

- use of a different mode of addition of ingredients, e.g. addition below the surface
rather than by dropping through the reactor top onto the upper surface of the latex.

2.4.4. Physical Reactor Design
A large variety of reactors and agitators have been used for the manufacture of emulsion
polymers. This last part of the 'Mixing' section will only describe some typical reactor
characteristics. Reactor vessels are normally cylindrical with dished tops and bottoms.
The ratio of the tank height(H) to diameter(1) is usually 1.0 to 1.3 with an impeller
diameter of about 112 of the tank diameter. Larger Hrr ratios and multiple impellers are
used in some reactors. The internal surfaces of the reactors are smooth to minimize
fouling. Glass lined reactors were once the industry standard but polished stainless steel
vessels have become more popular because they are less expensive and have less wall
resistance to heat transfer.

Baffles will enhance mixing in most reactor designs but their use in latex reactors is
quite variable. The mixing industry standard would be four radially mounted baffles with
a width of about 1IIOth of the tank diameter. Latex reactor baffles are often mounted
slightly away from the wall in an effort to avoid low-flow regions where fouling could
be more severe. Pipe baffles are sometimes used and they can serve a dual role as heat
transfer surfaces. Likewise anything that protrudes into the reaction mixture can produce
some baffle-like effects (e.g. reagent feed tubes and instrument sensors). Twist-element
baffles, a relatively new design, have been studied by Lehtola et al. [24]. The purpose of
the twist construction is to increase mixing in zones where it is poorest. Their work
involved the use of KCl-solution injections followed by concentration measurements in
various parts of the tank. A homogeneity index was calculated as a function of time and
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the power input needed to achieve a specific level of mixing was measured for both
twist-element and conventional baffles. The twist-element baffles were shown to require
less power at higher levels of PN. No data were presented on total flows or local
twbulence near the baffles. The design would suggest, however, that the both da1
spaces and local turbulence could be less with the new baffles. Hence, they may offer
some advantages for emulsion polymerization systems.

Reactor design and mixing requirements are likely to be different for batch, semi­
batch and continuous reactors. These issues will be addressed in the individual sections
on these reaction processes which comprise the remainder of this paper.

3. Batch Reaction Processes

3.1 GENERAL CONSIDERATIONS

Batch reactors are widely used in academic research and for preliminary product am
process screening tests. Some commercial production is carried out in batch reactors but
other processes are much more common. Batch reactors are relatively simple to operate
and they can be used for small production runs of multiple products. Feed streams are
not added after the reaction starts and so maintaining a homogeneous reaction volume is
less troublesome than with other processes. The level of the reacting mixture is nearly
constant which generally reduces the formation of wall polymer and permits utilization
of all of the heat transfer area during the entire reaction cycle.

The major drawbacks of batch processes are their lack of flexibility in varying and/or
controlling important product characteristics and their heat transfer limitations;
especially with larger reactors that are only equipped with jacket cooling. Control
options are restricted once a batch reaction is started with a full charge. Temperature can
be controlled if the heat-transfer surfaces are adequate to remove the reaction energy
release. The polymerization can be stopped by injection of inhibitor or accelerated by
adding more initiator if problems are detected early enough. Reaction kinetics am
transport processes will generally lead to drifts in copolymer composition and perhaps in
molecular and particle architecture (e.g. branching, crosslinking and particle
morphology). In addition, batch-to-batch variations can be caused by changes in the
purity of ingredients, reactor operation and particle nucleation which occurs early in the
reaction.

3.2. SEEDED REACTIONS

The use of a small-particle seed latex is a common technique for significantly reducing
batch-to-batch variations in both batch and semi-batch processes. Nucleation is a rapid
phenomenon which can be sensitive to the reaction ingredients, their impurities,
mixing, temperature and perhaps the phase of the moon. It is THE PART of an
emulsion polymerization reaction that is most likely to vary. The effective use of seed
latexes can remove or significantly reduce particle number uncertainties and, thereby,
reduce product variability in the final reaction process.

Nucleation variations will remain in seed preparation. The fundamental concept of
processes that utilize seed, however, is to accept these variations and then to reformulate
the fmal-product recipe with each new batch of seed. This requires careful
characterization of the number concentration and size parameter(s) of the seed. When this
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information is known the calculation of the amount of seed needed to yield a target latex
particle concentration and size in the final product is straightforward. One batch of
small-particle-size seed can be used for many batches of final product.

Seed latexes are made by use of higher concentrations of emulsifier as would be
expected. Seed stability is a potential problem because small particles are prone to
flocculate due to high Brownian motion if they are not adequately protected. Most
emulsion polymerization reactions produce latex particles that are not surface-saturated
with emulsifier. Hence, some form of post-reaction stabilization may be necessary to
ensure storage stability and batch-to-batch uniformity with each lot of seed. Seed
stability can also be reduced via emulsifier desorption when the seed is mixed with the
other ingredients in the recipe. Ideally one would like enough emulsifier to nearly
saturate the seed in the total recipe without leaving any free emulsifier to support the
nucleation of new particles when the reaction is initiated. A properly formulated seeded
process will operate with a constant particle number, avoiding both nucleation am
flocculation. Emulsifier may need to be ldJed during the course of the reaction to
maintain this balance. An exception to the constant-particle-number criteria occurs when
one wishes to produce a multimodal particle size distribution. This will be discussed in
the section on semi-batch reactions.

In-situ seed formation at the beginning of a batch reaction represents an alternate
seeding process. In-situ seed is formed by adding all or a major part of the emulsifier to
a portion of the other ingredients, forming the seed latex and then adding the remaining
reagents. Hence, in a strict sense, this could be considered semi-batch operation. Batch­
to-batch uniformity is less than with the use of premade and well characterized seeds but
usually better than unseeded batch reactions.

3.3. DESIGN EQUATIONS

3.3.1. Mass Balaru:e
The mass-balance relationship presented earlier eq. (1) reduces to eq. (18) for a well­
mixed batch reaction.

(1-q»VRpi = -dNi/dt = -(1- q»VdCiw/dt (18)

where Ciw is the molar concentration of species 'i' per unit volume of aqueous phase.
Both V and q> can vary with time in a batch reactor but the product (1- q»V is the total
volume of aqueous phase which will be constant in the absence of large temperature
changes. Hence the simplest form of the mass balance for a batch emulsion
homopolymerization reaction is given by:

Rp = kp[MlpiiNplNA = -dCMw/dt (19)

where kp is the propagation rate coefficient, [Mlp is the monomer concentration in the
polymer particles, fi is the average number of free radicals per particles, Np is the
particle concentration (number per volume of water), NA is Avogadro's number ax!

CMw is the monomer concentration per volume of water. Unfortunately [Mlp, ii, Np,
CMw, and perhaps kp, all vary with time over the course of an unseeded batch reaction.
[Mlp is often treated as a constant during Intervals 1 and 2 and it is equal to q> [Mlpl(l-
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<p) during Interval 3. Np is constant for seeded reactions without new nucleation. CMw
is equal to CMwo(l-X) where CMwo is the initial moles of monomer per volume of
water and X is fractional monomer conversion. Even with these simplifications,
however, eq. (19) cannot be used for designing batch reactors without experimental data
and/or empirical correlations which relate all variables to either time or conversion.

Equation (19) can, however, be used to fit experimental conversion-time curves.
These X-t profiles are normally sigmoidal with an increasing slope during the particle
nucleation period (Interval 1) and a relatively constant slope in mid-conversion ranges
(through and sometimes beyond Interval 2). After transport of monomer from the drops
stops, [Mlp will decrease but ii may increase due slow termination. These counter effects
can result In either increases or decreases in rate. Eventually, however, the rate will slow
as the monomer is depleted and/or the glass point is reached - reducing kp. In addition
the free radical flux into the particles can slow because of decreaSing initiator
concentration and a lack of monomer that is needed in the continuous phase to form the
oligomers that will enter an organic phase. Increasing the temperature and post addition
of an initiator that partitions more strongly into the particles are common techniques for
reducing residual monomer.

The volume fraction of the dispersed phases in a batch reaction is relatively high
over the entire cycle because all ingredients are added at the beginning. Conversion of
monomer to more dense polymer results in a continuing decline in the volume fraction
of the organic phases, with the volume of the monomer droplets decreasing and the
volume of the latex particles increasing up to the point where monomer transport from
the drops stops at the transition between Intervals 2 and 3. This transition is likely to be
the point of highest viscosity due to the maximum apparent volume fraction of the
dispersed phases which includes a contribution of the double-layers around the particles
and drops. Flocculation, mixing and heat transfer problems can occur during this part of
the reaction.

3.3.2 Energy Balance
A form of the energy balance for a batch reactor can be obtained by combining eqs. (7)
and (9) and adding a term, 'IIdT/dt, to account for sensible heat transients in the reactor
mass.

Ws - MsCpw(Tout-Tin) - LlliRi(nRpiV(l-<P) =
dL{CiCpiT}/dt +'IIdT/dt

(20)

where 'V is a constant. If heat losses to the surroundings are small or can be measured,
and the reactor operates at a constant temperature, the right side of eq. (20) is zero. In
this case relatively simple measurements of Ws and the coolant mass flow rate and
temperatures can be used for calculation of reaction rate. Such rate measurements can be
more precise than rates determination by differentiation of conversion-time data.

Combination of eqs. (7) and (8) for a constant-temperature batch reactor results in
the following energy balance relationship.

(21)

If heat transfer is accomplished only through the reactor walls, the ratio AN decreases
with reactor size when geometric scale-up is used. This can be a serious problem for
batch reactors and is one of the reasons they are not often used for commercial
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production. This problem can be overcome by adding heat transfer area inside the reactor
or in an external flow loop -- surfaces that can foul and require cleaning. Another method
for increasing the productivity of batch reactors is via nonisothermal operation. The
reaction can be initiated at a lower temperature and the heat capacities of the reactor and
reacting mixture used to absorb part of the heat of reaction. Common practice is
isothermal or near isothermal reactions but there are examples of commercial batch
reactions with temperature changes as large as 400 C. I have seen two such cases. One
polymerization was run nearly adiabatically with a 35 - 400 C temperature change. The
recipe contained only about 20 wt% solids so the water served as a major heat sink. The
second was a high solids (50%) acrylic latex carried out in a reactor that could only
remove about 1/2 of the reaction heat. The temperature changed about 300C before the
jacket cooling was able to reduce the temperature late in the cycle.

3.4. SELECTED OTHER ISSUES

The relationships presented above are relatively general and they can be applied to many
reaction systems. The assumption that the polymerization takes place completely in the
particle phase is inherent in the way the rate components are written with the (1-<p)
factor and especially with the product fiN[MJp in eq. (19). An additional term would be
needed if significant reaction occurred in the continuous phase. Likewise, if the
monomer droplets were significant loci for polymerization, separate rate expressions
would be required for both the droplets and the monomer-swollen latex particles. These
issues are not important for most conventional recipes. Comonomers with high water
solubility, however, can react mostly in the aqueous phase. In this case partition
coefficients and the kinetics in both phases need to be quantified.

At the other end of the spectrum, comonomers and other ingredients (e.g. chain
transfer agents) with very low water solubility may be slow to transfer through the
water phase to the latex particles. They will help to stabilize the monomer drops against
Oswald ripening and thereby promote droplet polymerization. This will also result in
polymerization in multiple loci and changes in the batch reactor equations.

Recipes with multiple monomers, which is often the case with commercial
products, will produce copolymers of different compositions during the course of a batch
reaction. This compositional drift, as mentioned earlier, will result in nonuniform
particle morphologies which can influence application performance. Semi-batch and
continuous processes, which will be discussed in more detail in the following two
sections, can be used to overcome many of these limitations.

4. Semi-Batch Reaction Processes

4.1. GENERAL CONSIDERATIONS

Most commercial products are manufactured in semi-batch processes. These reactors can
be used effectively for multiple products and the operation procedures and recipes can be
specified to control important latex characteristics. Latex products can be classified as
Products-by·Process and semi-batch (also called semi-continuous) processes
represent a classic example of a process in which the design and operation strongly
influences product properties and application performance. Li and Brooks [25J prOVide a
concise review of the literature on semi-batch processes for emulsion polymerization.
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Some of the more important concepts and process alternatives will be outlined in the
remainder of this section.

Semi-batch reactions involve the initial charging of a portion of the recipe
ingredients followed, usually after a fIXed time or extent of reaction, by the controlled
addition of the remaining ingredients. Important process variables include:

- Composition and preparation of the initial charge.
- Time or reaction condition (e.g. conversion) when the flow of the

remaining recipe ingredients is started.
Rate of ingredient additions.
Composition of the flow stream(s) as a function of time or

- reaction condition.
Reaction temperature profIle.
Mixing.

These variable can be manipulated to influence one or more of the following reaction
and/or product characteristics.

Reaction rate and therefore the heat load on the cooling system.
- Copolymer composition parameters.
- Particle concentration (number) and size distribution.
- Solids content.
- Particle morphologies and surface characteristics.
- Molecular weights and molecular structure.

Process flexibility afforded by the large number of operational options is the reason
that semi-batch reactors are so widely used in the industry. This large number of process
options, however, does add complexity to the task of designing an optimum and robust
process for a specific product. The remainder of this section will focus on some of the
issues involved - excluding recipe selection.

4.2. INITIAL CHARGE

Semi-batch processes can be divided into two classifications: monomer-addition and
emulsion-addition. Monomer-addition systems start with part of the monomers and all
of the other ingredients in the initial charge; except perhaps some oil-soluble minor
ingredients such as chain transfer agents which can be dissolved in the monomer stream
to be nJed later. In the absence of a seed latex, the first part of the reaction includes
particle nucleation and some growth. If a seed latex is used some mixing time is often
employed to permit monomer swelling of the seed particles before the initiator is added.

Part of the water, emulsifier, monomer(s) and sometimes other ingredients, are held
back for later addition in emulsion-addition processes. The initial charge in these
systems, therefore, contains a higher volume fraction of dispersed phase and less
emulsifier - i.e. for the same total recipe. If a seed latex is used and one does not wish to
nucleate new particles the emulsifier level in the initial charge must be lower than what
would be required to saturate the system surface area. The initial charge in either
monomer-add or emulsion-add processes may include less than the total amount of
initiator. Later additions are used to maintain the free radical flux during the entire
reaction cycle; especially near the end to reduce the level of residual monomer.
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4.3. MIXING

Mixing requirements for semi-batch reactions are clearly different than for batch
reactions for two major reasons. First, the level of the mixture in the reactor can vary
significantly. Second, feed streams are lrlkrl to the reacting mixture. Variations in the
height of the mixture in the reactor can influence fluid flow and all of the important
mixing phenomena; power input, blending time, emulsification, heat transfer,
coagulation, surface fouling and the desired physical design of the tank and agitator.

If emulsification is carried out in the reactor, for example, one impeller must extend
deep into the reactor and be designed for the emulsifying task - Le. generate regions of
high shear. The placement and design of this impeller may not allow adequate mixing as
the reactor level is increased. Hence multiple impellers may be required to meet all of
the mixing demands during the course of the reaction cycle. These impellers may be of
different design and size to accommodate the different mixing requirements during the
reaction. Agitator speed changes may also be employed to change fluid dynamics in the
reactor during the semi-batch cycle.

Level changes can clearly effect heat transfer and therefore reaction cycle time since
many processes are heat-transfer limited. Surfaces above the liquid level are not effective
for heat transfer and they are more likely to foul due to coating by repeated splashing and
draining of the emulsion. Internal coiling coils are sometimes used to increase heat
removal capacity and frequent cleaning is employed to prevent excessive polymer
buildup.

Mixing or blend times for the delayed-addition steams can also be important in semi­
batch processes. Fluid dynamics in the reactor and the method and location of stream
injection can both be important. Some recipe ingredients are electrolytes which can
cause local flocculation if concentrations are too high. Emulsifiers that are not mixed
quickly can nucleate new particles, even in unsaturated systems. Water-soluble polymers
are known to have the potential to stabilize or coagulate colloids, sometimes depending
on how they are mixed with the bulk system. Three factors need to be considered with
regard to these issues: the mixing environment, how and where the streams are injected,
and the concentrations of the streams. One would normally want to inject dilute feed
streams at reasonably high velocities into regions of good mixing and flow.

4.4. DELAYED FEED STREAMS

Manipulation of the delayed feed streams represents one key to controlling the course of
the reaction and the properties of the latex product. Establishing the particle number
concentration by controlled nucleation or by the use of a seed latex is a second important
factor. Reaction rate, and therefore heat release, is the most common process parameter
to be controlled via feed stream addition. Many semi-batch processes operate in a
'monomer-starved' regime in which nearly all of the monomer is in the submicron
polymer particles with a smaller amount in the aqueous phase. Equilibrium between the
two phases is generally assumed for the monomer. The polymerization rate, after an
initial adjustment, clearly cannot be greater than the rate of monomer addition.
Copolymer composition will also mirror the feed composition if the monomer feed rate
is slow enough.

Operation under monomer-starved conditions also means that the polymer will be
formed in an environment of high polymer and low monomer concentrations. Such
conditions can exert a significant influence on the molecular weights and architecture of
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the polymer molecules formed. The gel-effect will be more important, leading to higher
numbers of active radicals per particle and longer radical lives. The combination of
longer radical growth times and lower monomer concentrations can change the average
size of the kinetic chain length in either direction when compared to polymerization in a
monomer-saturated system. If reactions with polymer (chain transfer or propagation via
residual double bonds) are important, monomer-starved conditions can result in the
formation of significantly branched and/or crosslinked molecules.

The mobility of molecules, especially oligomers and polymers, is severely reduced
in monomer-starved reactions. Polymers will, therefore, tend to remain where they are
formed and this will effect particle morphology. If water-soluble initiators are employed
the radicals will form new polymer on or near the particle surfaces. Initiators that are
partitioned inside the particles will form new polymer throughout the particles if the
monomer diffusion rates are sufficient to reach the internal radicals.

Copolymer composition, as mentioned above, will be also be influenced by semi­
batch feed stream policies. Monomer-starved reactions offer a straightforward method for
producing either constant or varying composition copolymer. A single premixed
monomer stream can be converted to copolymer of the SaIQe composition or the
monomer mixture can be varied during the addition period. Bassett and Hoy [26J describe
a rather simple system for achieving a wide range of composition profiles by pumping
different monomer mixtures from and through several feed tanks. Guyot et al. [27J, in
contrast, used on-line gas chromatographic analysis of the reacting monomer mixture to
control the feed rate of the more reactive monomer to produce constant-composition
copolymer. Their reactions did not operate in the monomer-starved regime. Asua and
coworkers [28,29J describe a semi-empirical approach for determining monomer feed
policies which minimize reaction time and control copolymer composition profiles. A
series of semi-batch reactions were carried out to determine kinetic parameters which
were then used to determine optimal feed policies. Methyl methacrylate-ethyl acrylate
and styrene-butyl acrylate copolymerizations were studied.

Another, and sometimes subtle, difference between batch and semi-batch reactions
involves the influence of inhibitors in the raw materials. Inhibitors are effective free
radical scavengers and they delay the start of a batch reaction, after which the reaction
proceeds in a normal manner. In semi-batch reactions inhibitors in the feed stream reduce
the rate of generation of effective free radicals. Hence the initiator concentration or feed
rate must be high enough to generate a radical flux that reacts with the inhibitor and
sustains the polymerization. When inhibitor concentrations vary the amount of initiator
in the recipe may need to be changed. If the inhibitor concentrations are high the
effective initiation rate can increase significantly at the end of the delayed feed addition.
This can result in higher polymerization rates and temperature excursions; especially
with reactions that are not operated in the monomer-starved regime.

Particle size and number characteristics can be manipulated with seed latexes and feed
stream policies. If an adequate amount of seed latex (probably determined by surface area)
is used and the emulsifier concentration is low enough very few or no new particles will
be formed and the seed will determine the size and total number of particles in the final
latex. Emulsifier may be added during the course of the reaction to prevent coagulation
but the system must be maintained in the unsaturated state if particle nucleation is to be
avoided. Particle concentration and the final size distribution can, of course, be altered by
adding more seed and/or emulsifier sufficient to cause further nucleation during the
reaction. Products with multimodal or broad size distributions can be produced in this
manner.
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4.5. DESIGN EQUATIONS

4.5.1 Mass Balance
The general mass balance [eq. (1)] can be simplified slightly for semi-batch reactors
because there is no effluent stream. Hence the semi-batch mass balance for monomer 'i'
is given by eq. (22) for a well mixed reactor.

(22)

Ni is the total number of moles of monomer 'i' in the reactor. V is the volume of the
reacting mixture and (1- q» is the volume fraction which is aqueous phase. The product
RpiV(I-q» represents the total rate of conversion of monomer to polymer in the reactor.
Wessling [30] points out that experimental observations often show a constant rate
period if the total number of particles in the reactor remains constant. The total rate of
conversion depends on the feed rate, Fio, in a monomer-starved reaction but is
independent of feed rate when the system contains enough monomer to form a droplet
phase. If a constant monomer feed rate is employed in a starved system and if, as
Wessling indicates, the monomer conversion rate is constant the accumulation term,
dNi/dt is a constant (or zero) and Ni can increase during the feed period. The rate of
monomer conversion is given by eq. (23).

(23)

If the total number of particles [NpV(1- q»] remains constant during the reaction, changes
in rate will be determined by the value of the product [Mi]pii, unless kp varies due to
temperature changes or a decrease in monomer mobility at high conversion. If all the
water is added with the initial charge, as in a monomer-add process, the term V(l- <p)
will be constant during the remainder of the cycle. A combination of eqs. (21) and (22)
along with a knowledge of Np, an appropriate relationship for the average number of
radicals per particle, ii, monomer partition coefficients and values for the rate coefficients
can be used to model semi-batch reactions. Examples are given for specific systems by
Wessling [30), Guyot et al. [27], Asua & coworkers [28,29] and Dimitratos et al. [31].

4.5.2 Energy Balances
The energy balances presented earlier (eqs. (6) and (7) with (9» are applicable to semi­
batch reactions. The variation of volume of the reacting media can, however, lead to
problems in quantifying some of the terms in the energy balances. Changes in the
amount of immersed heat transfer area and fluid flows can, for example, add uncertainties
to reactor performance prediction. The energy content of feed streams is reflected in eqs.
(6) and (7) and these streams present an opportunity for enhancing reaction heat removal.
Feed streams can be cooled in external heat exchangers and serve as a heat sink as they
are added to the reactor.

On-line measurements of temperature and stream flow rates (e.g. eq. (9» can be used
with the energy balance equations to determine how much reaction has taken place.
Feed stream flow policies, starting points and flow rates, should ideally be determined
by reactor conditions such as conversion, emulsifier surface coverage and residual
monomer concentrations rather than time. Energy balance equations coupled with kinetic
relationships and on-line measurements can be used to achieve better process control and
less batch-to-batch variation in cycle time and products properties.
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S. Continuous Reaction Processes

5.1. GENERAL CONSIDERAnONS

Continuous emulsion polymerization reactors are important for two reasons. First, they
can be used for the economical manufacture of commercial products. Second, continuous
stirred-tmk reactors (CSTRs) operated at steady-state can be useful for study of
fundamental mechanisms and kinetics. A very wide range of reactor types have been used
for continuous reactions. These include CSTRs, usually several connected in series,
single-pass and recirculation tubular reactors, packed beds, concentric-cylinder couette
flow systems and tubular or plug-flow devices connected in series with CSTRs. The
recirculation tube or loop reactor is the subject of the next chapter of this book and will
not be discussed in detail here. If the loop recirculation rate is significantly greater than
the flow-through rate, however, this reactor has a distribution of residence times which
is nearly the same as that of single CSTR. Hence, some of the CSTR discussion in this
paper will apply to the loop reactor.

Continuous reactors have been used to manufacture latex products for about 50
years. Styrene-butadiene elastomers (SBR) were manufactured in the United States
beginning in the World War II era in processes comprised of 10-15 equal-size CSTRs
connected in series. A number of these processes, with modifications, are still operating
and SBR remains as perhaps the largest volume product made in continuous reactors.
The patent literature on continuous emulsion polymerization is fairly active and a
number of patents will be reviewed in the remainder of this paper as will some of the
basic concepts of continuous reactors; especially CSTRs. More comprehensive review
papers have been published by the author [32,33].

5.2. SINGLE STEADY-STATE CSTR

A single, steady-state CSTR can be a useful research tool but it is not likely to be a
viable commercial reactor for reasons that will become apparent in this discussion.
Understanding the fundamentals of this ideal reactor, however, will serve as a good
starting point for examining other reactor configurations and the processes described in
the patent literature.

5.2.1. Distribution ofResidence Times
Perhaps the most significant difference between an ideal (i.e. perfectly mixed) CSTR and
batch and semi-batch reactors is the broad distribution of residence times as given by eq.
(24).

f(t) = (l/'t)exp(-tit) (24)

Where t is residence time of an individual part of the effluent stream and t is the mean
residence time of the effluent in the reactor. This relationship also describes the
distribution of ages of particles in the effluent stream from a CSTR. Hence, products
with narrow particle size distributions cannot be produced in such a reactor. The broad
range of particle ages is an asset, however, if one wishes to test a kinetic model for the
relative growth rates of different size particles. Prediction of the particle size distribution
(PSD) in the product from a CSTR is a stem test for particle growth models. Lee and
Poehlein [34] used this concept to examine the influence of chain transfer agents on
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reaction rate, PSD, and radical desorption from the particles in the emulsion
polymerization of styrene.

5.2.2. Polymerization Rate and Particle Number
Direct measurement of reaction rate is another potential advantage of the steady-state
CSTR as a research tool. The mass balance for such a reactor is given by eq. (25).

(25)

Hence, one only needs to measure the characteristics of the feed and effluent streams am
the reactor working volume to determine the rate. That rate will be associated with the
unchanging conditions in the reactor so the problems associated with sampling a
transient reaction environment and measuring rates of change are avoided. Multiple runs
are necessary, however, to establish the influence of reaction parameters such as
concentrations.

The rate of polymerization in an unseeded CSTR can also be quite different than
would be observed with the same recipe in a batch or semi-batch reaction. This is most
dramatically illustrated by contrasting rate and particle number for Smith-Ewart Case IT
type kinetics in batch and continuous reactors. Since 0=112 for such systems, rate is
directly proportional to particle concentration and eqs. (26) and (27) show the theoretical
predictions for a batch reactor and for a CSTR at modest to large values of mean
residence time.

Np = Rp = Ri0.4S0.6 Batch

Np = Rp =RiOS1.0't-O.67 CSTR

(26)

(27)

The rate and particle number depend on the initiation rate, Ri, in the batch reaction but
not in the unseeded CSTR. The exponents on the surfactant concentration, S, are quite
different and the value of the mean residence time influences the performance of the
CSTR.

Equation (27), as mentioned above, is only valid for modest to high values of 'to The
complete relationship for particle number in an unseeded CSTR is more complex am
Np displays a maximum as a function of mean residence time. If 't is small the number
of free radicals formed in a typical sample of the emulsion will be limited and Np will
be small and directly proportional to Ri. If't is large the average size of the particles
will be larger and the surfactant charged will only be able to stabilize a limited number
of particles. A maximum number of particles will be formed at some intermediate value
of't. The maximum number of particles formed for Smith-Ewart Case II kinetics will
only be about 50 to 60% of the number that would be formed with the same recipe in a
batch reactor. Typical values of mean residence time are often higher than the point of
maximum Np and one can easily nucleate less than 10% of the particles that could be
produced in a batch reaction. Obviously, the size of these particles, with the same
amount of monomer conversion, will be larger. Shoaf and Poehlein [35) examined this
problem in a project aimed at developing a continuous process to replace a commercial
batch process.



327

5.2.3. Copolymer Composition
Copolymer composition changes with conversion in a batch reactor. The copolymer
formed first is rich in the more reactive monomer and that formed last can be nearly a
homopolymer of the least reactive monomer. The composition of copolymer formed in
a steady-state CSTR will be uniform but not the same composition as the monomer
feed mixture unless the conversion is high. If multiple CSTRs are used the
composition of the copolymer formed in the different CSTRs will vary unless
intermediate feed streams are used to adjust the monomer ratios in the reactors. The use
of multiple reactors is, therefore, a potential method for producing structured particles
which cannot be made in a single CSTR.

5.2.4. Influence of Inhibitors
Inhibitors that are present in recipe ingredients flow into the CSTR and reduce the
effective rate of initiation. This is quite different from the effect of inhibitor on a batch
reaction but analogous to inhibitors entering a semi-batch reactor during the delayed feed
part of the reaction cycle. One can adjust for this effect by increasing the rate of initiator
feed to the CSTR. This will increase the electrolyte concentration in the reactor and may
lead to higher initiation rates in downstream reactors. Pettelkau and Ehrig [36] report,
for a multistage polychloroprene process, that additional inhibitor was sometimes alhl
to the second CSTR in order to lower the rate of polymerization and heat release in that
reactor.

5.2.5. Unstable Behavior and Use ofSeed
Steady-state operation is sometimes difficult to achieve in a CSTR because particle
nucleation and growth phenomena can cause sustained oscillations in monomer
conversion, particle concentration, PSD and surface tension. These oscillations are
caused by alternating periods of particle nucleation and growth. Large numbers of
particles are formed when the surfactant concentration exceeds that required to saturate
the particle and droplet surfaces. When these particles grow the interfacial area increases
and the system becomes unsaturated or surfactant-starved. Very few or no new particles
are formed under such conditions. The effluent stream, however, carries unsaturated
surface out of the reactor and emulsifier is added via the feed streams. When the
saturation point is passed the particle nucleation rate becomes high again and the cycle
is repeated. Typical cycles are long (6-10 mean residence times) but they are triggered
by relatively short periods of rapid particle nucleation. This problem can be solved by
using a pre-made seed latex in the feed stream or by generating a seed latex in a pre­
tubular reactor [32-36]. The use of a seed can also set the particle number and overcome
the particle number limitations of an unseeded CSTR which were discussed earlier.

5.2.6. Start-Up and Product Changeover
Off-spec material can be produced before a continuous reactor reaches steady-state upon
start-up or when product changes are made without shutting down. Careful consideration
of potential operational policies and modeling of transient conditions can minimize this
problem. Product blending can also sometimes reduce the amount of waste material.
These issues need to be examined in detail in the process development program for any
product that may be manufactured in continuous reactors.

5.2.7. Polymerization, Nucleation and Multiplicities
Polymerization rates, particle concentrations and the potential for steady-state
multiplicities depend on operational variables and receipt ingredients. Important
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monomer characteristics are water solubility or hydrophilic-hydrophobic nature;
reactivity in propagation, transfer and termination reactions and the strength of the
Trommsdorf or Gel Effect.

More hydrophilic monomers tend to enhance particle nucleation and stabilization.
Chain transfer to small molecules (e.g. monomer) increases free radical flux to and from
the particles. This effect can lead to lower valves of fi in the particles but higher
nucleation rates early in the reaction. In contrast to the prediction of eq. (27), initiation
rate has a positive influence on polymerization rate when chain transfer to monomer or
other small molecules is important.

Both nucleation phenomenon and a gel effect can contribute to the possibility for
multiple steady-state operating points for a CSTR. Essentially the mass balance
equation -- (IN-OUT= AMOUNT REACTED) can be satisfied at more than one
conversion level. The gel effect at high polymer concentration increases the rate enough
to sustain the high conversion steady state.

5.3. CONTINUOUS TUBULAR REACTORS

Continuous tubular reactors have been used by a number of industrial and acOOemic
workers. A good review of this work has been published by Paquet and Ray [37].
Tubular reactors have the advantage of providing large heat-transfer area and they can
produce latexes with narrow particle size distributions. Wall fouling, inadequate mixing,
including phase separation, and problems with the introduction of intermediate streams
are potential disadvantages. Small-scale tubular reactors are likely to operate in the
laminar flow regime and have a relatively large distribution of residence times (RID).
Paquet and Ray studied a single-pass tubular reactor in the form of a helical coil. They
found that the RID was relatively narrow with both steady-flow and pulsed-flow
operation. The pulsed-flow system, however, did reduce the formation of wall polymer
and tube plugging.

The material of construction of the reactor tube can also influence fouling am
plugging. Tubes made from polymeric materials, especially fluoropolymers, have been
more successful than those made of glass and metals. Plastic tubing can be replaced at
little cost but heat transfer is reduced because of low thermal conductivity. Fouling am
plugging can also be minimized by only carrying out the early part of the
polymerization in the tube as is done with tube-CSTR systems.

5.4. SELECTED PATENTS AND OTHER REACTOR SYSTEMS

A number of continuous reactor processes have been proposed. Most configurations are
aimed at eliminating conversion oscillations, narrowing particle size distributions,
controlling polymer composition and/or particle morphologies and reducing coagulation
and the formation of fouled surfaces. Examples of different continuous reactor systems
will be presented in the remainder of this paper.

Devana and Shay [38] describe a hybrid semi-continuous process in which the
polymerization is started like a semi-batch reaction but the delayed feed stream is
continued after an effluent stream begins to flow from the reactor. The feed stream is
continued until 1.5 to 4 reactor volumes have been charged. This reactor would not
achieve a steady-state but productivity would be increased. The fmal mixed product
would have a narrower PSD than latex prepared in a single steady-state CSTR.
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Hoedemakers and Thoenes [39] and Meuldij et al. [40] used a packed column with a
pulsed-flow system. Relatively narrow residence time distributions (RDn and high
conversions were achieved. Reactor models were developed and compared with
experimental results for styrene and vinyl acetate polymerizations. Imamura et al. [41]
achieved narrow RDTs with a concentric cylinder reactor. The axial flow rate in the
annulus and the rotational speed were adjusted to generate flows with Taylor vortices
which yield narrow RIDs.

Stone [42,43] employed a spiral-flow vessel as a prereactor for CSTRs. The purpose
of this prereactor was to produce a seed particle stream for the CSTR. Greene et al. [44]
and Berens [45] achieved the same result by using a tubular prereactor and premade seed,
respectively. Operation without conversion oscillations and high particle concentrations
are the advantages of such systems. Korte and Suling [46] also used a tube-CSTR
system for ANNAdStyrene latex production. Some of the recipe was fed directly into
the CSTR, bypassing the tubular seed reactor.

A number of processes use seeds in multiple reactor systems which will generally
produce latexes with narrower PSDs than a single CSTR. Heil et al. [47] fed seed latex
to a 3-CSTR train. Monomer streams of different composition were fed into the fIrst
two reactors to produce soft-core, hard-shell particles. Daniels and Lenney [48] provide a
detailed flow diagram for a seed-fed 2-CSTR process used to produce EVAc copolymer
latexes. Achille and Bucci [49] developed a 3-reactor process with two CSTRs followed
by a tubular-type fInishing reactor with internal baffles. A plug-flow fInal stage will
help reduce residual monomer.

Single CSTRs, in spite of some potential problems, are described in some patents.
Pettelkau and Ehrig [36] used an up-flow stirred reactor for polymerization of
chloroprene; a very reactive monomer. Kastner and Heinze [50] also describe an up-flow
reactor with two impellers for vinyl chloride emulsion polymerization. Their reactor had
a large height-to-diameter ratio to promote plug flow. Scott and Feast [51] used a single
CSTR for a high-temperature (SO-lOO°C) adiabatic polymerization. Cold feed streams
were used to help with the reaction heat load. Sutterlin et al. [52] used tubular reactors
whose internal surface was a saturated polyolefIn or fluorinated polyolefm for low-cost
reactors that are less likely to foul and are easier to clean if they do foul. Such reactors
will also have relatively narrow RIDs.

6. Summary

Effective engineering of emulsion polymerization reactions requires an understanding of
a number of important issues: fluid dynamics and mixing, heat transfer, process
monitoring and control, mass transfer, phase equilibria, colloid science and, last but not
least, the mechanisms and kinetics of the multiple chemical and physical reaction steps.
The utilization of this knowledge in an integrated product-process development effort
will help to reduce costs, decrease time-to-market and increase product quality. Some of
the important aspects of batch, semi-batch and continuous reactors have been reviewed
in this paper. The equally important areas of reaction mechanisms and kinetics, on-line
measurements, control methods and some alternate reaction systems are the subject of
other papers in this book.
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1. Introduction

Continuous reactors, specially continuous stirred tank reactors (CSTRs), are used to
manufacture high production emulsion polymers [IJ. The use of CSTRs provides
constant quality products and easiness of on-line control. However, in these reactors the
heat removal is not effective due to their low heat transfer area/volume ratio, therefore
only small conversion increments can be achieved in a single CSTR, and a series of
CSTRs has to be used. Continuous loop reactors, CLRs, are becoming and attractive
alternative for the production of emulsion polymers. A CLR, whose employment for the
manufacture of emulsion polymers was first time described by Lanthier [2,3], consists of
a tubular loop that connects the inlet and the outlet of a recycle pump. Reactants are
continuously fed into the reactor and the product is also continuously withdrawn from
the reactor. The history of this development can be found in ref. [4]. The CLR presents
several advantages for the emulsion polymerization process. Its large heat transfer
area/reactor volume ratio allows high conversions (98%) in short residence times (8
min.) to be achieved [5). This results in a substantial reduction of the reactor volume.
Geddes [6] reported that a 5,000 liter batch tank reactor can be replaced in terms of
production rate by a 50 liter CLR. Because of the small volume and the short residence
time at which this reactor is operated, the CLR can be used with great flexibility and
minimum losses in the manufacture of different emulsion polymers. The small volume
and the absence of head space make the process intrinsically safe. The loop reactor
presents also some disadvantages for the manufacture of emulsion polymers: i) core-shell
particles cannot be produced, ii) the particle size distribution is difficult to modify and
small particle sizes require substantial amounts of surfactants, iii) recipes with high
mechanical stability are required to prevent shear induced coagulation; iv) It may suffer
from cyclic behavior due to intermittent nucleations, also found in CSTRs; and v) very
little has been published on this process in both open and patent literature. In this paper,
a review will be given of the designs and flow pattern of the CLRs, polymerization
studies carried out in these reactors, and mathematical modeling of CLRs.

1 Current adress: 3M Belgium N.V. Chemical Group, European Business Centre, Haven 1005,
Canadastraat 11, B-2070, Zwijndrecht, Belgium.
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2. Continuous Loop Reactors: Designs and Flow Patterns

A scheme of an industrial unit is presented in Figure 1. The tube is usually enclosed by
a cooling jacket and coiled into a trombone shape for compactness and accessibility for
maintenance. For a given reactor volume, production is limited by the heat removal rate

per volume unit of the reactor. Therefore, there is a strong incentive to increase the
length/diameter ratio. Values of this ratio as high as 1000/1 have been employed [7].
This ratio is limited by the pressure drop through the loop that can not exceed the design
pressure differential of the circulation pump. Cooling area can also be increased by using
a multitube loop reactor [Figure 2]. Geddes and Khan [8] reported that the rate of
production of a 4-tube loop reactor was five times greater than a single tube loop reactor
of the same volume. They also claimed that unforeseeable improvement of the product
quality was achieved. This improvement seems to be due to the lower particle size
obtained in the multitube loop which gave higher latex viscosity and better film
properties. The lower particle size may result from the lower residence times used in the
multitube loop rather than from the special flow pattern of this reactor.

Figure l. Industrial unit [7].

According to Geddes [6] in the most common form of the industrial scale loop
reactor, the stabilizers are feed into the reactor through, or just before, the circulating
pump. The rationale behind this is to provide extra mechanical stability of the polymer
particles in the pump, i.e., when they are subjected to most gear. Monomers enter the
reactor immediately after the pump and the product is taken from a point immediately
prior to the stabilizer feed entry.

Adams [9] has proposed to nI a tubular reactor after the loop reactor, the length of
the tubular reactor being larger than that of the loop section by a factor of at least two. It
is claimed that core-shell particles can be produced in this system by introducing a
further monomer or mixture of several monomers between the loop and the tubular
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sections. The tubular section can also be used to reduce the level of residual monomers.
Other claimed advantages of this arrangements are the ability to produce polymer
particles smaller than in a loop reactor without tubular section and the improvement of
production.

The economics of the loop process as compared with the tank process has been
extensively discussed by Geddes [4,6]. The cost of a low pressure loop reactor is only
about 5-10% less than a batch reactor plant of similar capacity, although further savings
are made on building costs. A more startling comparison is for a plant capable to
process ethylene. In this case, the batch plant would be at least four time more
expensive than the equivalent loop plant. It has to be pointed out that although patents
for the production of vinyl acetate (VAc)/ethylene copolymers in CLRs have been filed
[10] the process remains to be commercialy implemented. The running costs are not
detailed although it is reported that the loop process is more energy efficient.

(;;;;\
~

Figure 2. Multitubular loop reactor (8).

The number of industrial units is still limited. Currently, nine commercial reactors
are in operation [11]. Most of them are single pipe 0.05 m3 reactors with a yearly
production of 2,500 tonnes. Polymers manufactured include p-vinyl acetate, and
copolymers of VAc and Veova 10 (vinyl ester of a highly branched decanoic acid, Shell
Trade Mark) and VAc - 2 ethyl hexyl acrylate. Two of the reactors can work at 1.1 x 107

Pa, and might be used for the production of VAc-ethylene copolymers.
Although the flow patterns of loop reactors have been extensively studied [12] no

studies of the macromixing characteristics of industrial loop reactors for production of
emulsion polymers have been reported. Lee et al. [13] determined the residence time
distribution (RID) of a 1.4 m long lab scale loop reactor made of 0.046 m diameter
glass tubes. The recirculation of the reaction mixture was provided by a blade impeller.
The authors reported that at recycle ratios (Rr=flowrate in the reactor/feed flow rate) as
high as 124 the flow model deviated significantly from that of a perfectly backmixed
CSTR. This is surprising because theoretical calculations show that for this range of
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recycle ratios the behavior of the loop reactor is almost that of a perfectly backmixed
CSTR [14]. Abad et al. [15,16] characterized the flow pattern of the lab scale reactor
presented in Figure 3a by means of tracer experiments. The RIDs obtained at low values
of Rr initially presented large oscillations followed by an exponential decay. The
oscillations vanished when the recycle ratio increased, and for Rr=55 a RID typical of a
perfectly backmixed CSTR was obtained. The macromixing of this system can be
represented by a loop formed by two tubular reactors with axial dispersion [Figure 3.b].
The dispersion coefficients were calculated by means of the approach described by
Warnecke et al. [12].
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Figure 3. Lab scale continuous loop reactor and flow model.
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The fact that, at recycle ratios typical of process conditions, the RID is close to that
of a perfectly backmixed CSTR does not mean that, under polymerization conditions,
the reaction mixture is homogeneous through the CLR. Actually, there are indications
of the opposite. Lanthier [2,3] disclosed that a critical feature of the CLR is that the
initiator system forms free radicals in quantity sufficient to initiate polymerization
within the time required for the reaction mixture to circulate once through· the reactor.
Geddes [6] reported that it is customary that the monomers enter the loop immediately
after the pump where the free surfactant concentration is at its highest. The product is
taken from a point immediately prior to the stabilizer feed entry, where conversion is
greatest. Abad et al. [16], for the redox initiated emulsion copolymerization of VAc am
Veova 10 carried out in the CLR of Figure 3a, have demonstrated that the steady state
polymerization rate obtained by using a preemulsified feed was higher than that obtained
when the monomers and the aqueous phase were fed into the reactor without any mixing.
In addition the number of polymer particles was found to be independent of the type of
feed used. This means that the variations of the polymerization rates were due to
monomer mass transfer limitations.

3. Emulsion Polymerization Studies in Continuous Loop Reactors

Only a few emulsion polymerization studies in CLRs have been reported in the open
literature. Lee et al. [13,17,18] studied the emulsion polymerization of styrene in a
2.35xlO,3 m3 rectangular loop reactor made of 0.046 m diameter glass tubes.
Polymerizations were carried out using a very low solids content (mostly 8 wt%) using
sodium lauryl sulfate (SLS) as emulsifier and potassium persulfate (KPS) as initiator.
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Polymerizations varying the emulsifier and initiator concentrations, the mean residence
time, the polymerization temperature and the solids content were carried out. It was
reported that the evolution of the monomer conversion presented overshoots at low
emulsifier concentrations (the lowest [SLS] used was close to the critical micelle
concentration, ernc), whereas a smooth evolution with a steady state conversion
independent of the emulsifier concentration was obtained at high emulsifier
concentrations. The dependences of steady state values of the polymerization rate and the
number of polymer particles on the SLS concentration were [18]:

Rp + [SLS]

°Rp + [SLS]

Np + [SLS]

Np + [SLS]O.67

for

for

[SLS] :::; 8 kg/m3 water

[SLS] >12 kg/m3 water

The results for Np agree with the model predictions reported in literature for the
emulsion polymerization of styrene in perfectly backmixed CSTRs [19]. However, the
dependence of Np on [SLS] is not consistent with that of Rp because at low emulsifier
concentrations when large particle sizes were obtained Rp + Np wbereas for small values
of dp, Rp + Npo. On the other band, Lee et al. [17,18] reported that for polymerizations
carried out using emulsifier concentrations in the range of the cmc the number of
particles was independent of both the residence time and the solids content (in the range
8-15 wt %).

Geddes [20, 21] studied the 55 wt % solids content emulsion copolymerization of
VAc and Veova 10 in a 2.7x1O·3 m3 CLR. Pipe length was 0.38 m and internal diameter
0.022 m. Circulation was provided by a modified progressing cavity pump. For eacb run
the CLR was initially filled with the "water phase" that was a solution of a mixture of
anionic surfactant, bydroxyethyl cellulose, sodium acetate and sodium metabisulfite. The
process was started by feeding a stream of water pbase and other of a mixture of VAc aM
Veova 10 (82/10 wt/wt) and a quantity of t-butyl bydroperoxide. Polymerizations started
immediately and temperature rised from ambient to 50°C in 5 min. At this point
cooling was applied to the jackets and the reactor temperature controlled at 600C. A very
high conversion (97-98.5 %) was achieved after 30-40 min (4-5 residence times).
Conversion reacbed 99% by the time the emulsion reacbed the cooling tank. Conversion
was quite stable but closer examination to the unreacted vinyl acetate levels revealed
some cycling. Cycling was more obvious for particle size distribution. Single peaks
were found in the early samples, then two peaks and [mally three. Tbe diameter of the
polymer particles of each peak was found to grow linearly with time. Tbis means that
the particle volume growth rate was proportional to dp2 but no mecbanistic
interpretation was given. These results also mean that the CLR shares with the CSTR
one of its disadvantages: cyclic bebavior due to intermittent nucleations.

Abad et al. [15,16,22-24] studied the emulsion copolymerization of VAc and Veova
10 in the CLR presented in Figure 3a. The following aspects were addressed; i) The
extent of the shear-induced coagulation; ii) The effect of the start-up procedure; iii)
Comparison between the CLR and the CSTR, and iv) Tbe effect of several operation
variables. Tecbnical monomers were used and the stability of the latex was provided by a
mixture of emulsifiers including Alipal C0430 (ammonium salt of sulfated nonylpbenol



338

poly(ethylenoxy) ethanol (4 ethylenoxy), Rhone-Poulenc), Arkopal N230 (nonylphenol
poly(ethylenoxy) ethanol (23 ethylenoxy), Hoechst), and hydroxyethyl cellulose. K2S2
0 8 and Na2S2 Os were used as a redox pair.

Shear-induced coagulation can be critical in the performance of CLRs because
coagulation will affect both the quality of the product and the duration of the continuous
operation. Figure 4 presents the steady state particle size distributions (PSD) measured
by transmission electron microscopy in polymerizations carried out varying the speed of
the circulation pump. It can be seen that no differences were observed within the
experimental error ruling out the shear-induced coagulation.
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Figure 4. Particle size distributions obtained at different pump speeds.
100 rpm CO) and 200 rpm Ce)

The effect of the start-up strategy on the smoothness of the operation and the amount
of out-of-specifications product produced during the start-up was investigated by Abad et
al. [22J for a high solids content system (55 wt%). The strategies studied were as
follows:

- Strategy A: Reactor initially filled with water and heated to the reaction
temperature (6O"C)

- Strategy B: Reactor initially filled with water, emulsifiers, protective colloid,
and Na2S20 S and heated to the reaction temperature (6O"C),

- Strategy C: Reactor initially fIlled with a preemulsion of water, emulsifiers,
protective colloid, Na2SPs and the monomer mixture in the same proportions
as in the overall recipe, with a temperature profile starting at room temperature
and reaching 60°C in 90 min.

- Strategy D: Reactor initially filled with a latex from a previous reaction and
heated to the reaction temperature (600c).

The space time in the reactor was 26.5 min and the recycle ratio was 55.
Abad et al. [22J reported that the steady-state conversions were almost independent of

the start-up procedure. From the point of view of the smoothness of the operation, the
start-up strategies showed widely different behaviors. The polymerization carried out
following strategy A proceeded smoothly with an easy control of the reactor temperature
and a smooth increase of the viscosity of the reaction mixture. A substantial increase of
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the viscosity was observed in strategy B. This increase caUSl'd some problems in the
stability of the feed flow rates. Later the viscosity decreased towards a steady-state value.
A huge increase of the viscosity was observed for the start-up C making this experiment
difficult to control. After some time the viscosity of the latex decreased and reached a
steady-state value. When the reactor was initially heated to 6<Y'C the start-up C could not
be completed because there was a dangerous increase of the reactor pressure and a thermal
runaway. When strategy D was used no significant change of the viscosity was observed
during the start-up.

The latex viscosity depends on both the volume fraction of the dispersed phase and
the PSD, the higher the volume fraction and the smaller the particle size the higher the
viscosity. According to Abad el aI. [22], the different latex viscosities were due to the
evolution of the number of polymer particles in those experiments because the
maximum solids content was limited by the recipe (= 55 wt%) and, at the steady state,
was the same for all the start-up procedures. Figure 5 shows that a large number of
particles, which are responsible for the viscosity increases, were nucleated during start­
ups A,B and C.

o 100 200 300 400 500

Time (min)

Figure 5. Evolution of the number of polymer particles for the different start-ups.
strategy A (0), strategy B (_), strategy C (e) and strategy D (0)

The oscillations of Np may be avoided by using the right start-up procedure which
also minimizes the amount of out-of-specification product. Nevertheless, for the range of
experimental conditions used in this study, the steady-state values of the conversion,
particle size, number of polymer particles and molecular weight distributions were
reported to be independent of the start-up procedure [22J. However, Abad [24J presented
some cases in which the start-up procedure affected the properties of the polymer
produced under steady-state conditions (see below).

Tracer experiments show that the macromixing in the CLR is determined by the
recycle ratio, R r • For large values of the recycle ratio (R,>40), the residence time
distribution of the CLR is almost identical to that of a CSTR [15]. On the other hand,
there are indications of concentration profiles along the loop [2, 3, 6, 16J. In order to
further elucidate the similarities and differences between the loop reactor and the CSTR,
Abad et al. [23J studied the redox-initiated emulsion copolymerization of VAc and Veova
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lOin both types of reactors under comparable industrial-like conditions, namely, similar
macromixing, same feed compositions and residence times, and using high solids
content (55 wt%) recipes. To somehow counteract the differences in heat transfer
area/reactor volume ratio due to the geometry, the CSTR was smaller (0.47xlO-3 m3

)

than the CLR (2.8xl0·3 m3
). The start-up strategies B, C and D described above were

used. These strategies lead to different evolutions of the reaction mixture viscosity which
in turn affects the heat removal capacity of the reactor. It is reported [23] that under the
operation conditions in which the heat removal capacity of the reactor exceeded the heat
generation rate (strategies B and D) there were no differences between the CLR and the
CSTR in terms of the steady state values of conversion, particle size, number of
polymer particles and molecular weight distributions (Figure 6). However, trnder
conditions in which the heat generation rate is high (strategy C) a thermal runaway
occurred in the CSTR whereas the temperature of the CLR was easily controlled. This
difference was due to the different geometry of the reactors and is critical from the point
of view of the production rate, but, at least for the case studied, this seemed to be the
only difference between both reactors.
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Figure 6. Molecular weight distributions for strategy D.
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Abad [24] carried out experiments varying the residence time (8.8 min, 17.7 min and
26.5 min) using the start-up procedure B. Figure 7a shows that the steady state
conversion decreased as 't decreased, The 8.8 min residence time run was reported to be
difficult to handle because the high viscosity of the latex and the high internal flow rate
increased the pressure at the discharge of the circulation pump and the feeding system
was unable to feed the required high flow rates smoothly.

Abad et al. [24] also reported an experiment in which the polymerization was started
with the CLR initially filled with a latex, after about 10 residence times (265 min) the
feed flow rate was increased to reduce 't to 17.7 min, and after about 10 more residence
times (177 min) the feed flow rate was further increased to achieve 't=8.8 min. The
whole run proceeded smoothly, but surprisingly, the conversion was independent of the
space time (Figure 7b). Similar results were reported by Lanthier [2,3]. The results
reported in Figure 7 suggest steady state multiplicity. Multiple steady states for
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emulsion polymerization systems in CSTRs have been reported by Schork and Ray
[25]. The practical importance of these results is that high monomer conversion at low
residence times, i.e., maximum production, can be achieved if the adequate start-up
procedure is used, namely, starting the reaction with a large space time and reducing it
when the steady state is reached.

The improvement of the product quality encourages the reduction of the
polymerization temperature, because the lower this temperature the higher the molecular
weight, which has a beneficial effect on the scrub resistance of the films produced from
the latex. Abad [24] studied the effect of the polymerization temperature on the reactor
performance reporting that runs carried out at 50"C, 60"C and 70°C, all yielded a 92%
conversion, namely, no effect of the reaction temperature was observed. This is
surprising because a marked effect of the temperature on the conversion was observed in
the emulsion copolymerization of these monomers in a semicontinuous reactor [26].
The authors explained this behavior as terms of the interplay between the rate of
formation of radicals and the geometric characteristics of the loop reactor. The redox
initiation is known to be very rapid, and according to Adams [9] and Lanthier [2,3] the
redox pair reacts completely before completing a pass through the loop. Under these
circumstances, temperature has two counteracting effects. The higher the temperature the
higher the rates of radical formation and polymerization, but the shorter the time in
which a particular element of fluid reacts because the initiators are rapidly consumed.
These counteracting effects, together with the low sensitivity of the system when it
operates at high conversions might ex.plain the results obtained.
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Figure 7. Effect of the space time on the evolution of the conversion for different stan-up procedures (see
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Economic reasons related with the latex. cost and the improvement of the product
quality encourages the reduction of the amount of emulsifier used in the recipe. In an
attempt to reduce the amount of emulsifier, Abad [24] carried out several experiments
varying the concentration of the emulsifiers from 2.4 wt% to 7.2 wt%. It was found that
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with 3.6 wt% and 7.2 wt% of stabilizers a conversion of about 90% was achieved
whereas in the reaction carried out with the lowest stabilizer concentration (2.4 wt%) the
latex coagulated. On the other hand, the steady state conversion was reported to be
independent of the emulsifier concentration.

Abad [24] reported that no effect of the initiator concentration on the conversion was
observed at high initiator concentrations whereas coagulation occurred when 0.15 wt% of
initiator was used. Experiments carried out in a semicontinuous reactor show that,
because of the decrease in the ionic strengh enhances the efficiency of the stabilizer
system, the lower the initiator concentration the higher the number of polymer particles
[26]. During the start-up of the polymerization carried out with 0.15 wt% of initiator a
large number of polymer particles was initially produced and the amount of stabilizer
was not enough to efficiently cover these particles when they grew. The problem was
overcome by starting the process with a higher amount of initiator, and later reducing
this amount to the desired level as is shown in Figure 8. The whole experiment
proceeded smoothly and no coagulation was observed. On the other hand, a null effect of
the initiator concentration on the conversion was found. The practical significance of
these results is that highly stable latexes of a high molecular weight polymer can be
obtained at high polymerization rates if the polymerization is started using a higher
initiator concentration that is later reduced to the desired value.
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Figure 8. Effect of the initiator concentration.

4. Modelling Emulsion Polymerization in Continuous Loop Reactors

The mathematical model should combine the kinetics characteristic of emulsion
polymerization with the flow model of the reactor. Based on the fact that at the large
values of R r usually employed in the operation of CLRs, the macromixing of these
reactors corresponds to perfectly backmixed continuous reactors, and that for reactors
with heat removal capacities larger than the heat generation rate there are no differences
between the CLR and the CSTR [23], Abad et al. [15] employed the CSTR model to
describe the loop reactor. However, a more general model is needed to include all the
characteristics of a CLR. Abad et al. [27] developed a mathematical model for a CLR by
considering that the macromixing is described by a loop formed by two tubular reactors
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with axial dispersion (Figure 3b). The mathematical model includes the population,
material and energy balances in the reactors, plus the corresponding balances in the
intersection points.

4.1. POLYMER PARTICLES POPULATION BALANCE

In the absence of coagulation, the population balance in each reactor is as follows:

dn(V') = D. d2n(V') _ dun(V')

dt I dZ2 dZ
(1)

where n(V') is the number density distribution function, D1 is the dispersion coefficient
in the reactor i that was assumed to be the same for all the components in the reaction
mixture, u the average fluid velocity in the axial direction, and r.(Y') the rate of
volumetric growth of unswollen latex particles of volume V'.

where~ are the propagation rate constants, [hMV') the concentration of monomer h in
polymer particles of unswollen volume V', NA Avogadro's number, ph

P (V') the time
averaged probability of rmding an active chain with ultimate unit of type h in the
polymer particles [26), M h the molecular weight of monomer h, fi(Y') the average
number of free radicals per latex particle of unswollen volume V', Pp the density of the
copolymer, V0' the unswollen volume of the polymer particles when they are nucleated,
and Roue the nucleation rate. In eq. (3) the contribution of the nucleation rate was
included to have the same number of free radicals, namely, the stochastic broadening
effect was neglected. This is a reasonable assumption in redox initiated systems because
of the high entry rate of radicals into the polymer particles.

Nucleation was modelled by means of a variation of the pragmatic approach proposed
by Urretabizkaia et al. [29). The rate of nucleation was defined as follows:

(4)

where N' is the concentration of particle precursors, k. an adjustable parameter, and PN

the probability that a precursor becomes a polymer particle given by the following
empirical equation:

P - k k 3([S)w - cmc)/ cmc [-k N )
N - 2 exp 4 P

1+ k 3([S)w - ernc)/ ernc
for [S)w >ernc (5)

for [S)w<ernc (6)
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where [S]w the concentration of emulsifier in the aqueous phase (including the micelles),
and Np the concentration of polymer particles given by:

(7)

where VOl is chosen in such a way that the whole PSD is included between V"o and VOl'
Equations (5) and (6) account for the fact that nucleation ceases when the number of

polymer particles reaches a given value or the concentration of emulsifier is lower than
thecmc.

4.2. MATERIAL BALANCES

The material balance for the componentj in the reactor i is as follows:

dC, d2C· dUC·
_J =D. __J J +R.
dt 1 dz2 dZ J

(8)

where C j is the concentration of compound j, D; the dispersion coefficient that was
assumed to be the same for all the components in the reaction mixture and ~ the rate of
generation of componentj.

This material balance applies to the monomers, initiators, precursors, emulsifier and
water.

4.3. TOTAL VOLUME BALANCE

Because of the higher density of the polymer as compared with the monomer, the fluid
velocity decreases with conversion. Neglecting the changes in density due to temperature
variation, the change of the velocity is only due to the conversion of monomer into
polymer [14].

dU
-=
dZ

4.4. ENERGY BALANCE

~ RhMh ~ RhMh£.. --- £..--
h=A,B Ph h=A,B Pp

(9)

The energy balance for each reactor is as follows:

(10)
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where T is the temperature, A; the thermal conductivity in the axial direction in reactor i,
V j and d; the overall heat transfer coefficient and the reactor diameter, respectively, in
reactor i, p and Cp the density and specific heat capacity, respectively, of the reaction
mixture, Tw the temperature of the thermal fluid, and (-MI')h the heat of polymerization
of monomer h.

4.5. MONOMER CONCENTRATIONS

The concentrations of the monomers in the different phases were calculated by means of
the approach developed by Armitage et al. [30] for the calculation of the monomer
partitioning in polydisperse emulsion copolymerization systems. In this approach it was
assumed that the monomer mass transfer rates between the different phases of the system
were much larger that the polymerization rate, and hence the monomer concentrations
were at the thermodynamic equilibrium values.

4.6. FREE RADICAL BALANCES AND LATEX VISCOSITY

It was assumed that the pseudo-steady state assumption applied for the free radicals in
both polymer particles and aqueous phase. The average number of radicals in polymer
particles of unswollen volume V' was calculated using a variation of the approach
proposed by Vgelstad and Hansen [31].

The viscosity of the latex was estimated using the approach proposed by Sudduth
[32].

4.7. SOLUTION OF THE MODEL

The mathematical model is a system of non linear partial differential and algebraic
equations. The partial differential equations were transformed into a set of ordinary
differential equations by means of the orthogonal collocation method [33]. Classical
orthogonal collocation was used for the axial dispersion, whereas orthogonal collocation
on moving infinite elements [34] was used for the particles size distribution. Appropiate
initial and boundary conditions were considered [27].

Figure 9 presents the evolution of the conversion and PSD during the emulsion
copolymerization of VAc and Veova 10 carried out using the start up strategy A. It can
be seen that a fairly good agreement between experimental results and model predictions
was achieved. However, the limits of the model remain to be investigated.

5. Conclusions and Future Challenges

Continuous loop reactors are an attractive alternative for the production of emulsion
polymers because their large heat area/reactor volume ration allows to conduct the
process at high polymerization rates. In addition, these reactors are intrinsically safe am
the installation and running costs are lower that for CSTRs. Their current use is limited
to the manufacturing of VAc homopolymers and copolymers and it seems that their
future use will be limited to the production of homogeneous copolymers because core-
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shell particles cannot be produced The scarce literature available suggests that , at the
high recycle ratios employed in the commercial units, the CLRs share many of the
characteristics of the CSTRs (oscillations due to intermittent nucleation, steady-state
multiplicity, ...) but much better thermal behavior. The start-up strategy is critical not
only for both the smoothness of the operation and the minimization of the amount of
out-of-specification product, but for the feasibility of the process and the properties of
the polymer produced under steady state conditions. A mathematical model for the
process has been reported but only limited use of the model has been carried out.

Future challenges include a better understanding of the micromixing; improvement of
the mathematical model of the process by including detailed models for particle
nucleation and radical formation in redox initiation; increasing of the reactor production
by maximizing the heat removal capacity; production of a wider variety of polymers
including all acrylics latexes; control of the particle size distribution; and commercial
implementation of the production of vinyl acetate-ethylene copolymers in high pressure
reactors.
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(- - - ) Experimental results and (-) Model Predictions.
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1. Introduction

The end-use properties of polymeric materials are determined by the characteristics of the
macromolecules such as length, composition, sequence of monomer units, end groups,
and so on. Moreover, due to the statistical nature of the population of macromolecules,
these properties are not necessarily the same for all individuals but rather they change
following specific distributions. As a consequence, in order to determine the end-use
properties of a polymer one has to control the molecular weight distribution, the chain
composition distribution, the monomer sequence distribution and so on.

When dealing with radical polymerization an additional complication arises because
of the short life time of the macromolecules, which is of the order of 1 sec. In the case
of a batch polymerization reactor, the duration of the entire rocess needed to achieve the
desired monomer conversion is typically of the order of 10 sec. This indicates that the
final product in a batch reactor is constituted by a collection of macromolecules, each of
which experienced in his life rather different growth conditions. In other words, each
chain started and ended in a relatively short period of time located at different points of
the polymerization batch where the reaction "environment" was rather different.

For example, in a system where the chain transfer to monomer is not the dominant
termination mechanism, it is apparent that the chain propagation reaction is more
favored for the macromolecules synthetized at the beginning of the process then for
those synthetized towards its end, due to the monomer concentration decrease during the
batch reaction. This has obviously a strong effect on the distributions of the
macromolecules properties mentioned above. One of the main objectives of reactor
operation is precisely to control the polymerization "environment" so as to obtain a
[mal polymer with desired molecular properties.

2. The Polymerization Environment

By polymerization environment we mean all those characteristics of the ft,••';1&.'6
medium inside the reactor (such as temperature, composition and so on) which affect the
properties of the [mal product. Before discussing different control techniques, it is then
convenient to identify in detail which are the characteristics which affect each specific
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molecular property. We will do this with reference to radical homogeneous
polymerizations. The extension to heterogeneous polymerizations is straightforward
when considering that the characteristics of interest are those of the reaction locus, e.g.
the polymer particles in suspension and emulsion polymerization. Moreover, only three
specific molecular properties are considered in the following.

2.1. CHAIN COMPOSITION DISTRIBUTION, CCD

For the case of a copolymer involving monomers A and B, the instantaneous polymer
composition is given in terms of the mole fraction of A, YA by the well known Mayo
and Lewis relation [1]:

(1)

where X A and x B are the mole fractions of the two monomers in the reacting mixture
(polymer free), while r, and r2 represent the reactivity ratios of active radicals of type A
and B, respectively. These are defined as the ratio between the direct and the cross
propagation rate constants of the specific radical.

From the observation of the relation above, we see that the instantaneous polymer
composition is determined solely by the monomer phase composition and the rate
constants of the propagation reactions, which in tum are functions only of temperature
and, in the case of large conversion values, also of conversion due to the occurrence of
the polymer glass transition (the so-called glass effect). Thus, besides this last aspect,
we can conclude that in order to control the chain composition distribution of the fmal
polymer one should control temperature and the monomer phase composition. For
example, by keeping constant the two quantities above during the entire polymerization
process it is possible to produce a polymer where each individual chain has the same
composition.

The result above has been obtained in the case of two monomer species. However, it
can be readily generalized to situations involving any number of monomer species.

2.2. CHAIN SEQUENCE DISTRIBUTION, CSD

The sequence of different monomer units along a polymer chain is determined, again in
the case of a copolymer, by the probability of having say monomer A, given by [3]:

0. rlxA
PA =--, where 0.=--

1+0. xB
(2)

and similarly for monomer B. Thus, for example the probability of having along the
polymer chain a sequence of n units of monomer A, is given by:

(3)
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From these expressions we can conclude that also for the chain sequence distribution,
the only variables which are of interest are temperature and monomer phase
composition, which then define in this case the polymerization "environment". Again,
this result applies to cases involving any number of monomer species.

2.3. MOLECULAR WEIGHT DISTRIBUTION, MWD

The length of macromolecular chains is determined by the competition between the
chain propagation and the various chain termination reactions present in the
polymerization system. It can be shown that only two dimensionless parameters
ultimately define the molecular weight distribution (for example, see [4]). These are the
ratio between the characteristic times for propagation and termination by bimolecular
combination defined by:

(4)

and the sum of the ratios between the characteristic times for propagation and all the
other termination events, i.e. chain transfer to monomer, transfer to the chain transfer
agent, S, and bimolecular termination by disproportionation:

(5)

In all relations above the total concentration of active radicals can be computed through
the pseudo-steady state approximation as follows:

(6)

where R( represents the rate of production of active radicals, say by initiator
decomposition, per unit volume of the reacting medium. Using the above parameters
the instantaneous MWD can be computed in terms of number-average molecular weight
and polydispersity index as follows:

(7)

This result allows to readily identify the variables which have to be controlled in order
to achieve a desired MWD. For example, let us assume that we desire to produce a
polymer with the narrowest possible MWD. This means that our goal is to obtain a
cumulated polydispersity index equal to the instantaneous one, which is intrinsic of the
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specific monomer under examination. This is obtained by running the polymerization
so that the number-average molecular weight remains constant during the entire
reaction, i.e. we should maintain constant the values of the two parameters ~ and y. Of
course this is achieved through different strategies depending upon the specific
termination mechanism which is dominating in the particular polymerization system
under examination. Thus, in general the variables to be kept under control include: the
reaction rate constant of the dominating reactions (which reduces to temperature at least
as long as a significant gel effect is not present), the rate of radical production R), the
monomer concentration [M] and the ratio between chain transfer agent and monomer
concentrations [S]/[M].

In the important case where more than one monomer species are present in the
system, the relations above remain approximately correct if the true rate constants are
replaced by pseudo-homopolymerization or pseudo-kinetic rate constants. These are
given by appropriate averages, weighted on the composition of the monomer phase, of
the corresponding true rate constants in the copolymerization system [5] [6]. For
example, the pseudo-homopolymerization propagation reaction of the i-th monomer
species is given by:

(8)

where kpji is the propagation rate constant of radical j with monomer i and Pi is the
probability of having a growing radical ending with a j monomer unit, which is a
function of the monomer phase composition.

Thus, we can conclude that in the case where several monomer species are involved,
in order to control the values of the parameters ~ and y we should control the values of
the pseudo-homopolymerization rate constants, which includes controlling not only
temperature but also the monomer phase composition. This becomes then a requirement
not only for composition control but also for the control of the molecular weight
distribution.

3. Open-loop Control Strategies

The open-loop control of a polymerization reactor implies to operate the reactor without
on-line monitoring of the polymer characteristics, such as CCD, CSD and MWD,
which have to be controlled. This is instead done in closed-loop control strategies,
where a comparison between measured and desired polymer characteristics allows to
produce a signal which corrects the current operation of the reactor (ct. [7]). Thus, a
good open-loop control strategy must rely on the close control of all the variables, i.e.
the polymerization "environment", which are known to affect the desired polymer
characteristics. In the previous section we have identified which are such variables in the
various instances of interest and we will analyse them individually in the following.

It should be mentioned that in principle we could be interested in obtaining polymers.
with many different characteristics and we could in fact obtain them by properly
changing the controlling variables during the polymerization process. However, in most
cases of practical interest the aim is to obtain a product with uniform characteristics.
For this we are interested in keeping constant during the polymerization the
corresponding controlling variables.
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With this aim we will now review the control strategy for the different variables
identified in the previous section.

Temperature is usually controlled by standanl heat transfer devices. For this it is
convenient to have reacting media with low viscosity, as it is best obtained using
heterogeneous polymerization in suspension or in emulsion. Care should be taken to
prevent excessive fouling of the heat transfer surfaces.

For the rate of active radicals production, R I , it is usually sufficient to select
initiators whose half-decomposition time at the polymerization conditions is low
compared to the duration of the polymerization process.

As it can seen from eqs (4) and (5), monomer concentration is of relevance when
controlling the MWD in systems where the bimolecular terminations by combination
or disproportionation or the termination by transfer to a chain transfer agent are
dominant. Apparently, keeping constant the monomer concentration in a polymerization
reactor is in general rather difficult. A possibility would be to play with temperature or
with the rate of active radicals production so as to maintain constant the parameters ~ or
y. It should be mentioned that emulsion polymerization offers in this case an attractive
alternative. In this system in fact the overall monomer concentration in the reaction
locus, i.e. the polymer particles, remain automatically constant in the first two intervals
of the Smith-Ewart model, i.e. as long as monomer droplets are present in the reaction
medium. Since this is often the period of the process where a significant amount of
polymer is produced (usually from 20 to 40% of conversion), emulsion polymerization
may offer a solution to this problem in many instances of practical interest. Note that it
is possible to control the monomer concentration also in the case where the reactor is
operated under starved conditions, as discussed in the following section. However, here
the monomer concentration is generally rather low, thus leading to a significant gel
effect which may strongly affect the properties of the produced polymer.

Finally, we have seen in the previous section that a key aspect is the control of the
monomer phase composition. Since in general different monomer species exhibit
different reactivities, it follows that the monomer phase composition tends to change
during the polymerization process. This is in fact illustrated by the Mayo and Lewis
relation reported above. Thus, in order to maintain constant the monomer phase
composition we need to add some of the monomers (generally the most reactive ones)
during the process so as to replace the quantities consumed in excess by the
polymerization reactions. This aspect is discussed in detail in the next section, where
semibatch reactors will be considered.

4. Semibatch Reactors for Composition Control

A closed-loop strategy for controlling the monomer phase composition in the reactor is
based on the comparison of the on-line measured value of this composition with the
desired value and then on a consequent action on the addition flowrates of the various
monomers. In the open-loop approach we aim at the same result but without using on­
line composition measurements. There are basically two strategies for solving this
problem which, although fully general, will be discussed in the following with reference
to a binary copolymer (cf. [8-10] and [11-16], respectively).

For the generic monomer A, we can write the mass balance in a semibatch reactor,
where FA is the molar feed flowrate of A, as follows:
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dMA
--=FA-RpA

dt
(9)

where MA indicates the overall number of moles in the reactor. The rate of
polymerization of monomer A can be expressed in terms of a flrst-order reaction
kinetics:

(10)

where k'pA is a pseudo-first order rate constant, which is given by the product between
the overall concentration of active chains, [R*], and the average propagation rate

constant, kpA estimated through the pseudo-homopolymerization app!0ach as ~

function of composition. By introducing the dimensionless time 't = t/ t, where t
represents the duration of the polymerization process, the above mass balance reduces to

(11)

An analysis of the dynamics of this process indicates that if we take the duration of the
process t long enough compared to the characteristic time of the polymerization
reaction, given by 11k'pA, so that:

tk' pA» 1 (12)

then the reactor approximates pseudo-steady state operating conditions. That is the term
in parenthesis in eq (11) vanishes and the polymerization rate becomes:

(13)

This result can be readily confirmed by solving eq (11) in the particular case where both
FA and k'pA are assumed constant, leading to:

(14)

It is apparent that in the case where k'pA t ,» 1 after a small initial time interval, the
amount of monomer in the reactor remains constant and equal to (FAIk'pA) as indicated
in eq (13). In other words, by feeding the reactor slowly enough compared to the
potential polymerization rate, i.e. t»llk'pA' we force the reaction rate to become equal
to the feed rate, thus keeping constant the total amount of each monomer in the reactor.
This procedure, which is usually referred to as starved polymerization, leads to a
situation where the composition inside the reactor is self-eontroUed and equal to that in
the feed stream. It is remarkable that this result is obtained without any specific
knowledge of the system kinetics, by simply elongating enough the batch duration. The
price to be paid of course is the low productivity of the reactor. Moreover, it should be
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reiterated that due to the low monomer concentration, in the starved procedure the gel
effect is usually rather relevant thus complicating the system behavior.

An alternative procedure is based on the idea of feeding the monomers so as to
maintain constant the monomer phase composition in the reactor. In general, we can
think of having four degrees of freedom in operating a semibatch copolymerization

reactor: the amount of each monomer initially charged to the reactor, i.e. M~ and M~,
and the feed flowrates of the two monomers, i.e. FA(t) and FB(t). The constraints arise
as follows:
- the initial monomer phase composition should be such as to produce the polymer with
desired composition (according to the Mayo and Lewis model):

(15)

- the total amount of monomers introduced in the reactor should be equal to the total
amount of polymer that we whish to produce in a single batch;
- we should feed the monomers so that the monomer phase composition remains
constant:

which using eq (9) for MAand the corresponding one for MB, leads to:

MB(FA - k'pA MA)= MA(I13 - k'pB MB)

(16)

(17)

The constraints above saturate only three of the four degrees of freedom, so that the last
one can be used as an optimization parameter with respect to some specific performance
index.

A natural choice is to require the batch time to be minimum, so as to maximize
production. In this case it can be shown that the optimal policy is to charge all the less
reactive monomer at the beginning of the process, while the second one should be fed
with a flowrate FA given by eq (17), where FB is set equal to zero. This procedure
obviously maximizes the polymerization rate, which in many instances may lead to
rates of heat production which exceed the capacity of the cooling system of the reactor.
In these cases it is convenient to relax the requirement of minimum batch time and
solve the problem above by introducing the constraint that in any moment of the
polymerization the heat production rate should not exceed the heat removal rate of the
cooling system.

Whatever is the specific performance index selected, this operation mode presents a
major difficulty. In particular, when using eq (17) to evaluate a priori the feed flowrate
of the monomers, one should know the pseudo-homopolymerization flfst-order rate
constants, k'pi and the amounts of all unreacted monomers currently present in the
reactor. Since there is no feedback, as in closed-loop control strategies, to correct
possible errors in the estimation of these quantities, the entire procedure is subject to
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failure. This is particularly serious in radical polymerization, since the behavior of the
radical species is particularly subject to irreproducibilities.

A convenient way to overcome this problem is to replace time as the independent
variable with overall monomer conversion. In this case the behavior of the total amount
of monomer A in the reactor, MA as a function of the total mass of polymer produced,
Me is described by the relation

dMA kpAMA
dMC kpAMA + kpBMB

(18)

It can be seen that the right hand side in this case does not involve the radical
concentration and therefore becomes much less sensitive to the irreproducibilities typical
of these systems. The price to be paid is that this approach requires the application of
some sensor to monitor on-line the total amount of polymer produced as a function of
time. Sensors of this type have been developed as discussed elsewhere in this volume
[17] [18].

5. Applications of Open-Loop Control Strategies

The concepts discussed above in the context of homogeneous polymerizations can be
extended to heterogeneous polymerizations. Of course the relevant equations become
more complicated because of the partitioning of monomers among the various phases
present in the system and, in the case of emulsion polymerization, also because of the
compartmentalization effect in the polymer particles. Nevertheless, the underlying
concepts remain the same, so that in the following we will discuss some examples of
application of the open-loop control strategies discussed above with reference to
emulsion polymerization systems [19] [20].

5.1. POLYMER COMPOSITION CONTROL

Let us consider the case of a ternary system methyl methacrylate-vinyl acetate-butyl
acrylate (MMA-VAc-BuA) where the objective is to produce a polymer with molar
composition 0.40, 0.30 and 0.30, respectively. Three experimental runs are considered:
run 72 is conducted in a batch reactor with no composition control, while runs 80 ani
74 are both conducted in a semibatch reactor. In both cases conversion is monitored on­
line through a densitometer, and the feed flowrate of the two more reactive monomers,
Le. MMA and BuA, is calculated a priori as a function of conversion (not time) through
an appropriate model.

The difference between runs 80 and 74 is that in the fIrst one a little amount of
NaHC03 has been <rlb:1 to the reacting mixture. As shown in Figure 1, representing
polymer conversion as a function of time, this has a significant effect on the kinetics of
the polymerization. However, since the presence of this additive is ignored in the model,
it can be regarded as a source of irreproducibility for the process with respect to run 74.
The aim in considering this experiment is in fact to test the robustness of the control
procedure with respect to possible process irreproducibilities.
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Figure 1. Conversion vs. time curves for the ternary system MMA-VAc-BuA.
• = densimetric data; 0 = gravimetric data; run 72 = batch; runs 74 and 80 = semibatch.

This is well elucidated in Figures 2a and 2b representing the amount of BuA alhl
to the reactor as a function of time and of conversion, respectively. As expected the
curves for runs 80 and 74 are rather different when time is used as the independent
variable, while they become coincident when conversion is used instead: this proves that
the second strategy has removed the effect of the process irreproducibilities. A similar
behavior is obtained when considering the addition rate of MMA.

Finally, in Figure 3 the overall composition of the monomer mixture in the reactor
as a function of conversion is shown. It appears that in both runs 80 and 74, as opposed
to the batch run 72, the objective of producing a polymer with constant composition
has been achieved.
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Figure 2. Amount of BuA charged to the reactor in runs 74 and 80 as a function of
time (a) and of conversion (b). +,0 =experimental data; --- =calculated values
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Figure 3. Mole fraction of the residual monomer mixture, ~A and z"AC' as a function of conversion
Experimental data: 0 =run 72; + =run 74; • =run 80.

Calculated curves: --- =run 72; -.-.-. =run 74; - =run 80.

5.2 POLYMER MOLECULAR WEIGHT CONTROL

We consider the homopolymerization of styrene, St, in the case where the MWD is
entirely controlled by the presence of a chain transfer agent (CCl4). Since termination is
controlled by chain transfer to CCI4 , the parameter which determines the MWD is the
parameter y defined earlier, which in this case reduces to:

(19)

In order to obtain the narrowest cumulated MWD, we need to keep constant the
instantaneous number-average molecular weight, which in this case reduces to maintain
constant the parameter y, i.e. the reactor temperature and the concentration ratio
[CC4]/[St]. The latter objective is achieved following the same composition control
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procedure discussed above for the monomer phase. In particular, in this case all the
transfer agent is introduced in the reactor at the beginning of the process, while styrene
is added during the reaction so as to keep constant the concentration ratio above. The
final result is shown in Figure 4, where the GPC chromatograms obtained at various
conversion values are compared for a batch run and for the semibatch run with
composition control. It is apparent that, as opposed to the batch run, in the second case
the number-average molecular weight remains constant during the polymerization, thus
resulting in a narrower molecular weight distribution.
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1. Introduction

In the production of dispersed polymers, the main objectives to be fulfilled are:
a) Safety. The reactor temperature must be kept under safe limits to avoid thermal
runaways. In addition, violation of environmental regulations both in the plant
environment and in the finished products must be avoided.
b) Production rate. The amount of product output required of a plant at any time is
usually dictated by market specifications. Thus, this specifications must be met
and maintained as much as possible in order to have a profitable process.
c) Product quality. The required quality is given by the end-use properties such as
viscosity, film forming, tensile strenght, flexibility, elasticity, toughness, m
opacity among others. Finished products not meeting the required specifications
must be discarded as waste or whenever possible reprocessed at extra cost.

In order to implement the process conditions that lead to the required specifications
of safety, production rate and product quality, it is necessary to develop suitable control
strategies.

Different control configurations have been developed and implemented in chemical
processes to achieve at least partially the above mentioned goals. Feedback control,
feedforward control and open-loop control being the most usual configurations. In this
work, we will focus on feedback control strategies for emulsion polymerization
processes carried out in batch, semi-batch and CSTR reactors. A simple feedback control
strategy is presented in Figure 1. The feedback control strategy requires the following
steps:

a) To measure the value of the outputs to be controlled.
b) To compare the measured outputs with the desired values (set-points).
c) To decide which actions must be taken (values of the manipulated inputs) in
order to track the set-points as close as possible.

When formulating the problem, it has been stated that the quality of a polymer
latex is given by its end-use properties. However, the direct feedback control of these
properties is usually impossible because such a properties are rarely on-line measurable.
On the other hand, the current understanding of the emulsion polymerization does not
allow us to establish the relationships between the operational variables of the reactor
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and the end-use properties, but only the relationships between the reactor operational
variables and fundamental molecular and morphological chara~teristics of the polymer
latex such as monomer conversion, copolymer composition distribution (CCD),
molecular weight and molecular weight distribution (MWD), particle size and particle
size distribution (PSD), degree of branching and crosslinking, and particle morphology.

Disturbances

Polymerization
Process

Controller
Final ControlL...- ---' L...- ""

Element

Set-Point

+

Measurement
Device

Figure I. The feedback control configuration.

Therefore, the goal of the feedback control is reformulated to produce a latex with
well dermed molecular and morphological characteristics. Such characteristics, so-called
controlled process outputs, are variables that directly affect the end-use properties of a
polymer latex. Only some of the controlled process outputs are measurable and the
approach is to use the ones which are measurable to estimate the others and apply
feedback control strategies to these variables too.

A complete control objective would require to control all the controlled process
outputs that affect the end-use properties of a polymer latex having as constraints safety
and maximum production rate considerations. Alternatively, one can use maximum
production considerations as the objective function and the controlled process outputs
and safety as constraints.

A general mathematical formulation is

Max
u

J=j(p,t) (1)

subject to

dx
- = h(x,u,k,t)
dt
y=h(x,u,t)

P =c(x,u, t)

umin ~ U ~ u max

xmin ~ X ~ x max

Ymin ~ Y ~ Y max

(2)

(3)

(4)

(5)

(6)
(7)



Pmin ~ P ~ Pmax
x(/o) = xo
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(8)
(9)

where J is the objective function, x the state variables, u the manipulated variables, k
the parameters, y the measured variables and P the controlled process outputs. Notice
that some components of the vectors y andP may coincide, i.e., some of the molecular
characteristics may be measured. In addition, the constraints on the manipulated state,
measured and controlled process variables are explicitly included in the formulation.
Alarms for stirring and cooling failures might also be included.

The solution of the multivariable control objective posed above is not
straightforward and to our knowledge it has not been yet fully formulated and solved for
emulsion polymerization systems. The main difficulties encountered in developing such
general or even more simple feedback control structures can be summarized in the
following points: i) there is a lack of robust, reliable and rapid on-line sensors to
monitor either the end-use properties of the polymer latexes or the related controlled
process variables, and ii) emulsion polymerization is a complex non-linear process not
fully understood yet that can only be described by extremely non-linear models that
involve a great number of usually unknown parameters.

Nevertheless, many attempts to achieve simpler control objectives have been carried
out. In what follows, we present an overview of the works appeared in the literature
where different feedback control strategies were used to control latex properties such as
monomer conversion, polymer composition, molecular weight, particle size distribution
and particle morphology by both computer simulation and real-time implementation. In
addition, the potential application to the control of emulsion polymerization processes
of techniques successfully applied to other polymerization processes such as solution and
bulk polymerizations will be discussed. The first section will deal with state estimation
techniques useful when on-line measurements of the controlled process variables are not
available or the error associated with them is important. In the subsequent sections axl
separately, a critical literature review of feedback control strategies for maximum
production rate (section 3), polymer composition (section 4), molecular weight
distribution (MWD) branching and crosslinking (section 5), particle size distribution,
PSD, (section 6), and particle morphology (section 7) will be presented. In these
sections feedback control strategies proposed and implemented in real-time experiments
will be differentiated from those implemented only by computer simulation. Finally, a
summary of the control strategies discussed in the previous sections and recent
developments in both modeling and estimation techniques (artificial neural networks,
ANN) and advanced control strategies (model predictive control) will be covered.

2. State Estimation in Emulsion Polymerization Reactors

Feedback control requires the process control variables to be determined on-line. In
addition, for the implementation of some control techniques like model based control the
knowledge of the current values of state variables is necessary. If there are process
controlled outputs and state variables that cannot be measured on-line or the errors
associated with their measurements are important they have to be estimated on-line. For
this purpose state estimation techniques are currently used, being the most common
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ones Kalman filtering and Luenberger observers although non-linear optimization has
also been used [1-14J. Recently, artificial neural networks (ANN) have also been used as
estimators for chemical processes (see section 8). In general, state estimators used a
reasonably accurate mathematical model of the emulsion polymerization process to
estimate the states that are not measured, based on the values of those (or a measurement
which is a combination of more than one state) which are available. Figure 2 presents a
schematic of the Kalman filter estimation technique.

The key point of the Kalman filtering is the calculation of the filter gain that
requires the knowledge of the covariance matrices for both the modeling ax!
measurement errors. These are user-specified variances which are laborious to determine
accurately (quite a few replicate experiments are required to have the covariance of the
measurement errors and extensive comparison between model predictions ax!
experimental results is needed to calculate the covariance of the modeling errors). If
adequate values of these matrices are available the Kalman filter performs properly,
otherwise the state estimates will be determined either by the measurements or the model
predictions. Examples of the application of Kalman filters for state estimation in
emulsion polymerization systems can be found in refs. [1, 6-12].

REAL PROCESS

u(t)
PROCESS

y(t)

,
y(t)

PROCESS x (t)
SENSOR

MODEL MODEL

KALMAN FILTER

+ K(y-y)
x(t)

+STATE
ESTIMATE Covariance FILTER

Experimental GAIN (K)
Error (R)

+

Covariance
Model Mismatch

(Q)

Figure 2. Schematic of the Kalman filler.

Non-linear optimization has also been used for state estimation by minimizing the
following objective function:



m

J =L(Yexp(t) - YmOd(t»T (Yexp(t) - Ymod(t»
1=1
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(10)

where m is the number of experimental samples. Kozub and MacGregor [11] lRl
Urretabizkaia et at. [13] applied this technique to semibatch emulsion polymerization
processes. The main difference between the extended Kalman ftlter (EKF) and the non­
linear optimization (NLO) is that the latter requires less tuning parameters than the EKF
(the covariance matrices for the error in the process model and the measurements as well
as for the initial error of estimation must be known or calculated). Nevertheless, the
EKF requires less computational effort than NLO which can be an advantage estimating
state variables of fast reacting emulsion polymerization processes. Kozub lRl
MacGregor [11] compared both techniques by means of computer simulation aM
observed that the differences were not significant in the values of the estimated states.

An important issue in state estimation is that the observability criterion must be
met in order for any state variable to be correctly estimated. This means that, based on
the knowledge of the measured outputs and the inputs at time t, the entire state vector
can be unambiguously determined (Ray [15]). Because of the limitations in on-line
sensors [16], strict observability is difficult to achieve in emulsion polymerization.
Thus, the molecular weight distribution and particle morphology are not observable
using on-line measurements of monomer conversion and particle size. Similarly,
copolymer composition is not strictly observable from calorimetric measurements.
However, in practice, the two cases are completely different. Copolymer composition
can be accurately estimated from calorimetric measurements because of the robust
structure of the mathematical model describing the copolymerization and the availability
of the parameters of this model (reactivity ratios and partition coefficients of the
monomers). On the other hand, the estimation of the MWD from on-line measurements
of monomer conversion and copolymer composition is much more uncertain because of
both model mismatch and errors in the values of the model parameters.

3. Maximum Production Rate Under Safe Conditions

The maximum production rate can be achieved if the heat generation rate is held at the
safe maximum heat removal capacity of the reactor. In semicontinuous isothermal
processes the solids content of the reactor increases during the operation resulting in an
increase of the latex viscosity that in tum causes a decrease of the overall heat transfer
coefficient, U, and consequently, of the maximum heat removal capacity. If the effect of
the solids content on U is known, the evolution of the maximum heat removal capacity
can easily be calculated off-line and the control problem reduces to the tracking of a
trajectory. Kozub and MacGregor [17] proposed the use of the monomer feed rate,
initiator feed rate and in some cases reactor temperature as manipulated inputs to control
the heat generation rate using non-linear inferential feedback strategies. Recently, Saenz
de Buruaga et at. [18] showed in real-time experiments, that a simple proportional­
integral control with dead-time compensation to account for the delay caused by mass
transfer limitations was able to track the maximum heat removal capacity of a reactor
using the monomer feed rate as the manipulated variable. They assessed the control
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strategy in the production of a VAcNeoVal0 copolymer latex of 55 wt% solids content.
Polymer quality was not taken into consideration in this study.

4. Polymer Composition

Copolymer composition has been by far the property of polymer latexes that has been
more often controlled by using on-line feedback control strategies. To achieve this goal,
the ratio of the comonomers in the polymerization loci should be controlled. Few of the
strategies published in the literature were experimentally implemented and verified, and
even less in industrial-like processes.

4.1. EXPERIMENTALLY IMPLEMENTED STRATEGIES

Guyot et at. [19] used a feedback control scheme to control the composition of a 20 wt%
solids content styrene(St)/acrylonitrile(AN) latex. On-line gas chromatography (GC) was
used to measure the unreacted amounts of monomer in the reactor and the feed rate of the
more reactive monomer (St) necessary to keep constant the desired ratio of the
monomers in the reactor was calculated. It was shown that although the desired
monomer ratio was maintained constant into the reactor, the composition of the
copolymer formed was richer in St than expected. Copolymer composition drift resulted
from the different water solubilities of both monomers (acrylonitrile is much more
water-soluble than styrene). Guyot et at. [20] and Rios and Guillot [21] using the same
feedback strategy, produced homogeneous copolymers of butadiene-acrylonitrile and
almost homogeneous terpolymers of acrylonitrile-styrene-methyl acrylate. A similar
feedback approach but based in head space analysis was presented by Oliveres et at. [22]
to minimize the compositional drift of an emulsion copolymerization of
styrene/acrylonitrile.

After those pioneering works, advanced control strategies based on mathematical
models of the process, appeared in the literature [1,13,17,23-28].

Dimitratos et at. [23] used a feedforwaro-feedback control to produce homogeneous
VAc/BuA copolymers in latexes of low to medium solids contents. Leiza et at. [1] used
a non-linear adaptive controller (NLA) combined with a classical proportional-integral
controller (PI) to obtain homogeneous ethyl acrylate-methyl methacrylate latexes of 33
wt% solids content. The NLA controller was also used by Urretabizkaia et at. [13] and
Asua et at. [26] for the polymerization of VAc/MMAlBuA of 55 wt% solids content and
the copolymerization of VAclBuA of 35 wt% solids content, respectively.

The control strategies used by Dimitratos et at. [23], Leiza et at. [1] and
Urretabizkaia et at. [13] are summarized in Figure 3. The sample withdrawn from the
reactor was analyzed by GC and a state estimation algorithm was used to calculate the
values of the state variables. These values were updated to account for the time elapsed
in sampling, analysis and state estimation. The updated states variables were used to
calculate the control actions by combining a model based controller and a classical
proportional-integral (PI) controller. The differences between the works are as follows:
i) Leiza et at. [1] and Urretabizkaia et at. [13] used a sampling device able to handle high
solids content latexes (up to 55 wt%) whereas Dimitratos et at. [23] only were able to
deal with low and medium (:<; 30 wt%) solids contents,
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ii) Dimitratos et al. [23] and Leiza et at. [1] used an extended Kalman filter for state
estimation whereas Urretabizkaia et at. [13] employed non-linear optimization,
iii) the model based controller used by Dimitratos et at. [13] was based on the solution
of the following equation for the flow rate of the more reactive monomer

d(fA}p/ )
dp = jfBJp =0
tit dt

(11)

where [i]p is the concentration of monomer i in the polymer particles. On the other hand,
Leiza et at. [1] and Urretabizkaia et at. [13] used a NLA controller based on the material
balances of the monomers. The latter method allows to compensate for the errors in the
composition of the initial charge as it is shown in Figure 4 that presents the evolution
of the cumulative copolymer composition obtained in a simulated run in which the
initial amount of the more reactive monomer was smaller than that required to produce a
copolymer of the desired composition and only the model based controller was used.
Figure 4 also shows that copolymer composition diverged from the desired one when the
model based controller developed by Dimitratos et al. [23] was used,

R =!!.JE..
.... i [Alp

r--------, + ,
PI ControUeJ ~ .....,

+
+

Nonlinear
Model
Based

ControUer

Figure 3. Schematic of the control strategies proposed by Leiza et al. [I], Dimitratos et at. [23] and
Urretabizkaia et at. [13].

iv) Urretabizkaia et at. [13] used only the NLA controller because it was found by
simulation that the PI controller did not provide any additional advantage. Figure 5
shows the evolution of the terpolymer composition produced for an experiment
controlled by the NLA controller aiming at producing a 15/35/55 VAc/MMNBuA
terpolymer of 55 wt% solids. On the other hand, Asua et at. [26] used on-line reactor
calorimetry to estimate the copolymer composition instead of on-line GC. This avoided
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the dead time associated with the GC measurements and allowed to control fast processes
since the heat generated by polymerization can be obtained every 2 seconds.

A different approach to control the copolymer composition of emulsion
polymerization processes have been proposed by Canu et at. [27] and Saenz de Buruaga
et at. [18,28]. These approaches cannot be seen as a classical feedback control strategy,
as depicted in Figure 1, since the measurement of the copolymer composition was not
directly used in the feedback controller, but optimal monomer addition proftles were
obtained as a function of conversion by solving off-line an optimization problem where
one of the constraints was the homogeneous copolymer composition requirement. The
profiles obtained a priori were implemented based on the on-line measurements of
conversion obtained during the experiment. Canu et at. [27] used densitometry and sound
velocity measurements to obtain an on-line estimation of conversion, and Saenz re
Buruaga et at. [18, 28] used on-line calorimetry. From the proposed techniques,
calorimetry seems to be the more robust and easiest to apply in an industrial
environment.
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Figure 4. Simulation of the evolution of the cumulative copolymer composition during an emulsion
polymerization of EAlMMA with an excess of EA in the initial charge.

The proposed control strategy was successfully applied by Canu et at. [27] to the
emulsion copolymerizations of MMNVAc, BuNSt and the terpolymerization of
MMNVAclBuA. Saenz de Buruaga et at. [18,28] showed the performance of the strategy
by producing BoNYAc copolymers of both homogeneous composition and predefmed
composition profiles. Saenz de Buruaga et at. [18] also showed (Figure 6) that the
control strategy devised lends itself to safe operation, since sudden inhibition
(deliberately induced by the addition of an inhibitor during the exothermic phase of the
polymerization) did not lead to monomer accumulation or thermal runaway once
polymerization recommenced. Furthermore, the quality of the polymer was maintained at
the target value.
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4.2. SIMULATION BASED STRAlEGIES

Kozub and MacGregor [17] proposed a non-linear inferential feedback control strategy to
control the copolymer composition, among others properties, in the emulsion
polymerization of styrenelbutadiene by means of computer simulation.
Their approach is similar to that of Dimitratos et at. [23] but modifying eq. (11) in ocder
to develop a feedback configuration as follows

(12)

(13)

where p is the estimated controlled process output i, Le. the copolymer composition
expressed as in eq. (B), 'fi is the process control-loop response time constant, and, R pi

the polymerization rate of monomer i in the polymer particles.
Note that if eq. (12) is set equal to zero, the solution is completely equivalent to the

feedforward part developed by Dimitratos et ai. [23]. In agreement with the remarks male
by Leiza et ai. [1] on the feedforward controller developed by Dimitratos et ai. [23],
Kozub and MacGregor [17] pointed out that implementation of eq. (12) with the right
hand side equal to zero (open-loop policy without feedback correction) for the case of
errors in the initial charge leads to a very poor quality of the copolymer composition.

Vega [24] applied the input/output linearization technique (GLC) developed by
Kravaris and Chung [25] to calculate the flow rate profile of the more reactive monomer



372

required to produce homogeneous composition copolymers in the simulated emulsion
polymerization of acrylonitrile/butadiene.
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obtained in a controlled VAcIBuA emulsion polymerization.

It can be shown that the GLC controller reduces to

(14)

ki and 'r1•i being the parameters of the PI controller for the propertie i, and which only
differs from eq. (12) in the addition of an integral term in the feedback part of the
controller. Kozub and MacGregor [17] suggested that if an state estimator is used to
predict the states and then the controlled outputs, p, the addition of the integral part is
not necessary.

5. Control of Molecular Weight Distribution (MWD) and Degree of
Branching

Molecular weight distribution affects important end-use properties of the film such as
elasticity, strength, toughness, and solvent resistance. Due to the difficulty of
developing robust on-line sensors to measure the molecular weight and molecular weight
distribution, few works appeared in the literature dealing with feedback control strategies
to control the MWD.

On-line determination of MWD or chain length distribution (CLD) would be
possible through the use of automated gel permeation chromatography (GPC), but to
our knowledge no such application has been reported for an emulsion polymerization
process. For solution polymerizations, experimental setups capable of performing this
task reported by Ponnuswamy et at. [29], Budde and Reichert [30], and Ellis et at. [31].
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Another possibility attempted by many authors has been the estimation of molecular
weight from other available on-line measurements. Relative success was obtained in
solution polymerization systems by Jo and Bankoff [2], Schuler and Suzhen [3], Schuler
and Papadoulou [4], Papadopoulou [5], Ellis et al. [31] and Abedekun and Schorck [32].
The main problem encountered in the estimation being the non-observability of the
molecular weight distribution from the available on-line measurements. Some of the
proposed estimation schemes can be promising for emulsion processes.

5.1. EXPERIMENTALLY IMPLEMENTED STRATEGIES

An experimental application for an emulsion polymerization process was recently
proposed by Canu et al. [27]. Their approach can be seen as an extension of the one
presented for copolymer composition control. The problem of achieving a copolymer
having a constant MWD was reduced to maintaining the instantaneous ratio of the
monomer to the chain transfer agent constant over the polymerization time. Implicit is
the assumption that the main mechanism prevailing in the termination reactions is
transfer to chain transfer agent, CTA. Then, the control strategy reduces to calculate off­
line the flow rates of monomer and chain transfer agent as a function of the conversion
and its on-line implementation. Experimental implementation of such strategy was
shown for the case of producing over the entire extension of reaction a homopolymer of
styrene with an average number molecular weight <Mo> of lx105 g/mol using CCl4 as
chain stopper. They showed that their strategy produced a homopolymer of constant
<Mn>of 1,3 x105 g/mol over the entire extension of the reaction whilst in a batch
process the molecular weight decreased considerably during the polymerization. Due to
the low chain transfer rate constant to CTA, rather high concentration of CCl4 was used
(6 wt% on monomer). More efficient CTA such as n-dodecyl mercaptan may be used,
but in this case mass transfer limitations might cause a time-delay. It has to be
mentioned that this strategy cannot be considered as a true feedback control strategy but
as an on-line conversion based trajectory tracking open-loop policy.

5.2. SIMULATION BASED STRATEGIES

There are also a limited number of simulation studies devoted to control the polymer
molecular weight in emulsion polymerization. In most of the works, CTAs have been
used as the manipulated variable to control the molecular weight of the polymer.
Hamielec et at. [33] and Kanetakis et al. [34] have shown by computer simulation of a
styrene-butadiene rubber latex train how to control the MWD and branching frequency by
manipulating the CTA and splitting the monomers feeds between the fIrst ald
subsequent reactors. More recently, Vega et al. [35] presented an approach to reduce off­
spec product usually generated in the transient between steady states of an
styrene/butadiene emulsion polymerization. They showed that their approach is superior
to the "bang-bang" operations normally implemented in industry. In addition, Vega et al.
[36] proposed also an optimized steady state operation in which monomers and CTA
were fed along the reactor train and stated that <Mn> can be fixed or forced to follow any
prespecifIed profile.

Kozub and MacGregor [17] proposed a non-linear inferential feedback strategy to
control the molecular weight and the degree of branching of an emulsion polymerization
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carried out in a semibatch reactor. In order to control the molecular weight they stated
that to produce a desired cumulative property (number or weight average molecular
weight and polydispersity) the corresponding instantaneous property should be kept
constant throughout the process. For instance to control the number average molecular
weight, <Mn>, the controlled variable, p, to be included in eq. (12) can be the following
one

(15)

where F S1 and FBu are the instantaneous composition of the copolymer, Vo and VI the
first moments of the copolymer chain distribution, and MQj the molecular weight of
monomer i. The flow rate of the eTA was used as the manipulated variable. In order to
control the degree of branching the controlled process variable is the instantaneous
property defined as follows

. d(voB 3)ldt
p = Branchmg = n

dv lldt
(16)

being Bn3 the frequency of tri-branching. A similar approach can also be applied for the
degree of crosslinking. For the case of branching and crosslinking the more efficient
manipulated variable was found to be the flow rate of monomer. The performance of the
proposed non-linear inferential feedback strategy was shown in the simulated emulsion
polymerization of styrene/butadiene. A multivariable objective having as goals the
control of overall conversion, instantaneous copolymer composition and instantaneous
weight average molecular weight was assessed. It was found that the inferential feedback
controller provides a significant improvement relative to the open-loop policy (obtained
solving eq. (12) with the right hand side equal to zero) when errors in the initial
conditions were introduced.

6. Control of the Particle Size Distribution

The PSD of a polymer latex may be critical if the final product is going to be the latex
itself, e.g. for paints and coatings. In other cases, the PSD will remain as an
intermediate variable of less importance. An excellent review of the techniques available
for on-line measurement of particle size and PSD is presented by Hergeth in this book
[16]. One of the difficulties for the control of PSD using feedback strategies is related to
the fast dynamics of the nucleation period itself. The fastest on-line measurement
available right now will take no less than 5 to 10 minutes to be completed (due to the
dilution step required) and the nucleation of a secondary population of particles by
micellar mechanism would no take more than 5 minutes. Therefore, there is no time to
influence the emerging population by manipulating emulsifier and initiator flow rate at
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least in a feedback fashion. Another difficulty arises from the limited knowledge of the
mechanisms determining the PSD (particle nucleation and coagulation) available.

An attempt to control the PSD using a feedback strategy was presented by Gordon
and Weidner [37] for the emulsion polymerization of vinyl chloride. B~ on an ena-gy
balance of the reactor jacket (heat balance calorimetry) the conversion was inferred and its
evolution (mainly slope changes) used as an indication of generation of new particle
populations. This on-line information was used to modify the flow rate of emulsifier 100
into the reactor. The type of controller used to manipulate the flow rate of emulsifier
was not reported.

7. Control of Particle Morphology

Particle morphology can affect polymer end-use properties considerably, and hence
controlling particle morphology is an important issue. However due to the difficulty of
characterizing particle morphology, even by means of off-line techniques, the
development of control strategies is still a challenging research field. Accordingly, most
of the works are implementation of predefmed strategies to achieve the desired polymers.
Nevertheless, in a recent work, Echeverria [38] showed how to prepare core-shell
particles by using an on-line feedback control strategy b~ on the NLA controller.
They prepared particles having a homopolymer core of MMA or BuA and an interphase
composed of a gradient composition from 100/0 to 01100 as a function of the growing
particle radius. Finally, a shell of the counterpart homopolymer (MMA or BuA) was
incorporated.

8. Conclusions and Future Challenges

In the foregoing, the feedback control strategies aiming at controlling latex properties
such as polymer composition, molecular weight distribution, particle size distribution
and particle morphology are reviewed. These are only partial solutions to the global
control problem posed in eqs (1) - (8). An overall solution of the global control problem
has not been yet implemented. The main difficulties arise from both the lack of robust
and fast enough sensors for on-line monitoring of the controlled process variables, the
limited knowledge of the mechanisms involved in emulsion polymerization, and the
complex models required to fit the highly non-linear behavior of emulsion
polymerization. Recent developments in both on-line monitoring and kinetics <nl
mechanisms in polymerization in dispersed media are reviewed in length in other
sections of this book [16,39-43] and are not further discussed here, although the feedbadc
control will benefit from any improvement in these fields. On the other hand, the
complexity of the mathematical models based on first principles is inherent to the non­
linear nature of emulsion polymerization. This complexity is a burden for the
application of advanced non-linear controllers [44]. Recently, artificial neural networks
(ANN) have successfully been used to model complex chemical process in which the
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fundamental mechanisms are poorly known [45]. ANNs are extremely flexible non­
parametric models able to represent highly non-linear processes under both steady state
(feedforward ANNs, [45]) and dynamic (recurrent ANNs[46] ) conditions. One of the
disadvantages of the ANNs is that extensive data is needed to estimate the values of the
parameters of the ANN (to train the ANN). In addition, this data must be representative
of the entire operation region because although ANNs can interpolate better than a frrst
principles model, their extrapolation ability is very limited. ANNs can also be used in
combination with first principles models [47,48]. In these arrangements the fIrst
principles model accounts for the main trends of the system and the ANNs takes care of
the fIne tuning. The advantages of these combined systems are that prior knowledge is
incorporated into the model and that the training of the ANN usually requires less data.
The disadvantage for on-line control is that the structure of the model remains complex
and therefore rather demanding from the point of view of on-line computer time. ANNs
have been used for both state estimation [46,49,50] and process control [45,51,52].
When ANNs are directly used as state estimators, in contrast to traditional methods, this
technique does not utilize the measurement to estimate the state variables but uses the
outputs of the model as state estimators [46]. ANNs have also been used for model based
process control such as model predictive control [52]. An application to emulsion
polymerization has been reported recently [51]. Irrespective of the mathematical model of
the process, model predictive control seems to be the more promising control strategy to
solve the global control problem posed by eqs (1)-(9).
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OVERVIEW OF USES OF POLYMER LATEXES

A. 1. DeFUSCO, K. C. SEHGAL and D. R. BASSETI
Union Carbide Corporation
UCAR Emulsion Systems
Cary. North Carolina. USA

1. Introduction

Latex polymers derived from emulsion polymerization are used in a very large number
of applications. The scope of this chapter is to review the more common uses and to
emphasize the utility of emulsion polymerization to produce an extremely wide variety
of polymers. The most visible use of latexes is in architectural paints, both interior
and exterior, where a slow and steady replacement of alkyds and solvent-based paints
has been under way for several decades. The differences in performance standards
between interior and exterior uses have dictated the appropriate compositions, with
vinyl-based polymers dominating the interior markets and acrylics generally prevalent
in exteriors. Advances in adhesive technology, and the increasing use of branched
vinyl esters, have produced cost-effective alternatives to acrylics, however. In non­
architectural polymer applications, a major shift to latexes has occurred in the area of
adhesives, caulks and sealants where the elastomeric properties obtainable with
available monomers have been exploited. In the regard, the pressure polymers, using
ethylene as a plasticizing co-monomer, have gained a sizable market share. Two
remaining areas consuming large volumes of latexes include textile coatings and paper
coatings. In textiles, acrylic polymers, modified for adhesion, flexibility and solvent
resistance, account for most of the volume. In paper coatings styrene-butadiene
copolymers have long dominated the market due to their low cost advantage. Finally,
a fast growing area of latex consumption is industrial coatings where thermosetting
latexes with excellent performance properties have been developed. Under the
category of specialty emulsion polymers are included cement additives, rheology
modifiers, flocculants, foams, and biomedical latexes. In each case, emulsion
polymerization has proven to be an extremely versatile process for the production of
polymers designed for specific application characteristics.

Several of the latex applications described above, including paper coatings,
pressure sensitive adhesives and biomedical latexes, are extensively discussed
elsewhere in the book. Consequently, the application areas covered in this chapter will
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be limited to architectural coatings, coatings for textiles, water-borne adhesives, caulks
and sealants, and associative rheology modifiers.

2. Latexes In Architectural Coatings

2.1. INTRODUCTION

The scope of architectural coatings includes a variety of products which are geared to
both professional contractors and individual homeowners. Most of the products that a
consumer would find in a paint store or the paint section of a home center include
products that can be classified as architectural coatings, including primers, enamels,
sealers, and stains. The most common types of architectural coatings are latex house
paints.

A latex paint can be defined as a dispersion of pigment in a latex polymer vehicle
designed for application to a substrate in a thin film[l,2]. The primary purposes of
latex paints are: a.) to decorate and b.) to protect. Latex paints have become extremely
popular with professionals and consumers alike for a variety of reasons, most of which
can be summarized below:

• Low odor
• Low toxicity
• Easy to apply (ideal for brush or roller application)
• Easy clean-up with soap and water
• Faster drying than oil-based paints
• Better exterior durability than oil-based paint
• Improved cost/performance

There are typically a number of ingredients that comprise a latex paint[3]. The
latex polymer is, of course, the most important ingredient because it is the film­
forming portion of the paint and the portion from which the paint derives most of its
properties. But there are a number of other ingredients that comprise a typical house
paint formulation. The following is a list of the most common ingredients in latex
paints:

1. Primary Pigment -- This is the ingredient which contributes the most to
the c%r and hiding power ofa paint. In white paints, this pigment is
titanium dioxide (Ti02). In colored paints, this pigment can be one of
a variety of different materials ranging from organic to inorganic
compounds.

2. Extender Pigment -- This ingredient is much lower in cost than the
primary pigment, but it can profoundly affect the performance of
latex paints. Examples of the most common extender pigments include
calcium carbonate, magnesium silicate (talc), aluminum silicate (clay),
silica, and mica.
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3. Coalescing Solvent & Plasticizer -- These ingredients are used to
insure complete coalescence or fusing together of the latex polymer
particles. Coalescing solvents are usually preferred over plasticizers
because they will eventually escape from the film, while plasticizers
will remain with the film indefinitely.

4. Dispersant & Surfactant -- These ingredients are used primarily to
promote pigment wetting and ease ofdispersion. Dispersants are
generally anionic in nature, while the most common surfactants are
typically nonionic.

5. Defoamer -- As the name suggests, this ingredient is used to aid
removal ofair that can be entrapped in a latex paint. There are
generally two types ofdefoamers -- silicone and non-silicone types.
Silicone types tend to be more effective, but these types can also
contribute more readily to surface defects.

6. Preservative & Mildewcide -- These ingredients are used to inhibit
microbial growth that is associated with any water-based system
such as latex paints. Preservatives are used to inhibit microbial growth
in the latex paint itself, while mildewcides are used to prevent growth
of fungus and algae on the dried latex paint film.

7. Thickener & Rheology Modifier -- Other than the latex polymer and
the primary pigment, the thickener or rheology modifier is arguably the
most important ingredient in a latex paint because it has a profound
affect on the application properties of the latex paint. The term
"thickener" usually refers to an ingredient which only increases
the low shear viscosity of latex paint; the term "rheology modifier"
refers to an ingredient which affects both the low shear and high shear
viscosities of latex paint, and impacts key application properties, such
as roller spatter.

8. Miscellaneous Additives -- These ingredients include a host of
specialty chemicals, which are used in very small amounts to
significantly affect key latex film properties. Examples of these
types ofproduets include anti-mar, anti-slip, and anti-blocking
additives.

2.2. LATEX POLYMER TYPES

There are a number of different latex polymers that are used in latex paints. The two
most common latex polymers are acrylics and vinyl acrylics. Acrylic latexes are
generally copolymers of methyl methacrylate and butyl acrylate and are used primarily
in 1st line exterior flats and trims. Vinyl acrylics are copolymers of vinyl acetate and
butyl acrylate, and -- unlike acrylic latexes -- are used primarily in interior flat and
semi-gloss paints. Vinyl acetate homopolymers are used as vehicles for tape joint
cement, and may still be used to a small degree in ceiling paints. Vinyl acetate is also
co-polymerized with: a.) ethylene, to produce EVA latex polymers, which have a much
smaller market niche than vinyl acrylics, and b.) VeoVa 10 branched vinyl ester, to
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produce more hydrophobic latex polymers, which are growing rapidly in popularity in
exterior coatings. The final latex polymer type of note is styrene acrylic, which is a
terpolymer of styrene, methyl methacrylate, and butyl acrylate. These polymers are
used primarily in high gloss coatings.

There are several key attributes of latex polymers which determines their use in
latex paints. These characteristics are listed below:

I.) Monomer Composition -- controls the overall durability and
performance of the latex paint.

2.) Glass Transition Temperature -- reflects the hardness of the latex
polymer and its suitability for use in trims or flats.

3.) Particle Size -- affects latex polymer rheology and adhesion
properties.

4.) Molecular Weight -- affects latex polymer integrity, which becomes
evident in scrub resistance and exterior durability.

5.) Acid Content -- affects adhesion to metal surfaces.
6.) Adhesion Promoters -- affects adhesion to difficult substrates, such as

gloss alkyd and chalky surfaces.

2.3. PIGMENT BINDER RELATIONSHIP

An important aspect of latex paints is a concept known as "Pigment Volume
Concentration." This term refers specifically to the following ratio:

Pigment Volume, NVM Gals X 100
(pigment Volume + Latex Polymer Volume, NVM Gals)

This term essentially describes the percentage of the dried latex film that is
pigment. For example, a latex paint that is 50% PVC will dry to form a latex paint
film which is 50% pigment (by volume).

The concept of PVC is a critical tool that is used by paint chemists when they
develop new paint formulations[4). PVC affects a number of paint performance
properties including: hiding power, permeability, and durability. It also affects
another key factor: economics of the latex paint formulation.

Of all of the properties affected by PVC, the most important is the gloss property.
Gloss is a measurement of the light reflectance of a paint surface. The lower the PVC,
the more "latex polymer rich" the paint film, and thus the higher is the gloss potential
of that film. High Gloss and semi-gloss paints must be formulated at low PVC, while
flat or eggshell paints are usually formulated at significantly higher PVCs. Latex
paint systems are defined in large part by the gloss imparted by the paint film. It
therefore follows that latex paint systems are defined in large part by the PVC of the
latex paint formulation.

Most of what has been discussed thus far applies to all types of latex paints.
However, latex paints can be further characterized as interior or exterior. The
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perfonnance requirements of these two types of latex paints can be significantly
different, depending on the end-use purpose.

2.4. INTERIOR LATEX PAINTS

To determine the key properties of interior paints, one needs to look no further than a
Consumer Reports review of interior latex paints. Most paint companies which
market a large percentage of their products to consumers want to be ranked favorably
by this organization, and so the properties tested by the Consumer Reports Laboratory
are often the properties on which most paint companies concentrate their product
development efforts. These properties include scrub resistance, cleansability (which
refers to the ease of removal of common household stains from the film), adhesion
(which is actually a test of water resistance), blocking resistance (commonly referred
to as "sticking"), hiding power, color properties, and application properties.

In addition to marketing paints for consumers or the do-it-yourself customers, most
paint companies market a significant amount of material to professional paint
contractors. The professional painters pay more attention to application and color
properties than the average consumer, and far less attention to film properties such as
scrub resistance and cleansability. The professional painters want to complete the
paint job in the shortest amount of time. One of the few areas in which the paint
contractors get very concerned is a property known as touch-up. This property refers
to an instance in which the paint contractor sprays an initial coat of paint during one
time of the day (typically early in the morning, when the temperature of the room is
cold), and returns later in the day (when the temperature of the room has significantly
increased) to "touch up" the areas that he missed during his initial application. If the
paint applied in the second application does not match the initial coat, then the paint
contractor knows that the paint job will not be accepted and he will need to re-paint
the room.

Vinyl-based latex polymers, particularly vinyl acrylics, dominate the interior latex
paint market. Other latex polymers cannot approach the cost effectiveness of vinyl
acrylics, particularly in the area of scrub resistance and application properties. Vinyl­
based latex polymers which use ethylene as the plasticizing co-monomer in place of
butyl acrylate have exhibited particularly good performance in the area of low
temperature touch-up properties. Although acrylics and styrene-acrylics are used
infrequently in interior coatings, these latex polymers are used in certain small
applications which require particularly good perfonnance in a key property, such as
high gloss, blocking resistance, or stain removal.

2.5. EXTERIOR LATEX COATINGS

Due primarily to the fact that exterior latex paints are exposed to the various elements
of nature, namely, UV (sunlight), rain, and significant changes in temperature,
exterior latex paints must withstand a far greater number of performance challenges
than interior latex paints. Although systems are still defined to some degree by the



384

gloss potential of the dried paint film, there are two other factors which playa key part
in defining the requirements for exterior latex paints: 1.) geographical climate, and 2.)
materials of construction.

Geographical climate plays an important role for a variety of reasons. First, the
climate dictates the amount of freeze/thaw cycling that occurs in a given year.
Freeze/thaw cycling is important when painting over dimensionally unstable woods,
such as Southern Yellow Pine or fir plywood. The more the wood expands and
contracts in response to the changes in temperature, the more stress is put on the
coating to withstand this expansion and contraction. Ultimately, the latex coating will
exhibit grain cracking, which can lead to flaking and loss of adhesion of the latex
coating from the wood. Relative humidity and average sunlight also play a role in
defining the requirements for exterior latex paint performance.

Materials of construction play an important role because the substrates that are
most often used in new construction vary to a large degree and present different
obstacles to performance. For example, Western Red Cedar (unlike Southern Yellow
Pine) is considered a dimensionally stable wood, i.e. it does not undergo very much
expansion and contraction with changes in temperature. However, this wood is dark­
colored and can exude tannin stains through a paint film. These stains can cause
severe discoloration of white paint films.

Another type of substrate, masonry (brick and concrete), can also cause problems
for exterior latex paints. Certain types of latex polymers, such as vinyl acrylics, can
hydrolyze (break down over time due to high pH) and lose adhesion. In addition to
this, salts contained in the cement can permeate through a dark-colored latex paints
and deposit at the surface, thus exhibiting unsightly white salt stains, a defect called
efflorescence.

There are a number of other properties that are important to exterior latex paint
performance. These include the following:

1.) Resistance To Dirt Pick-Up & Mildew
2.) Gloss Retention
3.) Chalk Resistance
4.) Chalk Adhesion
5.) Color Retention
6.) Low Temperature Application

Historically, while vinyl acrylics have dominated the interior latex paint market,
acrylics have dominated the exterior latex paint market. There are many reasons for
this, but essentially acrylics have proven to be the most durable latex polymer for
exterior use, while exhibiting an excellent balance of grain-cracking resistance and
dirt pick-up. Styrene acrylics have been used in masonry coatings due to their
excellent efflorescence resistance, but these polymers have a tendency to chalk much
faster than other latex polymer types. Use of vinyl-based latex polymers has increased
over the past several years, due in part to use of branched vinyl esters as co-monomer
with vinyl acetate and due in part to advancements in vinyl acrylic technology.
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2.6. FUTURE TRENDS

Several trends are emerging in new latex paint technology. Low odor/low VOC paints
have recently been introduced into the market. These paints have not as yet been
widely accepted because they do not perform as well -- in certain key performance
properties -- as conventional paints. Alkyds still occupy a relatively modest niche of
the architectural coatings market, but "alkyd replacement" latex technology continues
to close the gap between alkyd and latex paints. Part of this advancement involves
rheology enhancement of the latex itself, which results in latex paints that exhibit
excellent film build properties without the use of rheology modifiers. Yet another area
of new technology lies in latexes which contain cross-linking functionality. All of
these areas are sure to further advance the use of latex polymers in architectural
coatings.

3. Latexes in Adhesives. Caulks and Sealants

3.1. INTRODUCTION

There are many instances at both home and work where two substances need to be
joined together. This is accomplished by fastening the materials mechanically by
bolts, rivets, staples, or bindings or by bonding them with an adhesive. Adhesive
bonding, because of its versatility, ease of application, low cost and ever-improving
performance, has become the preferred method of fastening in a growing number of
application areas.

An adhesive can be defined in the simplest terms as a substance which can bond
together and is capable of holding or preventing the separation of two similar or
dissimilar materials (called adherends). Adhesives can be classified according to
chemistry (Acrylic, PVAc, EVA, Rubber , Urethane, Epoxies, Phenolics,
StarchlDextrin, Cyanoacrylate etc.), polymer type (Thermoplastic, Thermoset) and
application/end-use (Structural and Nonstructural). Structural adhesives referred to
here are those which have relatively high Tg (> 30° C, Figurel) and which when
applied to two substrates are designed to transfer load from one substrate to the other
and result in a high shear strength of the order of 1000 psi. Nonstructural adhesives
can be classified into specific categories such as pressure sensitive, contact, laminating
and packaging etc. Caulks and sealants can also be grouped under the nonstructural
type although there is sometimes tendency to refer to sealants as structural materials.
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Figure 1. Latex adhesive/coating applications and glass transition temperature ranges

The following discussion is divided into three sections. The first section deals with
latex adhesives, the second with caulks and sealants, and the third with polymer
design for adhesives, caulks and sealants.

3.2. LATEX ADHESIVES

Latexes are finding increasing utility in nonstruetural adhesives, caulks and sealants.
They have several advantages over corresponding solution systems. Compared to
solutions of resins in organic solvents, latex systems are non-flammable, non­
polluting, low in toxicity, low in odor, higher in solids at lower viscosity, and often
lower in cost. Government regulations have accelerated this movement towards water­
borne systems. Producers of water-borne systems have responded to this opportunity
through concurrent technological developments which have overcome most of the
early limitations of such systems. In many instances, the change initiated only for
economic or environmental reasons ultimately has led to improved performance.

Since latex adhesives have found extensive use in the nonstructural adhesives, the
rest of the discussion will be confined to these type of adhesives. The use of some of
the more commonly used latex adhesives for various applications is given in Table I
below. Further details of the classification of adhesives and their uses are covered by
Skeist[5].
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Table!. Adhesive types used in various applications
Adhesive Type Use

Acrylate PSA(tapes, labels), Contact, Laminating, Textile, Paper
Vinyl Acetate homopolymer Wood, White Glue

Ethylene Vinyl Acetate Packaging, Film laminates
Styrene-Butadiene Rubber Packaging, Carpet, Shoes, PSA

Neoprene Contact, Laminating
Natural rubber self adhesive envelops

General test methods for performance evaluation of different types of Latex
adhesives can be grouped into three categories described below:
• Application properties: Coatability, dry time, open time/recoat time, green

strength
• Adhesive properties: Strength of adhesion to various substrates in cleavage/peel

and shear modes, peel strength, shear strength and tack in different geometries
• MechanicaVother properties: Shrinkage, tensile-elongation, stress

relaxation/creep, compliance, water absorption, weathering.

Details of tests for a given application are provided in the ASTM manuals 15.06
and 15.09 and PSTC test methods [6]. Pressure Sensitive Adhesives (PSAs) and
Contact adhesives are discussed in detail below.

3.2.1. Pressure Sensitive AdhesiveS (PSAs)
Pressure sensitive adhesives are soft ductile materials which in the dry state (i.e., free
of solvent or water ), are permanently tacky at room temperature and adhere to a
variety of surfaces under only slight pressure. They have low glass transition
temperature (Tg), less than -20°C (Fig. I) and low to medium molecular weight. This
class of adhesives is being increasingly used in consumer, automotive and construction
areas. PSAs are generally copolymers derived from acrylic, vinyl acetate, ethylene,
styrene, butadiene and isoprene type of monomers. In many cases, depending on the
nature of the base polymer, they are formulated with tackifiers, plasticizers and curing
agents to enhance adhesive properties. Water-borne systems are modified with
surfactants, defoamers and rheology modifiers to enhance application properties. A
typical PSA end-use system consists of the adhesive, the carrier (polymeric or metallic
film or paper backing ) and, in many cases, silicone release liner. They find
applications in tapes, labels, decals, floor tiles, wall coverings and wood grained films.
Raw material supplier, coater and converter/printer form an integral part of the end
use PSA product. A good monograph on PSA technology is available[7].

Peel, tack (quick stick) and shear (holding power) adhesion tests form the basis for
evaluating the PSA performance. In general, while peel and tack go hand in hand with
each other, shear follows an opposite direction: an adhesive with high peel and tack
generally possesses low shear properties and vice versa. These properties are
controlled by surface/rheological and bulk/viscoelastic contributions which in turn
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depend on the material and fonnulating components of the adhesive systems. An
empirical relationship has been found to exist between peel and shear[8]. Efforts are
always made to develop systems which have high peel-tack as well as shear.

3.2.2. Contact Adhesive
Contact Adhesive is a material which is applied to both of the substrates to be bonded.
The adhesive is allowed to partially dry on two surfaces, may have little residual tack
but fonns a strong bond when two coated surfaces are mated together under low and
moderate pressure. Contact adhesives have also low Tg of the order of -10 to +100 C
which is higher than that of the PSAs (Figure 1). This class of adhesives, especially
the water-borne types, are based on neoprenes and acrylics. Some major use areas of
these adhesives include:

Shoes:
Automotive:
Furniture:
Trade Sales:

Leather/Cloth
Headliners, Interior Upholstery, Vinyl Top
Plastic Laminate Table and Counter tops to Wood and Fiberboard
WoodIWood, Cloth/Wood, Plastic/Wood, Cloth/Cloth, MetallVinyl etc.

These adhesives are characterized by good green (initial) strength, excellent
ultimate bond strength, good high temperature bond strength and good metal
adhesion. In addition they should have long open time (see below).

The most important perfonnance parameter for a contact adhesive is the "open
time-green strength " relationship. Open time is the time elapsed between the
spreading of the last coat of adhesive and the assembly of the adhesive joint. Green
strength can be defined as the strength of the adhesive joint shortly after assembly,
e.g., less than one minute. Since the adhesive is nonnally only partially dry at the time
of joint assembly, green strength is usually measured when the joint contains residual
carrier like water or solvent. Green strength is important in several applications where
it is desirable for the parts to remain in place without clamping, e. g., when bonding
semi-rigid substrates which may not entirely be flat, such as formica and particle
board. The development of good green strength requires that the adhesive build
cohesive strength without its surface losing the ability to defonn or exhibit auto tack
under moderate pressure. Thus rapid development of green strength and extended
open time are desirable features of a contact adhesive. In practice these conditions are
hard to meet for water-based systems. New polymer design approaches are being
pursued to meet this challenge for water-borne systems.

3.2.3. Areasfor Future Improvement
Currently available water-based contact adhesives, both acrylics and neoprenes are in
some ways, deficient when compared with the traditional neoprene solvent systems.
An improvement in the open time-green strength relationship (longer open time and
rapid build-up of green strength )is desired. Improvement in high temperature bond
strength is also needed.

The latex pressure sensitive adhesives, because of the surfactants and some
initiators used in their manufacture, suffer inherently from water sensitivity which
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adversely affects the adhesive, application and converting properties. A reduction in
water sensitivity can make the latex adhesives suitable for use not only as replacement
for solvent-borne systems but also in new applications. Some other areas of
improvement include higher peeVtack-shear balance, adhesion to low energy plastic
surfaces under different environmental conditions of relative humidity and
temperature and application properties for high speed coating operation.

3.3. CAULKS AND SEALANTS

Caulks and sealants are materials used to fill gaps between similar and dissimilar
surfaces which differ in surface energy and morphology. Their main function is to
prevent the transmission of water, air and heat in the joint. The two terms, Caulks and
Sealants are used interchangeably. However, there are differences in many
performance characteristics[5,6]. Caulks are used on substrates where joint movement
of the order of 10 % is expected. Generally they are relatively nonelastomeric, exhibit
low elasticity and undergo appreciable plastic deformations under cyclic changes of
heat and cold. Sealants, on the other hand, are relatively elastomeric materials and
can undergo expansion or contraction of the order of 25 %. Thus ,in addition to
meeting all the requirements of caulks, sealants are required to extend and compress
much more under extreme environmental changes without losing their sealing
properties. Caulks and sealants encompass a wide range of Tg (-20 to +10, Figurel)
and find applications in architectural, maintenance, automotive and industrial areas.
Water-borne systems, which are generally acrylics or vinyl acrylics, sometimes
modified with small amounts of silanes, are widely used in homes for caulking,
weather proofing and sealing leaks.

General test methods for caulks and sealants include extrusion rate, volume
shrinkage, low-temperature flexibility, recovery, adhesion, slump resistance, tackiness­
dirt pick up, cracking, hardness, flexibility, tensile/elongation, paintability, durability
and package stability. These tests are done according to the ASTM manual-04-07 (C­
920, C-570, C-834, C-836 and C-957) or and Federal specifications (IT-8-00227E,
00230C and 01543A)

Caulks and Sealants, like adhesives, can be classified according to chemistry,
polymer type, application method, physical form and curing mechanism[9]. They are
also classified in terms of low/medium and high performance [10). Water-borne
polymers find use in both the categories. The former are generally low cost with
limited joint movement and low or no chemical cure while the latter are medium/high
cost, are capable ofjoint movement with no or little shrinkage and have good adhesion
to a wide range of substrates differing in surface energy and morphology. These
substrates can include glass, masonry, concrete, wood, steel, aluminum, plastics etc.
From a practical point ofview they can be classified according to appearance as shown
in the table below.
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Percent Latex 95 75-80 30-35
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Pigment/Latex solids 0 0.02-0.06 2.5-3.2
Weight Solids (%) 59 60-64 80-85
Volume Solids (%) 55 55-59 70-75 •

3.3.1. Areasforfuture improvement
There is need for development of higher performance acrylic latex caulks and sealants
systems through improvement in various areas to meet future challenges . One
important area includes improvement in the elastomeric character to withstand large
joint movements without losing sealing properties. Development of zero VOC
systems, lower residual monomer and elimination of ethyl acrylate is also needed.
Other areas of improvement include mildew growth, cracking of paints applied over
uncured caulks, degassing and after flow during manufacture and application methods.

3.4. DESIGN OF LATEX ADHESIVES, CAULKS AND SEALANTS

It is clear from the above discussion that for optimum performance, PSA requirements
require high peel-tack as well as high shear; those for contact adhesives require high
green strength and long open time; and those for caulks and sealants need high
flexibility-interfacial adhesion and toughness. It is not easy to achieve a given set of
properties for a given application because there are conflicting polymer and
formulation properties requirements. For example in PSAs, polymer viscoelastic
properties required for high peel adhesion conflict with those required for high shear
adhesion. Systematic studies are needed to identify parameters of polymer systems to
design latex adhesive systems with optimum performance. The parameters that affect
the properties of a latex adhesive system can be collected into three groups - polymer,
emulsion and formulating parameters. The polymer parameters include the type of
monomer (BA,EA,MMA,STY,ACN), Tg ( -60 to + 10° C), functional groups
(carboxyl, hydroxyl, amide) and molecular weight (medium to high); the emulsion
parameters include stabilization system ( anionic, nonionic), particle size (0.2 to 0.5
microns), initiation package (redox, thermal), feed method (uniform, core-shell); the
formulating parameters include the use of post-additives like wetting agents ( anionic),
rheology modifiers (conventional, associative), tackifiers (rosin, terpenes, phenolics),
adhesion promoters (sHanes), defoamers (conventional), preservatives (conventional),
plasticizers (benzoates, phthalates) and crosslinkers (external, ambient, ionic). Some
aspects of polymer parameters are discussed here. Although these have been
exemplified with PSA systems, the findings are applicable to adhesives and caulks
and sealant systems in general.
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3.4.1. MonomerTypelTg
Acrylic adhesives are based on higher chain monomers like ethyl, butyl, 2-ethylhexyl
and octyl acrylates whose long, nonpolar side chain provide internal plasticization.
Small amounts of higher Tg monomers, like styrene, methyl methacrylate, vinyl
acetate and acrylonitrile impart cohesive strength; and functional monomers like
those containing carboxyl, hydroxyl and nitrogen impart specific adhesion. For
example calculated Tg of about - 45° C can be achieved through compositions such as
n-butyl acrylate/methyl methacrylate in a ratio of 90/lO or 2- ethylhexyl
acrylate/methyl methacrylate in a ratio of 80/20. A series of polymers encompassing a
range of -54 to +8° C were prepared by varying the ratio of the major monomers while
keeping other aspects constant and the effect on peel-tack and shear was studied [8].
The divergent influence of polymer Tg on tack-peel (adhesive or interfacial strength)
and shear (cohesive strength) was seen. Tack and peel decreased and shear increased
with increase in Tg. A high tack-peel value requires intimate contact between polymer
segments (high mobility, low Tg) and the substrate. Shear adhesion on the other hand
requires high cohesive strength, which unlike tack-peel is favored by stiff polymer
segments, inter and intra-chain associations, chain entanglements and actual
crosslinks (high Tg). These types of studies and observations help in the selection of
the type and levels of monomers to achieve desired Tg and design proper systems for a
given application. Lower Tg polymers will favor interfacial adhesion, long open time
and flexibility while the higher Tg polymers will favor high cohesive strength, tensile
strength and high bond strength at elevated temperatures.

3.4.2. Molecular Weight and Distribution
Molecular weight of latexes can be adjusted with initiator level, Chain Transfer Agent
(CTA) and multifunctional monomers. In the present case, under constant monomer
composition and polymerization conditions, the molecular weight was altered by
changing the concentration of CTA from 0 (high molecular weight) to 1.0 % (low
molecular weight) and the distribution was altered by process conditions [11]. The
effect on peel strength and holding power (shear) was studied. The peel curve showed
three distinct regions. In region 1, the peel force increased with increase in molecular
weight (decrease in CTA concentration). The mode of failure was cohesive on a
macroscopic scale. indicating sufficient mobility and deformation characteristics
favorable for the formation of a good bond and insufficient cohesive strength to
withstand the stresses applied during the debonding process. In region 2, the peel force
attained a maximum value but the failure mode was still cohesive. The increase in peel
strength appeared to be arising out of the increase in cohesive strength due to increase
in the molecular weight. In region 3, peel strength decreased with increase in
molecular weight, the failure mode shifted from cohesive to adhesive on a macroscopic
scale. An increase in cohesive strength took place to a degree which markedly
restricted the flow and deformation behavior of polymeric adhesive and inhibited the
achievement of maximum number of contacts at the interface required for the
formation of stronger interfacial bond. The shear adhesion showed a continuous
increase with increase in the molecular weight which was due to the increase in the
cohesive strength. The curve showed a steady increase initially followed by a sharp
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increase. Altering the molecular weight distribution through process variations
considerably enhanced the adhesive properties balance (higher peel as well as shear
for a given level of CTA). Thus proper control of molecular weight/distribution can
result in designing new improved polymers for a given application.

3.4.3. Functional Monomers
Several polar functional groups such as carboxyl, hydroxyl, and nitrogen containing
are incorporated into acrylic adhesive polymers to enhance specific interactions with
organic and inorganic surfaces. In addition, functional groups like carboxyl can also
enhance the stability of the latex. It has been observed[ll] that the shear adhesion
increased with increase in the carboxyl content. Dipole-dipole interactions due to
carboxyl groups result in an increase in cohesive strength. Thus a modification in the
rheological properties, as observed by an increase in Tg and elastic modulus with
increase in carboxyl content takes place. In the low molecular weight range; the peel
strength increases with increase in the carboxyl content. It is evident that a proper
combination of the type of polar functional group, molecular weight/distribution and
Tg can lead to optimization of interfacial and bulk properties essential for the
development of high perfonnance adhesives and caulks and sealants.

4. Latexes for Textile Applications

4.1. INTRODUCTION

The textile industry is a major user of emulsion polymers of various types in a wide
variety of applications(l2). The function of the latex is to serve as a coating, binder or
adhesive in nonwovens, back coating, flocking, pigment printing, lamination, textile
stiffening, and sizing applications. Latexes offer many advantages to the textile
industry in common with those offered to the paint industry: minimum fire hazard and
pollution as well as ease ofclean-up and handling. In addition, high molecular weight
at low viscosity, combined with available crosslinking chemistries, offer attractive
perfonnance and application properties.

A wide range of polymer types are used in the various textile applications. Because
of the large differences in properties associated with each polymer class, it is
important to match the appropriate polymer type with the intended application.
Polymer latexes commonly used in textiles include vinyl acetate homopolymers, vinv­
acrylics, all-acrylics, styrene-acrylics, styrene-butadiene and ethylene-vinyl acetate
copolymers. Since there are significant cost differences among the polymer types,
cost-perfonnance factors are also important in choosing a polymer for a given end use.

The discussion here is intended to be an introductory outline of several major
applications in the textile industry. Four applications have been chosen for
illustration: nonwoven fabrics, direct coatings, back coatings and sizing [13].
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4.2. NONWOVEN FABRICS

Nonwoven fabrics are produced by several techniques. In each case fabric is made by
bonding random web or sheet structures with latex polymer using chemical or thermal
means. Fabric bonding is used to produce sheets, gowns, masks and disposable
articles. The polymer properties required are low tack (internal crosslinking), dry
cleaning (external crosslinking or inclusion of acrylonitrile comonomer), good
adhesion (functional polar groups such as hydroxyl or carboxyl), soft hand (control of
polymer glass transition temperature,Tg), and good pot life (stable crosslinking
chemistry). The most common post-crosslinking in textile applications involves the
use of N-methylol acrylamide (NMA), although there is a concerted effort to avoid the
presence of forrnaldehyde[ 14]. Novel low-temperature curing chemistries for this
purpose are being developed in many laboratories. Latexes used for fabric bonding
include acrylics, styrene-acrylics and poly(vinyl acetate).

Fiberfil end-uses include jackets, quilting, cushions and sleeping bags where high
loft (air entrapment) is desired. Polymer requirements include good sprayability
(rheology), wash resistance, dry cleaning and low tack. Most successful fiberfil
binders are crosslinkable (NMA). Latex types include acrylics and styrene-acrylics.

Flocking is the application of short fibers to a substrate coated with a latex film to
achieve a decorative or functional effect. Latexes, after curing, show excellent
resistance to washing and dry-cleaning. In addition, they contribute the proper
flexibility and porosity to fabrics with a wide choice of properties. In the flocking
process the latex is applied to a fabric, and short fibers are allowed to fall onto the
(wet) surface within an electrostatic field whose purpose is to orient the fibers in a
vertical position. Polymer properties required include good adhesion to the substrate,
abrasion resistance, heat stability, good laundering/dry cleaning, and high viscosity to
avoid wicking into the fabric. In general, flocking polymers are crosslinkable to
provide good anchoring to the fibers. Acrylic and styrene-acrylic latexes are preferred.

4.3. DIRECT COATINGS

Color coating of textiles involves the application of pigmented coatings directly to
fabric as a finishing operation or as a printed pattern. In contrast to dyeing, the color
pigments are bound to the fabric by the latex polymer. Pigment printing is especially
useful on low energy surfaces such as polyester sheets and fabrics which do not readily
accept dyes. Printing is accomplished by roller or screen printing techniques. Both
methods require good rheology control and good mechanical stability. Desired
polymer properties include good adhesion to polyester, flexibility (hand), crock
resistance (blocking), laundering/dry cleaning and resistance to yellowing. Self­
crosslinking is necessary to achieve the durability of the coating. Latex types include
acrylics, styrene-acrylics and butadiene-acrylics.
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4.4. BACK COATINGS

Fabrics are often backed with a polymer coating to impart dimensional stability,
shrinkage control, improved handling properties and durability. These coatings are
nonnally clear, but where hiding and cost reduction are desired the latex is often
loaded with clay. The types of fabrics commonly back coated are carpets, upholstery,
draperies, rainwear and bedding. In most cases high viscosity formulations are
preferred to avoid strike-through. For carpets and upholstery fabrics, the performance
requirements are minimal, and styrene-butadiene latexes are used. For higher valued
applications, crosslinkable acrylics are used. Another type of back coating involves
the use of foamed latex applied to drapery, upholstery and nonwoven fabrics to give
high opacity, good flexibility and softness for specific applications. A modification of
this process is to dry the foam coating, crush it into the fabric, then cure to give a
coating of good durability. Desirable binder properties include durability, colloidal
stability, adhesion, high pigment binding, foamability and self-erosslinking potential
for washing/dry cleaning.

4.5. SIZING

Sizing is the application of a polymer film to yarns and fibers to be woven into fabric
such that the yam can withstand the weaving process with minimum breakage and
fraying. Size coatings are usually removed after weaving. For natural fibers, starch,
proteins, cellulosics and poly(vinyl alcohol) have been used. With synthetic fibers,
however, acrylic sizing has taken over due to its better bonding and its ability to work
at higher weaving speeds. In addition, they exhibit excellent removal properties,
electrolyte compatibility and high binding strength.

5. Latex Thickeners and Rheology Modifiers

5.1. INTRODUCTION

Thickeners for latex paints have historically included natural and synthetic resins such
as cellulosics and carboxylic polyacrylates [15]. These polymers generally have high
molecular weights and thicken water-based formulations by virtue of having large
hydrodynamic volumes in solution. The low-shear viscosities of paints can be
effectively increased and thixotropic (shear-thinning) behavior achieved by
deformation of the hydrated polymer under shear. The thickening behavior of these
polymers is predictable and largely unaffected by paint components. Unfortunately,
this thickening mechanism results in poor flow and leveling and promotes spattering
of paint droplets on application. Recent developments in polymer design have
eliminated these deficiencies and, at the same time, produced true rheology modifiers
based on an entirely different mechanism, polymeric association[16].



395

5.2. ASSOCIATIVE POLYMERS

Associative polymers have relatively low molecular weights and are composed of a
water-soluble backbone with two or more hydrophobic portions capable of associating
through hydrophobic clusters linking the molecules together to form a network. This
network can be designed to be more or less responsive to shear forces such that the
network deforms, and then disintegrates, depending on the shear applied. In this way,
the low- and high-shear viscosity responses can be affected independently so that good
flow and leveling, as well as paint transfer, can be achieved simultaneously. Roller
spatter is eliminated by the absence of high molecular weight polymeric reinforcement
of paint filaments formed during film splitting. Moreover, a major advantage is the
use of emulsion polymerization in the preparation of the leading class of associative
polymers, hydrophobic alkali soluble emulsions (RASE).

LATEX PARTICLE SOLUBILIZATION

•••• •
!~"

ASSOCIATION NElWORK

Figure 2. Latex particle solubilization upon neutralization to form an associative network
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The composition of HASE polymers generally includes a carboxylic monomer, a
flexibilizing monomer, and a macromonomer to which is attached a nonionic
surfactant (ethylene oxide chain with terminal hydrophobe). Preparation is carried out
using a traditional emulsion polymerization process. Solubilization is accomplished
by neutralization of the incorporated carboxyl groups to produce enough electrostatic
repulsion to break the particles into individual molecules which can then associate in a
manner depicted in Figure 2. A major factor in the strength and extent of the
association network is the size and structure of the hydrophobic clusters which, in
tum, depend upon the nature of the individual hydrophobes [17].

The richness of emulsion polymerization lies in the capacity to produce a variety
of polymeric designs capable of producing a wide range of useful rheological
responses. Thus a family of rheology modifiers can be produced to satisfy the
requirements of most aqueous paint systems. One problem with this technology is that
it is based on interactions and, as a result, most surface active components in a given
formulation can participate in the association network, sometimes leading to
unpredictable behavior. These surfactant interactions are discussed in more detail
elsewhere in this book.
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1. Introduction

One of the main features of a polymer latex to be used in a coating formulation, is its
film forming behavior. The film formation process is of considerable industrial
importance, since most of the applications of polymer latexes require the formation of a
continuous film with high mechanical strength, toughness or scrub resistance. These
applications, in which the polymer latex is thus used as a water-based binder, currently
encompass various fields such as adhesives, paper coatings, paints, varnishes, carpet
backing and textile sizing. Furthermore, the range of applications of these materials
widens continuously as worldwide efforts are being made to reduce the volatile organic
content of coating materials.

Upon drying, some latexes form transparent continuous films at room temperature,
while others only give rise to a friable opaque material, i.e. a powder. From this
observation, it appears that a minimum film-forming temperature (MFT) can be
defined. It corresponds to the minimum temperature at which a latex cast on a substrate
forms a continuous and clear [llm. Conversely, for a temperature lower than MFT, the
dry latex remains opaque and powdery. For this reason, MFT corresponds to the
practical temperature limit for applications of a latex in coatings and adhesives.

The mechanism of film formation from a latex is of both theoretical and practical
interest, since it influences the final film structure and properties, and hence the
ultimate performances of the resulting coatings. For instance, mechanical strength,
adhesion behavior, as well as alteration of properties due to water, are strongly
dependent on the final film structure.

From a phenomenological point of view, the film formation process has
traditionally been considered to occur in three sequential stages. During the first stage
(stage I), water evaporation takes place to the point where particles come into close
contact and form a dense array. This stage is characterized by a constant rate of water
evaporation, which is equal to the evaporation rate for an aqueous solution of
electrolytes and emulsifiers with the same concentrations.

In the second stage (stage II), deformation of particles into polyhedra occurs to
completely fill the space with a dense packing. It is induced by surface and osmotic
forces associated with the presence of water in the intersticial spaces. The overall rate of
water evaporation decreases as the intersticial voids become filled with polymer. This
stage leads to a nascent film which displays a honeycomb-like cellular structure. This
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structure consists of deformed hydrophobic particle cores regularly separated by
hydrophilic membranes which originate from the surface species stabilizing the initial
colloidal dispersion. Only a residual quantity of water may remain in the film, which
can evaporate through the polymer itself.

Finally, in the third stage (stage III), the film undergoes a ripening process which
mainly concerns the interfacial membranes. In this process, often referred to as the
further coalescence process, two events may occur : polymer diffusion across the
particle boundaries and breaking up of the membranes, depending on the aging
conditions and the features of the polymer particles. The classical sequence of stages for
film formation is depicted in Figure 1.

This chapter begins with a short account of particle interactions and force balance
which govern film formation. Then, it presents a critical review of the main theoretical
models proposed in the literature for film formation. The characterization methods used
to monitor stages I and II will be reviewed together with experimental results obtained
recently. On this basis, driving forces and relevant mechanisms for film formation will
be pointed out. In the same way, new investigation methods developed to characterize
the ripening of film structure during the further coalescence process (stage III) will also
be presented. Experimental results concerning the effect of various parameters on
structure ripening will be discussed, mainly as regards aging conditions and latex
features. It will make it possible to bring out the key parameters which govern stage
III. Then, experimental results concerning the fate of the hydrophilic species which
originate from the stabilizing system and build the membranes in the films, will be
reviewed. The effect of structure modifications on film properties will be presented,
mainly as regards mechanical and permeability properties.

2. Particle Interactions and Force Balance during Film Formation

From the standpoint of energy, film formation from a latex is favorable, since it results
in a minimization of free energy through the large decrease of total surface. Film
formation is not a spontaneous phenomenon though. A high activation energy related
to the presence of stabilizing species at the surface of particles impedes the bringing
together of particles and then prevents film formation from occuring spontaneously.
This energy barrier originates either from electrostatic repulsions generated by surface
ionic groups of particles, or from steric interactions due to non ionic chains grafted or
adsorbed at the surface of particles. Thus, film formation consumes energy to bring
particles together and then to deform the particles from spheres to dodecahedra. Brown
first proposed to establish the balance of forces and interactions which act to achieve
film formation and those which resist it [1].

At least, four forces are exerted which tend to favor stages I and II of the film
formation process:
- the van der Waals forces between the spheres Fv, which are classical attractive forces
leading to flocculation or coalescence of emulsions [2],
- the capillary force Fc' resulting from the surface curvature of water present in the

intersticial capillary system during water evaporation ; it should mainly act when
particles are packed in an ordered array and begin to appear on the film surface,
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Figure 1. The phenomenological representation of the film formation process

- the force produced by the curvature of polymer surface Fs, which is related to
interfacial tension ; it takes a significant value only after the particles have come into
contact [1],
- the gravitational forces Fg, which leads to settling of dispersions.

Conversely, the forces which tend to resist film fonnation are:
- the repulsive interactions of the spheres FR, which are of coulombic or steric origin
in the case of electrostatically- or sterically-stabilized latexes, respectively; these forces
are responsible for the colloidal stability of latexes and for the energy barrier which
prevents particles from being brought together [2, 3],
- the resistance of the spheres to defonnation FG, which is related to the elastic
modulus of the polymer.

Then, for stages I and II to occur and film fonnation to take place, the following
inequality must be fulfJ.lled at any instant of these stages:

Fv + Fc + Fs + Fg > FR + FG (1)

This force balance can be considered as a relevant starting point to discuss the many
theoretical models proposed in the literature for film fonnation. Most of these models
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have been developed to bring out the driving forces, and to derive a criterion on latex
features and drying conditions for fIlm formation to occur.

3. Critical Review of Proposed Mechanisms for Film Formation

3.1. DRY SINTERING THEORY

This model is issued from the first investigation into the mechanism of film formation
conducted by Dillon et al. [4]. These authors postulated that sintering of two particles
which are in contact with each other occurs through viscous flow of polymer and
particle deformation induced by a shearing stress. The shearing stress is generated by
surface tension of polymer, i.e. polymer-air interfacial tension, which tends to
minimize the surface area of the system. It was proposed that the relationship developed
by Frenkel [5] for coalescence of spheres through purely viscous flow describes the film
formation from latex dispersions (Figure 2).

According to Brown [1], the theory of latex particle fusion based on purely viscous
flow cannot be considered as appropiate to describe the film formation process of
latexes. Several criticisms of the dry sintering mechanism can be stated. This theory
does not give any explanation about the force which puts particle into contact.
Moreover, it does not take into account the major part played by water in film
formation. Hence, Brown denoted that the surface tension could not provide the driving
force, and would rather be replaced by the polymer-water interfacial tension. However,
due to the presence of surface active species, the contribution of this interfacial tension
would be too low (- 10 mN/m) to be considered as responsible for film formation.
Finally, this model cannot account for film formation from lightly crosslinked polymer
latexes which may also form continuous films ; purely viscous flow is not possible in
these systems.

For these reasons, Brown developed an alternative theory based on the capillary
pressure as the main driving force instead of the polymer surface tension.

\ /
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Figure 2. The dry sintering model: viscous flow of polymer and particle deformation under the action of
surface tension of polymer.
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3.2. CAPILLARY THEORY

Brown stated that the role of water in film formation is of utmost importance. He
established the balance of forces which is presented in section 2 and the condition given
in equation (1) to be fulfilled for film formation. Then, he argued that, among forces
which tend to promote or resist film formation, Fv, Fs, Fg and FR can be neglected,
compared to capillary forces Fc and resistance to deformation FG which bring the main
contributions. It is worthwhile noticing that his is likely true when the particles are no
longer mobile in the latex and are packed in an ordered array. At this point, polymer
particles which are in contact, begin to appear on the surface, and water is confined in
concave intersticial areas (Figure 3).

Then, particles may either resist deformation and water evaporates completely from
the intersticial channels without film formation, or particles may deform causing film
formation. Hence, the conditions for film formation can be described by the simple
inequality :

Fc > FG

Figure 3. The capil1ary forces arising from water in intersticial areas.

(2)

Brown proposed a simplified quantitative development of his theory. The resistance
of polymer spheres to deformation was derived using a model of two elastic spheres
pressed together. Pressure required to bring the spheres together was calculated as a
function of the elastic shear modulus Gt of the pelymer. Capillary pressure was then
derived applying the Laplace law in the narrow capillary which exists in the plane
passing through the centers of three contiguous particles [1]. Assuming that pressures
are exerted on the same surface area, Brown obtained the criterion for film formation as
follows:

Gt < 35 YI ro (3)
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where y is the surface tension of water in the capillaries and ro the radius of the
polymer particles. Gt is the modulus value measured in a creep experiment over the
period of time for water evaroration, i.e. duration of capillary forces. Very interestingly,
Brown showed how MFf of the latex can be deduced from the above relationship and
tne creep modulus spectrum. For a latex with a given particle size ro and surface tension
y, MFf corresponds to the temperature for which the equality between the two terms of
eq. (3) is fulfilled.

The model developed by Brown was one of the most commonly accepted models,
but some points of his theory have needed adjustements and corrections leading to
modified criterion for fllm formation.

3.3. MODIFICATIONS OF BROWN'S MECHANISM

Mason pointed out that the area over which the capillary pressure and the pressure to
contact are exerted, are not identical. Therefore, the relationships between forces cannot
be readily applied to pressures [6]. Furthermore, this author stated that capillary pressure
is not constant throughout the second stage of drying and he derived the expression of
capillary pressure as a function of particle deformation. Then, the r~sulting condition for
film formation was found to be :

Gt < 266 y / ro (4)

While Brown and Mason only considered elastic deformation, Lamprecht [7] and
Eckersley et al. [8] pointed out that the viscoelastic relaxation of polymer should be
taken into account to describe the deformation of spheres satisfactorily. Film formation
can then occur either under fixed stress or with a deformation rate fixed by water
evaporation. In the former case, fllm formation takes place if particle deformation after
complete water evaporation is equal to that of dodecahedra in a close-packed
arrangement. However, the latter situation, i.e. with deformation rate fixed by water
evaporation, appears to be more realistic. A criterion for ftlm formation, involving the
time dependent creep compliance of the polymer Jc(t), was derived based on this
viscoelastic model [7, 8] :

1 / Jdt) < a y / ro (5)

In this expression, a is a numerical factor which ranges between 34 [7] and 600 [8) ,
depending on the calculation conditions for the radius of the contatct area between the
spheres.

Sheetz remarked that Brown description implicitly assumes that polymer-water
contact angle is zero, which is seldom the case with real latexes [9]. Furthermore, the
capillary force contains two contributions, normal (Pn) and parallel (Pp) to the fllm
surface. This implies that the expression of capillary pressure Pn, which is assumed to
be the driving force for film formation, should be modified to take into account the
polymer-water contact angle e :

Pn = 12.9 Y/ ro cose (6)
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Using Young equation and considerations about variations of polymer-water and
polymer-air interfacial tensions, Sheetz concluded that the capillary force normal to the
surface is approximately independent of the surface tension of water 'Y [9]. Variations of
'Y mainly affects the capillary force parallel to the surface. The criterion for film
formation was then expressed as [9] :

Gt < 80 / ro

3.4. ROLE OF POLYMER-WATER INTERFACIAL TENSION

(7)

Vanderhoff et al. [10, 11] remarked that film formation can also occur for latexes with
diameter higher than 0.1 Jlm. However, capillary pressure is not great enough to be
responsible for this process in these latexes. For this reason, an original model for film
formation was developed, based on polymer spheres suspended in a droplet of water and
surrounded by their double stabilizing layers. It was suggested that when two polymer
spheres come into contact, two important radii of curvature q and f2 are set up (Figure
4) and must be taken into account to correctly derive the surface pressure P exerted on
the particles.

Figure 4. Vanderhoff's model: radii of curvature to be taken into account.

Then, it turns out that the contribution of polymer-water interfacial tension 'Y is no
longer negligible, since q and f2 are very small. Pressure on the particles is then
increased by a term Ps expressed as follows:

Ps ::;: 'Ypw (1 / q - 1 / f2 + 2 / ro) (8)

For 'Ypw ranging - 10 mN/m, Ps becomes of the same order of magnitude as the
capillary pressure, only for particle diameter R higher than 0.1 JlID.

As regards the initial concentration step during which particles are brought into
contact, Vanderhoff agreed that the capillary forces of Brown playa significant role to
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force particles together [11]. The pressure exerted by the water layer surrounding the
particles was then calculated and stated to be responsible for bringing the particles
together, the driving force being the water surface tension. Obviously, this model does
not remain valid for stage IT of the film formation process, since the water layer cannot
be assumed to be preserved when particles begin to appear at the surface of the wet film.

The main criticism as regards the contribution of polymer-water interfacial tension
to film formation concerns the dependence of pressure Ps upon particle size. The values
of pressure Ps derived from Vanderhoffs model do not depend on the particle size. This
implies that MFf of a particular latex should not be dependent upon particle size. This
statement is in complete disagrement with Brown's theory which in contrast predicts
that MFT increases as particle size increases [1]. This point appears to be very
controversial. According to earlier work, it seemed to be confirmed that MFf is actually
independent of particle size [12], while some authors have just recently found a
significant variation [8].

3.5. COMBINATION OF CAPILLARY AND INTERFACIAL FORCES

Recently, Eckersley et al. [8] have shown that Vanderhoffs concept of capillary force
and interfacial force acting in tandem to promote film formation is not inconsistent
with the dependence of MFf with particle diameter, provided that the polymer is treated
as a time-dependent viscoelastic material. A comprehensive model has been proposed, in
which the capillary and interfacial forces are complementary [13]. The capillary force
originates from water capillaries in the intersticial regions, while interfacial force arises
from the tendency of spheres in contact to reduce surface area. The driving force is the
tendency to reduce surface energy, both in the water capillaries and the contacting
particles. The main assumptions are that deformations due to each force are additive and
polymer behaves as a linear viscoela.stic material. The radius of the contact region (a)
between two particles has been calculated as a function of particle radius (ro), ellapsed
drying time (t), polymer modulus (G*) and viscosity (11*), surface tension of water in
the capillaries (y) and polymer-water interfacial tension (ypw), according to the
expressions:

a =acapillary + ainterfacial (9)

(0)

This model has been experimentally evaluated and validated by using an array of latexes
with widely different physical properties. However, it is very sensitive to the values of
the viscoelastic parameters G* and 11 *, which have to be measured under wet,
hydroplasticized conditions [14]. Moreover, the time scales for deformation and flow
processes are not exactly known, which makes it uneasy to determine the appropriate
values of G* and 11*.

3.6. WATER DIFFUSION THEORY

Sheetz [9] noted that the upper limit for compressive capillary pressure due to curvature
of water at the surface of a capillary cannot exceed the tenacity of pure water. The order
of magnitude of this parameter is 4 MPa, i.e. much less than the values reported by
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Brown as required for film fOImation to occur [1). Then, Sheetz ruled out the wet
sintering of spheres under the only action of polymer-water interfacial tension as a
possible mechanism for film fOImation. As a matter of fact, Sheetz showed
experimentally that wet sintering was not able to completely compact the agglomerate
of latex particles, although this mechanism plays a role confined to the early stages of
film fOImation.

For these reasons, he proposed a new mechanism based on the diffusion of water
through the polymer particles, which begin to emerge from the liquid at the surface of
the film. Appearence of particles at film surface generates a compressive capillary force
nOImal to the surface, which causes defoImation of particles under the surface [9). In the
same time, the capillary force parallel to the surface brings a compressive contribution,
which is strongly dependent on water surface tension. This compression accelerates the
closing of the capillaries and results in a film surface sealed over with polymer which
behaves as a peImeable surface skin.

The energy for particle compaction and defoImation within the film is assumed to be
supplied as heat from the surroundings, and to be converted to useful work through
water evaporation under isotheImal conditions. This situation is similar to that of a
vessel completely filled with water and covered with a frictionless piston, through
which water vapor, but not to liquid water, can diffuse [9).

3.7. AUTOHESION THEORY

Voyutskii claimed that capillary forces and surface tension forces cannot account for the
physical properties of latex-cast films, especially as regards mechanical strength [IS).
He attributed the enhancement of film properties to autohesion, i.e. mutual
interdiffusion of free polymer chains across particle-particle interfaces, which makes
them more homogeneous.

This theory likely gives a good description of the further coalescence process, Le.
stage III of film fOImation, observed upon aging of the films. However, it cannot be
considered as relevant for stages I and IT of film formation.

4. Stages I and II : Characterization Methods and Recent Results

Since they were proposed, the above theories have been submitted to experimental test
and evaluation so as to detect their inadequacies and to bring out the effective driving
forces and relevant processes.

4.1. CUMULATIVE WATER LOSS

At first, experimental evaluation was perfoImed using the measure of cumulative water
loss with time to monitor the film formation process. This very simple method
consists in weighing a latex sample placed in constant-temperature constant-humidity
room at regular time intervals. The data obtained can be easily converted to the
cumulative amount of water lost by evaporation as a function of time.

The curves classically display three well-defined regions which are correlated with
the three steps of film formation, as depicted in Figure 1 [16] : (1) an initial step with
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constant evaporation rate, which can persist to - 60-75 wt% solids; (2) an intermediate
step in which the rate of water evaporation drops off rapidly to a low value; (3) a final
stage in which water evaporates again with a constant rate - 10-20 times smaller than
that of the initial step.

Vanderhoff et al. [16] thoroughly investigated this process and they clearly showed
that the evaporation rate in the first step is identical to that of pure water or dilute
emulsifier solution. They also established that the end of this step corresponds to
irreversible contact of particles with one another, the remaining water filling the
interstices. Then, water evaporation results in the necking of these channels until
polymer particles are completely deformed and densely packed.

Although this method can be considered as rather informative, it remains a
macroscopic method which cannot easily provide useful information about the actual
process, when used alone. For this reason, it must be combined with more local
investigation methods, able to probe the ordering and morphology of particles during
mill formation. New powerful techniques have been recently developed so as to monitor
film formation and probe the effect of various parameters on this process. These are
environmental scanning electron microscopy (ESEM), small angle neutron scattering
(SANS), and atomic force microscopy (AFM).

4.2. ESEM

Very recently, the advent of ESEM has made it possible to study the drying behavior of
latexes at the microscopic level. The film formation process can be monitored visually
under conditions that mimic drying under ambient conditions, in a specimen chamber
where the sample is kept wet, since it is maintained at gas pressures above saturated
water vapor pressure.

A successful method has been recently developed by Eckersley et al. [17] to
approximate the actual drying of acrylic latexes under usage conditions. These authors
have used ESEM to study the effect of molecular weight and cross-linking of the
polymer chains on the film formation process. They have shown that uncross-linked
particles with a very low molecular weight, referred to as the "highly fusible material",
forms a surface skin, prior to complete evaporation of water. However, the nascent film
resulting from fusion of particles remains porous enough to allow the passage of water,
as evidenced from cumulative weight loss data [17]. It seems that the water flux is not
hindered and water loss is not controlled by diffusion through the surface skin. In
contrast, this behavior is not observed for another extreme case, Le. a highly cross­
linked sample ; in this latter case, particles protrude through the continuous water
phase, while water level recedes through the film.

These observations concerning the formation of a skin of partly-coalesced latex near
the surface above a reservoir of water have been confirmed by Keddie et al. [18]. These
authors have used ESEM associated with phase-modulated ellipsometry to determine the
rate-limiting step in the film formation process. They have shown that, for a "soft"
latex, Le. a latex with a low glass transition temperature (Tg), the rate-limitig step is
water evaporation ; particles continuously deform and squeeze water to the surface. For a
"hard" latex, i.e. a latex with a high Tg, there exists a drying front which recedes
through the film and produces voids near the surface. Then, due to a high surface
energy, these voids shrink upon viscous flow of polymers which appears to be the rate-
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limiting parameter. It is worthwhile noticing that, in this case, film formation only
occurs after receding of the drying front, which indicates that surface tension of polymer
plays a major part in film formation of "hard" latexes.

4.3. SANS

This powerful technique has been shown to be a well-adapted, direct method for the
characterization of particle ordering and film formation [19]. As regards SANS, contrast
is classically obtained by isotopic labelling, since the scattering centers are nuclei.
Chevalier et al. [19] have used a simple method of labeling, which consists in adding
deuterated water in the aqueous phase, hence providing good contrast between the
continuous hydrophilic phase and the hydrophobic particle cores. They have obtained
good quality SANS spectra for concentrated latexes and studied the occurence of film
formation, following the evolution of the interference pattern as a function of volume
fraction of polymer. Diffraction spots observed in the scattering experiments indicate
that ordering of particles takes place within the concentrated dispersions with a face­
centered cubic packing, for volume fractions of polymer ranging - 50 %. Then, due to
strong repulsions between particles, ordering is retained during removal of water ;
particles deform and are compressed to rhombic dodecahedra when volume fraction
becomes higher than 74 %, to produce a cellular foam-like structure. This conclusion is
only valid for latexes bearing thick polymeric stabilizing membranes grafted at their
surface, which have a certain elasticity and connectivity.

When particles are only stabilized by thin membranes of surfactants which are rather
mobile, a discontinuity appears in the ordering of particles ; fragmentation of the
membranes separating the particle cores occurs before complete drying of the latex.
Thus, the membranes appear to be unstable upon compression and deformation, so that
they are suddenly expelled to large pools dispersed in the film or to the outer surface of
the film [19]. The authors have interpreted this behavior in terms of a coalescence front,
which is a boundary between a region of dry film and the liquid dispersion. The driving
force for front moving is experimentally shown to be water evaporation ; it increases
volume fraction of particles in the liquid dispersion which is compensated by sticking
of particles to the front and coalescence with the dry film (Figure 5).

CoaIHeen<» front ey~ation
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Figure 5 . Schematic representation of the coalescence front for surfactant-stabilized latexes.
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This interpretation is consistent with a recent model of drying process proposed by
Feng et al. [20].

Fragmentation of the membranes during film formation which leads to coalescence
of the particles, has been described in terms of phase inversion and macroscopic
segregation of hydrophilic material within a hydrophobic matrix [19]. These results
have pointed out the utmost practical importance of the stabilizing membranes in the
film formation process.

4.4.AFM

Meier et al. [21, 22] have recently started a debate about whether deformation of spheres
during step II results in a reduction of their center-to-center spacing as predicted by most
models. They have tried to bring an answer to this question and to evaluate a new
theoretical model in which the top of the particle surface remains spherical during film
formation, but with a changing radius of curvature. The deformation is thus assumed to
be unisotropic. They have used AFM in the contact mode to determine the topography
of film surface during ftlm formation.

The kinetics of film formation at different temperatures has been followed, by
measurement of surface profile to give the reported corrugation heights (Le. the the peak
to valley distance of latex particles, see Figure 3). They have worked with a poly(i­
butylmethacrylate) latex, which is a high Tg material, spread as monolayer samples on
a mica substrate, under either a dry or wet atmosphere. They have concluded that film
formation is driven by polymer surface tension alone in the dry state, while in the wet
case both capillary pressure and polymer-water interfacial tension playa significant
role. Their results show that the rate of film formation is much faster under the wet
condition than in the dry one, and that capillary pressures are high enough to cause
deformation of polymer spheres even at temperatures - 15°C below Tg.

w-) ~corru&'tionheight h

Figure 6. Corrugation heights measured by AFM.

A direct correlation of the kinetics of film formation and rheological properties of
polymer has been established through the determination of the time-temperature
superposition factor for the time-dependent relaxation modulus. Finally, the rate of film
formation has been found to increase as particle size and molecular weight of polymers
decrease, as expected from the driving stress for film formation and the viscoelastic
response.
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4.5. FILM FORMATION IN AN AQUEOUS ENVIRONMENT

A new investigation method has been developed by Dobler [23] to study the influence
of polymer-water and polymer-air interfacial tensions on the deformation mechanism of
particles during step n. Film formation has been studied for a dense packing of particles
immersed in an excess of water, Le. under conditions where polymer-water interfacial
tension y can be the only existing driving force. y has been varied by copolymerizing
various amounts of methacrylic acid comonomer at the surface of acrylic latexes [23].
Obviously, film formation in water is quite different from standard conditions, since
water evaporation cannot play any part in the process then. However, it has been shown
experimentally that polymer-water interfacial tension is able to cause film formation in
water, even at temperatures much below Tg of the polymer, Le. when the polymer
modulus is as high as 100 MPa [23]. Moreover, the rate of film formation has been
found to decrease when y is decreased.

Very interestingly, kinetics of film formation in water has been compared to that
observed when water is allowed to evaporate. It turns out that film formation of dense
particle packings under conditions where water evaporation takes place is much faster
than for the same packings in water. For this reason, it has been concluded that driving
forces which cause particle deformation originates from water evaporation [23].

Comparison of kinetics with or without addition of surfactants in the latex has led
to the conclusion that capillary forces do not seem to be involved in the process of
particle deformation. This result rules out models proposed by Vanderhoff and
Eckersley, and conversely brings a strong argument in favor of Sheetz's theory [9].
Observation of iridescent surface film formed at the very early stage of the process, Le.
for volume fraction ranging - 30-40 %, supports this conclusion [23].

5. Stage III : Characterization Methods for Structure Ripening and
Recent Results

Until a few years ago, most of the attention in the literature about film formation was
mainly devoted to stages I and II. The purpose was to develop an understanding of the
specific driving forces responsible for particle deformation and the viscoelastic features
which describe the polymer response to these forces. In addition, early studies by
electron microscopy already demonstrated that, at the end of stage II, films have a
honeycomb-like cellular structure [11], which is able either to disappear over time [16],
or conversely to persist for months [24], depending on aging conditions and latex
features.

In the past five years, more attention has been paid to stage III of film formation.
The aim of the studies in this field has been to clarify the specific issues of whether,
how and to what extent polymer chains within each particle are able to diffuse across
the particle boundaries, Le. the interfacial membranes. Another interesting purpose of
the studies about further coalescence has been to investigate the ripening process of the
film structure upon aging, and to determine the influence of latex structure and
composition on this mechanism.

Transmission electron microscopy (TEM) of latex films, ultramicrotomed and
appropriately stained, used to be the traditional method to examine film morphology
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and structure ripening [11, 16, 24, 25]. Alterations of film morphology upon aging and
annealing were observed using this technique. Results suggested that polymer segment
diffusion occurs across the interfaces when particle boundaries disappear. However,
polymer diffusion needed to be quantified, so as to relate interdiffusion to the evolution
of film morphology [26]. For this purpose, new experimental tools have been
developed recently to examine stage III of film formation at the molecular level. These
are direct non radiative energy transfer (DET) using fluorescence decay measurements,
and small angle neutron scattering (SANS) using deuterated species to get contrast. The
data obtained have been treated so as to derive chain diffusion coefficients and to relate
further coalescence mechanism to polymer chain dynamics. Moreover, these techniques
have been combined with a new imaging method, namely atomic force microscopy
(AFM), and also spectroscopic techniques. The former method makes it possible to get
topographic images of surfaces with high resolution. In addition, all these surface
analysis techniques have been used to elucidate the fate of the hydrophilic stabilizing
material, such as emulsifiers or polyacrylic acid chains for instance, during the further
coalescence process.

5.1. DET

The Winnik group has been the first one to introduce DET technique to study the
process of interparticle polymer diffusion in latex films [27]. They have used particles
labeled with appropriate fluorescent groups, one with a dye such as phenanthrene which
acts as an energy donor, and the other such as anthracene which acts as an energy
acceptor [27-29]. The donor fluorescence decay profile is analyzed in terms of energy
transfer through Forster mechanism. The perturbation introduced by the presence of
acceptor dyes results in a strong deviation of the fluorescence decay from the natural
unquenched purely exponential profile. It is then fitted and processed so as to quantify
the state of mixing of donor- and acceptor-labeled chains [27].

The method has been applied either to 1 Ilm diameter poly(methyl methacrylate)
particles or to 100 om diameter poly(butyl methacrylate) (PBMA) particles. Results
have demonstrated that polymer diffusion takes place across particle boundaries.
Polymer diffusion coefficients have been derived using a planar sheet or a spherical
model for Fickian diffusion of polymer chains, when diffusion is observed over
sufficiently long times. In the case of PBMA latexes, a good agrement with the Fickian
diffusion model has been found for polymer chains with relatively small average
molecular weight, Le. Mw - 7.6 x 104 g mole-I. A deviation from the theoretical
prediction has been evidenced for chains with higher Mw values, which are likely to
give rise to the formation of entanglements; it is attributed to a larger Mw dependence

of polymer diffusion for long entangled chains (D - Mw-2) than for the short chains

(D - Mw-1) [28, 29]. The prominence of viscoelastic behavior of polymers has been
established. It has been shown to result in a strong dependence of interdiffusion on
factors such as temperature, molecular weight and distribution, and also the addition of
low molecular weight diluents ("coalescing aids") which act as plasticizers to decrease
the local constraints on the chains [29, 30]. An apparent activation energy for polymer
interdiffusion has been derived for PBMA latexes and found to be nearly identical to that
reported for the viscoelastic behavior of PBMA in bulk [28].
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5.2. SANS

SANS has also been shown to be a very powerful tool to study the process of chain
diffusion across interfaces in latex films, provided that deuterated species can be
introduced in the films to get good contrast for neutron scattering. As a matter of fact,
neutrons are scattered by nuclei of atoms and scattering is controlled by the density of
scattering length. This parameter can be adjusted by isotopic substitution or labeling.

Two basic ideas have been exploited for this purpose. The former consists in
forming films which contain a small amount of perdeuterated particles statistically
distributed in a matrix of protonated latex particles. Then, the variations of the radius of
gyration Rg of the deuterated chains can be investigated as a function of annealing time
and temperature, and the diffusion coefficient of the chains across interfaces can be
derived [31,32]. The latter method consists in rehydrating dried latex films with D20 in
the vapor or liquid form. D20 selectively labels the hydrophilic material which is
mainly located in the interfacial membranes in the films [33]. Then, small angle
scattering reflects the distribution of hydrophilic material within the hydrophobic
medium made of particle cores. For this reason, it is possible to study the ripening of
the ordered cellular structure of latex films, since interdiffusion strongly modifies the
distribution of the hydrophilic material in the samples [33-35].

Using the former method, the BASF group [31, 32] has shown that the further
coalescence process is actually related to a massive interdiffusion of chains of different
particles. Furthermore, these authors have been able to derive the polymer diffusion
coefficient D from the variations of Rg with time. The values of D obtained for latexes
of PBMA polymer are very similar to that published by the Winnik group based on
DET data. Hahn et al. [31, 32] have also investigated the effect of degree of cross­
linking on the diffusion coefficient D. Unfortunately, their results have appeared to be
fully inconsistent with polymer diffusion theory, since D has been found to increase
with cross-linking. They have interpreted their data as follows: interdiffusion of the
deuterated chains in the cross-linked rubber particles has not been possible; diffusion of
mobile chains could only occur on the surface of the cross-linked particles, in the
interstices generated by an incomplete deformation of these particles.

Using the latter technique, the Rh6ne-Poulenc group [33-35] has performed a
thorough investigation of the ripening process in films obtained from latexes stabilized
by copolymerized carboxylic acid groups. As evidenced from TEM experiments, their
films exhibit a cellular structure consisting of hydrophobic deformed particle cores
regularly separated by a network of hydrophilic interfacial membranes (Figure 7). Their
work has been focused on the evolution in the position and intensity of neutron
diffraction peaks appearing in the neutron scattering pattern [35]. Position of the peaks
is related to both spacings between planes of particles and particle diameters [34J.
Vanishing of the peaks is considered as an evidence for destruction of interfacial
membranes and hence interdiffusion of polymer chains.

Fragmentation of the membranes and their expulsion into large lumps dispersed in
an hydrophobic matrix has been shown to occur upon annealing the films. The cross­
linking density within the particle cores, together with the composition and
neutralization of the membranes, have been varied so as to study the part played by both
mobility of core chains and mobility of membranes in the further coalescence process
[34, 35]. Then, key issues have been brought out from SANS experiments. It turns out



412

Figure 7. TEM photomicrograph of an ultramicrotomed stained film from a latex stabilized by
copolymerized carboxylic acid groups (magnification: 70,000).

that highly cross-linked cores will never fuse together, even if the hydrophilic
membranes are very mobile (surfactant membranes, for instance) or if temperature is
raised: cross-linking of the cores completely prevents interdiffusion as evidenced from
observation of SANS spectra (Figure 8).

Conversely, very mobile uncross-linked core chains cannot interdiffuse if the
network of membranes remain rigid, for instance when temperature remains lower than
their apparent glass transition temperature or when they have been physically cross­
linked through neutralization of surface carboxylic groups [34].

Finally, the occurence of further coalescence has been shown to be related to the
dynamical viscoelastic features of the polymer, derived from dynamic micromechanical
analysis (DMA) spectra [35]. More precisely, local chain segment mobility has been
calculated from DMA spectra and related to the translatory diffusion coefficient of chain
segments, and then to the curvilinear diffusion coefficient of the chains. Semi­
quantitative correlations have been established between these parameters and the
occurrence of interdiffusion. These results show that the diffusion process is controlled
by local molecular dynamics of the chains [35], in agreement with conclusions drawn
from DET results [29].
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Figure 8. SANS spectra oflatex films with highly cross-linked ([]) or uncross-linked (+) cores, stabilized
by mobile surfactant membranes.

5.3.AFM

AFM has been mainly used to study the effect of surfactant post-added to latex
dispersions, on surface topography of dried films. Both cases of anionic and nonionic
surfactants derived from nonylphenol poly(glycol ether) have been considered. The
roughness of film surface and the packing of particles have been investigated as a
function of surfactant concentration [36, 37]. An optimal surfactant concentration
corresponding to the full coverage of latex particles has been found to lead to a high
packing order of particles at the film surface resulting in a low roughness. Results have
been interpreted on the basis of stabilizing repulsions of either electrostatic [36] or
steric [37] origin, In addition, it has been suggested that depletion interactions created
by micelles, are responsible for increasing roughness when surfactant concentration
becomes higher than the critical micellar concentration [37].

More recent work has dealt with the study of surfactant exudation in latex films. In
the case of sodium dodecylsulfate (SDS) surfactant, it has been shown that annealing
leads to a massive exudation of the surfactant towards the film surface when the latex is
formulated with a coalescing aid. After exudation, SDS forms crystallites on the top of
the film. The morphology of the exudates at the surface of the films, as well as their
size and number have been investigated as a function of annealing time in different
regions of film surface [38].

Finally, AFM has also been used to investigate the morphology of composite latex
particles [39], core-shell particles [40], blends of particles with different glass transition
temperatures [41] and films obtained from these latexes. Interestingly, microscopic
surface topograghy has been related to macroscopic parameters like hardness and gloss
[41].
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5.4. SPECTROSCOPIC METHODS FOR SURFACE ANALYSIS

Spectroscopic methods have been developed to get insight into the composition of the
surface layer of latex films. The evolution of this composition has been followed as
further coalescence proceeds and low molecular weight species migrate throughout the
film [42,43]. Zhao et al. [42] have performed surface analysis of latex films using three
techniques for surface analysis, namely : attenuated total reflection with Fourier
transform infrared spectroscopy (ATR-FTIR), X-ray photoelectron spectroscopy (XPS)
and secondary ion mass spectroscopy (SIMS). The sampling depth of these techniques
is - 311m, - 50 A, and - 10 A respectively. The concentration profile of anionic
surfactants near the film interfaces has been characterized. An enrichment with
surfactants has been shown to occur at both film-air and film-substrate interfaces, with a
greater effect at the film-air interface. As further coalescence proceeds, concentration of
surfactants at interfaces has been found to increase with aging time and to strongly
affect the adhesion properties of latex films on a polypropylene substrate. It is
worthwhile noticing that adhesion performance can be either enhanced or deteriorated
depending on the nature of surfactant used for latex stabilization [42].

More recently, surface analysis methods such as XPS [44, 45] and contact angle
measurements [44] have also been used to characterize the distribution of copolymerized
methacrylic acid groups in latex films obtained from core-shell particles.

6. Effect of Structure Modifications on Film Properties

Structure of latex films has been very early recognized as a key feature governing film
properties. This is the reason why the past forty years have witnessed so great a deal of
research carried out in the field of film formation, with the intend to control film
properties through control of film structure. Basically. two types of properties have
been investigated as regards relationships with film structure. These are mechanical
properties, including either viscoelastic behavior or ultimate strength, and permeability
properties, including gas, water vapor and liquid water permeability.

6.1. MECHANICAL PROPERTIES

Dynamic viscoelastic properties of latex films obtained from particles bearing surface
carboxylic groups have been shown to be strongly dependent on film structure [23, 46,
47]. In most of these films, when the carboxylic group content is higher than - 2 wt%,
the cellular honeycomblike structure is preserved, unless the films are annealed at
sufficiently high temperature or the core chains are very short and mobile. Then, the
preservation of the hydrophilic interfacial membranes within the film has been
associated with strong modifications in the viscoelastic spectra, which are large
increases in both the storage (E') and loss (E") moduli in the rubbery region [46, 47].
These modification are attributed to specific interactions between carboxylic groups
such as H bonding interactions, responsible for interfacial cross-linking within the
membranes.

When carboxylic group content becomes higher than -15 wt%, the rubbery modulus
enhancement is accompanied by the appearence of a second transition, apart from the
main glass transition of the films. This indicates that the membranes behave as a
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continuous segregated carboxylic phase with its own glass transitIOn, and is
macroscopically connected throughout all the f11m [46]. When the core chains are very
mobile (short, uncross-linked polymer), neutralization of surface carboxylic groups
leads to the preservation of cellular structure and results in similar effects, as regards
viscoelastic behavior, i.e. an increase of the rubbery modulus and the appearence of a
second transition [47] (Figure 9). Finally, a similar modification in the viscoelastic
spectra has also been reported for latexes sterically-stabilized by partly grafted
poly(vinyl alcohol) (PVA) chains, when annealing conditions enable PYA membranes
to form a continuous network in the films [48].
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Figure 9. Effect of neutralization of surface carboxylic groups on isochronal DMA spectra (storage
modulus E' and loss tangent tan 0 = E"IE·). Full line : latex neutralized at pH 9 with NaOH ; dotted line:

non-neutralized latex.

Hence, for all the above cases, relationships between structure modifications upon
ripening and viscoelastic behavior have been definitely established [46-48]. Moreover, it
is worthwhile noticing that the above effects are not observed for solvent-cast films of
polymer latexes in which the network of membranes does not exist [23, 49].

As far as ultimate mechanical strength is concerned, the BASF group [50] has
studied the effect of further coalescence. They have shown that annealing greatly
enhances the mechanical strength of films obtained from uncross-linked latexes.
According to these authors, this process takes place in two main steps after film
formation. First, fast interdiffusion of chain ends and small chains in the interfacial
membranes leads to a transition from a brittle to tough fracture behavior. Secondly, the
final mechanical strength slowly develops by interdiffusion of long chains and
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formation of entanglements. This latter step has been identified as a process of critical
importance for toughness development [50). The interdiffusion process and formation of
entanglements are highly hindered by cross-linking the chains, which tends to restrict
ultimate mechanical strength of the films.

6.2. PERMEABILITY PROPERTIES

Chainey et al. [51] have thoroughly studied the helium permeability of latex fIlms as a
function of aging time, and compared it with helium permeability of films cast from
solutions of the same polymers. Gas permeability of the two types of films have been
shown to differ considerably. Just after film formation, permeability coefficients of
latex films have been found to be considerably higher than that of the corresponding
solvent-cast films. Moreover, they drop upon aging. This behavior is attributed to the
occurence of the further coalescence process, i.e. interdiffusion of chains across particle
boundaries (stage III of film formation), which reduces the diffusion of gas molecules in
the interparticle regions. However, permeability coefficients of latex fIlms have always
been found to level off at a value which remains higher than that of the corresponding
solvent-cast films. This result has been interpreted as showing that latex films never
become completely homogeneous [51).

More recently, water vapor permeability properties of latex films have also been
investigated as regards the effect of surfactants, cross-linking and particle surface
functionalization [33, 52]. Diffusion of water molecules has been shown to be restricted
to the interfacial network of hydrophilic membranes [33]. Once again, a reduction of
permeability upon aging has been evidenced, which is attributed to further coalescence
[52). Permeablity has been shown to be mainly governed by the solubility of water
vapor in the films, i.e. the affinity and the number of sorption sites for water in the
film. When it is preserved, the network of membranes form a more permeable route
through the films, which results in high water vapor permeabiliy values [33, 52].
Similar conclusions have been drawn for the permeation of liquid water, and electrolyte­
or sucrose-containing aqueous solutions through latex films [53). However, some
authors earlier suggested that, after completion of further coalescence, diffusion of water
should also take place through the particle core itself [16).

7. Concluding Remarks

A great deal of research has been carried out on both formation and structure-property
relationships of latex films for about forty years. Most of the efforts have been devoted
to stages I and II of the film formation process, and many different mechanisms and
models have been proposed to describe this process. A lot of experimental evaluations
have been performed, using sophisticated methods such as ESEM, SANS and AFM, so
as to check the validity of these models and to bring out the actual driving forces for
film formation.

However, until now, no unambiguous conclusion can be drawn from the
experimental results, concerning the effective driving forces and relevant processes. The
only definitely established issue which is admitted by most of the authors today, is that
water evaporation plays a major part in particle gathering and deformation. Hence,
driving forces for film formation should be associated to water evaporation. At this
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point, two main descriptions given in the literature seem to be in agreement with this
statement. These are models based on the combination of capillary and interfacial forces
[8, 13], derived from Brown's [1] and Vanderhoffs theories [10,11], on one hand, and
Sheetz's theory of water diffusion through a permeable surface skin [9], on the other
hand.

Many experimental results show the occurence of a non homogeneous drying of
latex films with an accelerated film formation near the surface, and hence bring strong
arguments in favor of Sheetz's model [17-19, 23]. However, a point of critical
importance remains very controversial : is water diffusion actually hindered by the
surface skin [23], or conversely does this thin nascent film remain very porous, so that
it cannot control water diffusion [17]7 This question is still open and experimental
evidence is still required. In addition, at least the mechanism for formation of the surface
skin is likely to be driven by capillary and interfacial forces, the deformation of particles
being controlled by viscoelastic properties of particles [8, 13, 23]. From these remarks,
it turns out that a single mechanism cannot be proposed yet for film formation. Behind
the apparent simplicity of its phenomenological description, this process remains rather
complex and dependent on many parameters, such as ambient conditions (relative
humidity, temperature) [23] and type of polymer [18].

Although more recently investigated, the mechanism of stage III, i.e. further
coalescence and structure ripening, appears to be rather well-elucidated. It is mainly
based on massive polymer diffusion through particle interfaces and experimental
evidence of this mechanism has been provided using DET and SANS [29, 31].
Moreover, it can be quantitatively related to polymer diffusion features, such as chain
diffusion coefficient D [29, 31, 35]. In the special case where interfacial membranes
made of hydrophilic material grafted on the particle cores are preserved in the films,
ripening occurs through fragmentation of the membranes and expulsion of the
hydrophilic material into large lumps dispersed in the hydrophobic matrix [34].
However, the question arises to know whether significant diffusion of short chains takes
place in these films, prior to membrane fragmentation and expulsion.

Finally, the practical importance of the control of the film formation process has
been emphasized by many authors. As a main issue, correlations between film
properties, and final film structure resulting from further coalescence, have been
established [33, 47, 50, 51].

From a more prospective viewpoint, it appears that considerable advances are being
made nowadays in the design of two new types of polymer latexes. These are composite
particles with controlled morphology [54, 55] and new reactive cross-linkable systems
such as ambient-curable and heat-activated thermosetting polymer latexes [56, 57]. In
these new systems, film formation process remains a critical step to be controlled and
deserves to be thoroughly investigated. As a matter of fact, in composite systems, final
morphology of the films will determine physical properties [54], and in reactive
systems, diffusion kinetics of reactive chains during film formation will strongly
influence the cross-linking mechanism together with the structure and performances of
the [mal cross-linked films [57, 58].



418

8. References

1. Brown, G.L. (1956) Formation of films from polymer dispersions, J. Polym. Sci. 22, 423-434.
2. Overbeek, J.Th.G. (1977) Recent developments in the understanding of colloid stability, 1. Colloid

Interface Sci. 58, 408-422.
3. Napper, D.H. (1977) Steric stabilization, 1. Colloid Interface Sci. 58, 390-407.
4. Dillon, R.E., Matheson, L.A. and Bradford E.B. (1951) Sintering of latex particles, J. Colloid Sci. 6,

108-117.
5. Frenkel, 1. (1943) Viscous flow of crystalline bodies under the action of sudace tension, J. Phys.

(U.S.S.R.) 9, 385-398.
6. Mason, G. (1973) Formation of films from latices. A theoretical treatment, Hr. Polym. J. 5,101-108.
7. Lamprecht, J. (1980) Ein neues Filmbildungskriterium flir waprige Polymer dispersionen, Colloid

Polym. Sci. 258, 960-967.
8. Eckersley, S.T. and Rudin, A. (1990) Mechanism of film formation from polymer latexes, J. Coat.

Techno/. 62 (780),89-100.
9. Sheetz, D.P. (1965) Formation of films by drying of latex, 1. App/. Polym. Sci. 9, 3759-3773.
10. Vanderhoff, J.W., Tarkowski, H.L., Jenkins, M.e. and Bradford, E.B. (1966) Theoretical

considerations of the intedacial forces involved in the coalescence of latex particles, J. Macromo/.
Chem. I, 361-372.

11. Vanderhoff, J.W. (1970) Mechanism of film formation of latices, Hr. Polym. J.2, 161-173.
12. Brodnyan, J.G. and Konen T. (1964) Experimental study of the mechanism of film formation, J. Appl.

Polym. Sci. 8, 687-697.
13. Eckersley, S.T. and Rudin, A. (1994) The film formation of at::rylic latexes; a comprehensive model of

film coalescence, 1. App/. Polym. Sci. 53, 1139-1147.
14. Eckersley, S.T. and Rudin, A. (1993) The effect of plasticization and pH on film formaion of acrylic

latexes, J. Appl. Polym. Sci. 48,1369-1381.
15. Voyutskii, S.S. (1963) Autohesion and Adhesion ofHigh Polymers, Interscience Publisher, New York.
16. Vanderhoff, J.W., Bradford, E.B. and Carrington, W.K. (1973) The transport of water through latex

films, J. Polym. Sci. Symp. 41,155-174.
17. Eckersley, S.T. and Rudin, A. (1994) Drying behavior of acrylic latexes, Prog. Org. Coat. 23, 387-402.
18. Keddie, J.L., Meredith, P.. Jones, R.A.L. and Donald A.M. (1995) Rate-limiting steps in the film

formation of water-borne acrylic latices as elucidated with ellipsometry and environmental SEM,
Polym. Mater. Sci. Eng. 73, 144-145.

19. Chevalier, Y., Pichot, C., Graillat. e. Joanicot, M., Wong, K., Maquet, J., Lindner, P. and Cabane, B.
(1992) Film formation with latex particles,Colloid Polym. Sci. 270, 806-821.

20. Feng, J. and Winnik. M.A. (1995) Latex blends and kinetics of drying of latex dispersions. Polym.
Mater. Sci. Eng. 73, 90-91.

21. Meier. DJ. and Lin, F. (1995) Theoretical aspects of film formation, Polym. Mater. Sci. Eng. 73,84-85.
22. Lin, F. and Meier. DJ. (1995) AFM studies of latex film formation, Polym. Mater. Sci. Eng. 73, 93-94.
23. Dobler. F. (1991) Mecanismes de Coalescence des Latex, These de Doctorat de l'Universiti Louis

Pasteur de Strasbourg.
24. Distler. D. and Kanig, G. (1978) Feinstruktur von Polymeren aus wa~riger Dispersion, Colloid Polym.

Sci. 256, 1052-1060.
25. Kast, H. (1985) Aspects of film formation with emulsion copolymers. Makromo/. Chem., Suppl. 10/11,

447-461.
26. Wang, Y.• Kats, A., Juhue D., Winnik, M.A., Shivers, R.R. and Dinsdale, CJ. (1992) Freeze-fracture

studies of latex films formed in the absence and presence of sudactant, Langmuir 8, 1435-1442.
27. Pekcan, 0, Winnik, M.A. and Croucher M.D. (1990) Auorescence studies of coalescence and film

formation in poly(methyl methacrylate) nonaqueous dispersion particles, Macromolecules 23, 2673­
2678.

28. Wang, Y., Zhao, C. and Winnik. M.A. (1991) Molecular diffusion and latex film formation: an analysis
of direct non radiative energy transfer experiments, 1. Chem. Phys. 95, 2143-2153.

29. Wang, Y. and Winnik, M.A. (1993) Polymer diffusion across intedaces in latex films, 1. Phys. Chem.
97,2507·2515.

30. Juhue, D. and Lang, J. (1994) Latex film formation in the presence of organic solvents,
Macromolecules 27,695-701.

31. Hahn, K., Ley, G. Schuller, H. and Oberthiir R (1986) On particle coalescence in latex films, Colloid
Polym. Sci. 264, 1092-1096.

32. Hahn, K., Ley, G. and Oberthiir R (1988) On particle coalescence in latex films (II), Colloid Polym.
Sci. 266,631-639.

33. Richard, J., Mignaud, C. and Wong, K. (1993) Water vapour permeability, diffusion and solubility in
latex films, Polym. Int. 30,431-439.

34. Joanicot. M.• Wong, K., Richard, J. Maquet, J. and Cabane, B. (1993) Ripening of cellular latex films,
Macromolecules 26,3168-3175.



419

35. Richard, J. and Wong, K. (1995) Interdiffusion of polymer chains and molecular dynamics in dried
latex films, 1. Polym. Sci. Part B Polym. Phys. 33, 1395-1407.

36. Juhue, D. and Lang, J. (1993) Effect of surfactant postadded to latex dispersion on film formation: a
study by atomic force microscopy, Langmuir 9, 792-796.

37. Juhue, D. and Lang, J. (1994) Latex film surface morphology studied by atomic force microscopy:
effect of a non-ionic surfactant postadded to latex dispersion,Colloids Surfaces A : Physicochem. Eng.
Aspects 87,177-185.

38. Juhue, D., Wang, Y., Lang, J. Leung, a.M., Goh, M.e. and Winnik M.A. (1995) Surfactant exudation
in latex films, Polym. Mater. Sci. Eng. 73, 86-87.

39. Butt, HJ. and Gerharz, B. (1995) Imaging homogeneous and composite latex particles with atomic
force microscpe, Langmuir 11,4735-4741.

40. Sommer, F., Due, T.M., Pirri, R., Meunier, G. and Quet, e. (1995) Surface morphology of poly(butyl
acrylate)/poly(methyl methacrylate) core-shell latex by atomic force microscopy, Langmuir 11, 440­
448.

41. Butt, HJ. and Kuropka R. (1995) Surface structure of latex films, varnishes, and paint films studied with
an atomic force microscope, J. Coat. Techno/. 67 (848),101-107.

42. Zhao, e.L., HolI, Y., Pith, T. and Lambla M. (1989) Surface analysis and adhesion properties of
coalesced latex films, Br. Polym. 1. 21, 155-160.

43. Urban, M.W. (1995) Mobility of surfactants and latex film formation, Polym. Mater. Sci. Eng. 73, 137­
138.

44. Dobler, E, Affrossman, S. and HolI, Y. (1994) Surface analysis of model latex particles, Colloids
Surfaces A : Physicochem. Eng. Aspects 89,23-35.

45. Arora, A, Daniels, E.S., E1-Aasser, M.S., Simmons, G.W. and Miller A. (1995) Synthesis and
characterization of core-shell ionomeric latexes. II. Surface analysis by X-ray photoelectron
spectroscopy, J. App/. Polym. Sci. 58,313-322.

46. Zosel, A., Heckmann, W., Ley, G. and Miichtle, W. (1987) Chemical heterogeneity in emulsion
copolymers of carboxylic monomers,Colloid Polym. Sci. 265, 113-125.

47. Richard, J. and Maquet, J. (1992) Dynamic micromechanical investigations into particle/particle
interfaces in latex films, Polymer 33,4164-4173.

48. Richard, J. (1993) Thermomechanical behaviour of composite polymer films obtained from poly(vinyl
acetate) latexes sterically stabilized by poly(vinyl alcohol), Polymer 34, 3823-3831.

49. Charmeau, J.Y. Kientz, E. and Holl Y. (1995) Effects of film structure on mechanical and adhesion
properties of latex films, Polym. Mater. Sci. Eng. 73, 48-49.

50. Zosel, A. and Ley, G. (1993) Influence of cross-linking on structure, mechanical properties and
strength of latex films, Macromolecules 26,2222-2227.

51. Chainey, M., Wilkinson, M.e. and Hearn, J. (1985) Permeation through homopolymer latex films, J.
Polym. Sci. Polym. Chem. Ed. 23, 2947-2972.

52. Roulstone, BJ., Wilkinson, M.e. and Hearn, J. (1992) Studies of polymer latex films: II. Effect of
surfactants on the water vapour permeability of polymer latex films, Polym. Int. 27, 43-50.

53. Steward, P.A., Hearn, J. and Wilkinson, M.e. (19995) Studies on permeation through polymer latex
films, I. Films containing no or only low levels of additives, Polym. Int. 38, 1-12.

54. Hidalgo, M., Cavaille, J.Y., Guillot, J. Guyot, A, Pichot, C., Rios, L. and Vassoille, R. (1992)
Polystyrene (1) -poly(butyl acrylate - methacrylic acid) (2) core-shell emulsion polymers. Part II :
Thermomechanical properties ofIatex films, Colloid Polym. Sci. 270, 1208-1221.

55. Vandezande, G.A and Rudin, A (1994) Novel composite latex particles for use in coatings, J. Coat.
Techno/. 66 (828), 99-108.

56. Craun, G.P. and Kimberley, D.S. (1993) Transesterification cure of thermosetting.Jatex coatings, U.S.
Patent 5,260,356.

57. Inaba, Y., Daniels, E.S. and EI-Aasser, M.S. (1994) Film formation from conventional and miniemulsion
latex systems containing dimethyl meta-isopropenyl benzyl isocyanate (TMI)-- A functional monomer
crosslinking agent, J. Coat. Techno/. 66 (832) , 63-74.

58. Geurts, J.M., van Es JJ.G.S. and German A.L. (1995) Latexes with intrinsic crosslink activity,
Proceedings of the 21st International Conference in Organic Coatings Science & Technology (Athens),
p.221-235.



LATEX PAINT FORMULATIONS

JULIAN A. WATERS
University of Bristol
School of Chemistry
Cantock's Close
Bristol BS8 iTS
UK

1. Introduction

Latex paints have developed commercially over the last four decades or so to become the
mlijor products by volume in the coatings industry. Paints and coatings have been
described in texts [1]. Nearly all latex paints are water-based and most are designed for
the "decorative" or "architectural" paint market.

Non-aqueous latex paints are available commercially, but the output volume is
small; the science and technology of the latices for these products has been considered
elsewhere [2]. With a continuous phase of aliphatic hydrocarbon and the avoidance of
water-sensitive components in their formulation, the paints offer a number of advantages
especially for exterior use in terms of durability and application, but are obviously less
acceptable on environmental grounds.

The formulations of latex paints have been developed partly to provide improving
technical performance and partly to meet changing customer requirements. The features
sought by customers vary in different countries, influenced by climatic conditions and
areas of differing major use. The paint formulator has an understanding of how the paint
properties, characteristics and aesthetics can be altered. Suppliers of components for the
paints also benefit from knowing what the formulator has to do in order to move the
properties and characteristics in a particular direction.

Aqueous latices are used in the manufacture of a wide range of decorative paint
products, including primers and undercoats as well as tile finishing or "top-coat"
systems. For the latter, sheen levels vary from "matt" through various midsheens to
semi-gloss (described as "silk" in some countries) to relatively high gloss. In addition to
providing the correct sheen level, the paint formulation must be designed to give the
required application and technical performance as a dry paint film. Latices continue to be
developed for paints such as those required by car manufacturers and for "refinish" paints
which are used following repairs to car bodies. Although such paints can be properly
described as latex paints, they are of specialist composition and their polymer base is
complex, and not confined to latex, and they will not be included here.

421

J. M. Asua (ed.), Polymeric Dispersions: Principles and Applications, 421-433.
© 1997 Kluwer Academic Publishers.



422

2. Latex Paint Components

The latex paints are mixtures of two aqueous dispersions with a number of components
minor by volume and often a co-solvent liquid (miscible with water) included. One of
the dispersions is a high-solids latex and the other, the "mill-base", is produced by
milling inorganic pigment and extender (filler) material in water with water-soluble
polymers and other dispersants.

2.1. LAlEX SELECTION

Almost all of the paint characteristics are influenced by the choice of the latex. Firstly,
there is a choice between colloid-containing and colloid-free latex. In this context, the
term "colloid" refers to a water-soluble polymer which is present in the early stage of
the manufacture of the latex by emulsion polymerisation.

2.1.1 Colloid-containing Latices
Water-soluble polymers commonly employed as colloid include:

substituted cellulose, e.g. hydroxyethyl cellulose
partially-hydrolysed poly(vinyl acetate) (PVA)
acrylic acid copolymer
poly(vinyl pyrrolidone)

Usually the colloid is dissolved in the aqueous charge before adding monomer and
commencing emulsion polymerisation. It is therefore subjected to attack by free radicals;
this can result in scissioning of the polymer chains, especially with the celluloses, and
to the formation of radicals pendant from the chains which consume some of the
monomer to produce polymer tails or grafts. After completion of the polymerisation
process, the colloid may be very different from its starting composition. It may have
significantly enhanced surface-activity for example; in this event, attempts to
manufacture the latex by addition of the colloid only after polymerisation, fail to achieve
the same characteristics.

Characteristics which usually arise from the presence of colloid are shown below:

TABLE 1. Characteristics arising with colloid in latex

Latex

enhanced colloidal stability
- appears to be steric
increased viscosity
larger particle size

Derived Paint

stability to freeze-thaw cycles,
high electrolyte and high shear
increase in pseudoplastic rheology
'effective titanium complex
thixotrope

'with cellulose and PVA

2.1.2 Colloid-free Latices
The presence of water-soluble polymer in the latex composition adversely affects some
of the properties of the derived paints. In particular, paint characteristics involving
performance under wet conditions such as scrub resistance and condensation staining can
be impaired. These weaknesses can be avoided or reduced by selecting latex which has
been manufactured without colloid, at the loss of the benefits above.
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Colloid-free latex for paint use is manufactured by emulsion polymerisation
processes, usually with a combination of anionic and non-ionic surfactants to provide
colloidal stability for the particles. Ionic residues from the initiator which are attached at
one end of polymer chains, contribute to the stability. The latices tend to be lower in
viscosity and to have smaller particle sizes than colloid-containing systems.

2.1.3 Glass Transition Temperature
A number of factors influence the choice of the glass-transition-temperature (Tg) for the
latex particles. It is necessary to ensure that good film integration occurs when the paint
is applied over a range of temperatures down to some stipulated minimum. However,
this is counter-balanced by a desire to maintain reasonable film-hardness for durability,
resistance to dirt-pick-up and washability.

The important issue is the effective Tg, that is allowing for possible plasticisation
of the polymer by other components in the paint, such as cosolvent or surfactants. A
useful parameter here is "minimum film forming temperature" (MFT) which can be
measured by spreading a sample of latex or modified latex over a metal platen over
which a temperature gradient is maintained and identifying the minimum temperature at
which adequate film integration has occurred [3]. Generally, with a higher loading of
pigment and extender in the paint, a lower MFf is required (below):

TABLE 2. MFr requirements for different paints

Paint Type

Matt
Primer/Undercoat
Mid-sheen
Gloss

Approximate MFr for Latex

5"C
7"C
15"C
2CfC

It would be expected that MFT was closely related to Tg. The relationship has been
found to be linear for some colloid-containing latex types and non-linear for some
colloid-free systems [4].

Latex particles for paints usually comprise copolymers and the Tg can be selected by
changing the composition using the Fox equation [5] where the Tg for the copolymer
(Tc> is given by

I _ Wx Wy----+--
TC Tgx Tgy

(1)

where the copolymer comprises a weight fraction (W) of the respective component
which would have, as a homopolymer,a glass transition temperature (Tg).

2.1.4 Copolymer Particles
To provide the film polymer with a Tg in the desired range and with a selected balance
of physical properties, the latex particles comprise copolymer with two or three
constituents. The third and minor monomer constituent which may be present at only a
few percent of the total composition, is often included in the copolymer to provide
benefits to the paint or to the latex during storage prior to paint make-up. Some of the
characteristics provided are listed (Table 3).
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TABLE 3. Commonly used monomers

Principal Plasticising Minor Characteristics
Monomer Comonomer Monomer from Minor Monomer

methyl- butyl-acrylate acrylic acid or contributes to colloidal
methacrylate 2-ethyl-hexyl- methacrylic acid stability; increases paint

acrylate viscosity.

styrene butyl-acrylate acrylic acid or contributes to colloidal
2-ethyl-hexyl- methacrylic acid stability; increases paint
acrylate viscosity.

vinyl acetate vinyl-versatate adhesion promoter improves "wet adhesion"
butyl acrylate
2-ethyl-hexyl-
acrylate

Having selected a weight ratio of monomers to provide a given Tg and other
characteristics, there is no guarantee that the particles prepared by emulsion
polymerisation will have an uniform composition throughout their structure; the surface
composition, affecting the MFf value, may be different from the bulk. Implications
from this can be important to the paint formulator. This can be illustrated by
considering a copolymer of butyl acrylate (BA) / methyl methacrylate (MMA) / acrylic
acid (AA) which is of a type commonly used to prepare latex for paint. The acrylic acid
proportion is a few percent of the total. The monomers have significantly different
solubilities in water, respectively varying from low; from requiring a few percent to
saturate water; to being fully miscible with water. Using published Q,e values [6],
values for the reactivity ratios may be obtained as follows:

butyl acrylate / methyl methacrylate / acrylic acid
(a) (b) (c)

r,(ab) =0.34 riab) =1.9
r1(ac) =0.32; r2(ac) =2.9
r1(bc) = 0.75; r2(bc) = 1.2

On the basis of the reactivity ratios and by considering the propagation rates from
each of the three terminal radicals in tum, the composition of the growing polymers
may be compared (Figure 1). It follows that with this copolymer composition the
expectations would be:
(i) a tendency to produce AA-rich polymer

- chains with sufficient AA content will be water-soluble
(i.e. solution-polymer formation)

(ii) chains produced in the earlier stages of polymerisation will be richer in MMA / AA
(higher Tg polymer and relatively hydrophilic). (But this can be offset by running
the process at low free-monomer levels). Also the higher solubility of these
monomers in the aqueous phase will in addition favour the formation of solution­
phase oligomeric radicals richer in MMA / AA.

(iii) BA will be the slowest monomer to convert. At the end of the polymerisation,
polymer chains rich in BA will be produced (low Tg and relatively hydrophobic).
In summary, the latex would be expected to comprise heterogeneous particles with

some polymer (rich in AA) remaining in the continuous phase. With regard to the
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interest of the paint formulator, the solution polymer is likely to affect the paint
rheology by giving an increase in low-shear viscosity and by reducing water-resistance
properties.

Where latex particles comprise a mix of polymer chains of differing composition,
the surface composition would normally be expected at equilibrium to be richer in the
relatively more hydrophilic species but this effect does not appear to be significant when
the particles are grown under normal conditions with low free-monomer levels. Also
during emulsion polymerisation a wide spectrum of composition for the polymer chains
will result, tending to mask this effect.

~BA'

~ Most Preferred

~Next

+ BA Least

MMa o

~ Most Preferred

+ MMa- Next

~Least

~AA'

~ Most Preferred

~Next

+ BA Least

Figure 1. Propagation from the differing polymer end radicals.

2.1.5 Composite Particles
Composite latex particles, comprising at least two different (co)polymers within each
particle, have been described widely, as is evident from the patent and open literature.
Some preparation processes are likely to generate a spectrum of compositions [7] and
most involve the polymerisation of a second set of monomer(s) in the presence of a first
polymer [8-11]; this will usually lead to some graft polymer which has elements of
both polymers and which will enhance the "internal blending" of the polymers within
each particle. Recently alternative processes have been reported in which preformed
polymer particles "engulf' second particles which may comprise inorganic material or
another polymer [12,13].

Composite particles have been designed for use in specialist latex paints such as
refinish for automobiles [14]. Use of composite particles in decorative paints does not
yet appear to be wide-spread but this situation may be changing. Composite particles
offer decorative paints an opportunity for different physical property balances and
increased cost-effective performance, by controlled location of specific functional
components (expensive) and by unobtrusive location of cheaper, poor performance
components, for example by confining them to the centre of the particles. Wider use of
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composite particles may follow improved control of particle morphology during
manufacture.

A number of theories, based on the interfacial energies involved, have been developed
concerning the morphology of composite latex particles [12,15,16J. These theoretical
considerations have included predictions for the equilibrium morphology when one of
two polymer components increases in relative size by further polymerisation [17J; they
have indicated the importance of the relative volumes of the components in determining
the equilibrium morphology [12].

Internal re-arrangement of particle morphology, presumed toward an equilibrium
structure, has been observed. In some cases this has been dramatic leading to particle
disruption [18,19]. Rearrangement altering the minimum-film-forming temperature, has
been induced by heat-treatment [4J.

2.1.6 Particle Blends
Mixtures of different latex particles are of interest to the paint formulator because in
addition to attaining desired physical property balances they offer potential for control of
film morphology especially when differentiating film surface composition from bulk.
Some of the properties of the paint film such as resistance to dirt-pick-up, gloss,
scuffing and marking resistance are more associated with surface characteristics; for
others, such as opacity and the physical properties governing durability, the bulk
characteristics are more relevant. Most water-resistance properties such as scrub­
resistance and swelling and softening when rewetted are thought to be governed mostly
by bulk combined with the characteristics of the interface with the substrate. This is
discussed below (4.2). It can be speculated that latex paint, fully optimised for technical
performance might be formulated to include surface-migrating particles for surface
properties and different latex particles for the bulk properties.

2.1.7 Surfactant Selection
The choice of surfactants used during the manufacture of the latex can affect the final
paint properties. Because they remain in the final dry paint film, some of the properties
will be determined by their location. A network of surfactant molecules throughout the
film would be expected to "wick" moisture through the coating and reduce water­
resistance properties; this would contrast with surfactant residues isolated at cusps
within the film.

Surfactants can be selected from an extensive range of anionic and non-ionic
materials. "Reactive" surfactants [20J, carrying one or more copolymerisable double
bonds are also available, as are reactive surfactant precursors which copolymerise with
particle monomer to produce surface-active polymers or to become directly and
covalently attached at the particle surfaces. The latter have been used as colloidal
stabiliser to prepare non-ionic latex by emulsion polymerisation [21,22J or by
dispersion polymerisation in water / alcohol mixtures [23J; excellent properties have
been claimed for paints derived from these latices [24J.

Surfactants which become covalently bound at the particle surfaces will not desorb,
avoiding a problem which may otherwise occur during paint make-up.

2.1.8 Removal ofResidual Monomer
Residues of monomer remaining at the end of latex manufacture give an odour to the
derived paint and if they were present at a significant level, would pose a health risk to
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the operator during application and even possibly, in the case of interior paints, to
subsequent room users.

It is usual for the latex manufacturer to add further free-radical initiator, at a suitable
temperature, at the very end of the process and to allow sufficient time for the latex to
be exposed to a significant free-radical flux. However, this treatment does not remove all
traces, as discussed elsewhere [25]. The monomer traces may be removed chemically,
usually involving saturation of the monomer double bond, or physically, for example
by passing steam or gas through the latex [26]. It is possible to reduce levels to less
than a few parts per million.

2.1.9 Biocide Addition
Latices, like other aqueous systems containing bio-degradable components, require
protection from attack by micro-organisms. For aqueous latex and derived paint the
principal sources of infection are by bacteria and fungi (including yeasts). When
selecting biocide for use in the systems, it is necessary to test the candidate biocide's
effectiveness against both classes of micro-organisms. Some biocides are less effective
at different pH ranges and this qualification needs to be checked, mindful of the pH of
the latex during storage and the pH of the paint.

Unsuccessful protection of either latex or paint may be manifiest at first as a change
in rheology or as a fall in pH arising from some decomposition of thickener (especially
if cellulosic) or surfactant (although there may be alternative explanations for these
changes). Increasing contamination leads to odour development and further physical
deterioration and may lead to disastrous gassing.

2.2. MILL-BASE PREPARATION

The mill-base is a dispersion of inorganic pigment and extender particles. It is
conveniently prepared with a high-speed disperser which comprises a disc fitted with
small blades at its perimeter, rotated about a vertical axis within the aqueous phase held
in a containing vessel. Firstly water and aqueous phase components are pumped to the
vessel and with the disc rotating at high speed, the solid materials are metered in slowly.
Water-soluble polymers, usually present in the aqueous phase, give an increase in
viscosity and this appears to assit the comminution and dispersing process. After
addition of all particulates the milling is continued for some time to ensure complete
comminution and dispersal, giving a dispersion with a mobile, creamy consistency.

2.2.1 Inorganic Pigment
Rutile titanium dioxide is used to provide the paint with whiteness and to contribute,
usually in a major way, to opacity. Many different grades of the pigment are available to
the paint formulator. The rutile particles are supplied with differing surface layers such
as silica, alumina, zinc oxide and zirconia. Selection from the range available is usually
made on the basis of empirical testing and optimisation for paints of a given type and
end-use. Optimum particle size for scatter is around 220nm. and pigment manufacturers
produce material which can be dispersed down to this approximate range.

2.2.2 Extender Particles
Different minerals are used, including calcium carbonate, kaolin (china clay), talc and
barytes. They contribute to opacity and colour and are used in large volumes in the
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paints with lower sheen. They are major components in "dry-hiding" systems where,
after drying of the paint film, entrapped air contributes to the opacity by providing a
matrix phase or occluded phase of lower refractive index.

2.2.3 Dispersants
Combinations of low molecular weight surfactants and water-soluble or dispersible
polymers may be included in the mill-base formulation. These are required during the
dispersing process to give colloidal stability; they also are important to help control the
paint rheology. Highly efficient stabilisation giving near-Newtonian rheology is not the
target here, as discussed later.

Because of the hydrophilic nature of the extender particle surfaces, efficient
adsorption of low molecular weight hydrophobe moieties is not guaranteed. Partially
soluble or interfacially active polymers have advantages arising from the possibility of
multi-point (but weak) adsorption along their length.

2.3. OTHER COMPONENTS

Anti-foam agents, coalescing agent which reduces the effective Tg of the latex polymer
and biocide are included in the aqueous phase when preparing the mill-base. Suitable
biocides for protecting the paint in the can may be identified as described above (2.1.9).
In addition, for some countries such as those with tropical climates, biocides may be
required to protect the dry paint film. Other materials which are added to modify paint
rheology or dry film opacity are described later.

3. Paint Preparation

The latex is added to the mill-base dispersion or the other way around, whilst stirring.
The order-of-addition is chosen to avoid "shock" to any part of the system and is strictly
adhered to during manufacture!. Some components may be added after the mixing
operation and there may be adjustments to the pH with ammonia or alternative base; the
water content may be adjusted. Some typical paint formulations are shown (Table 4)
[27]. In these examples the latex comprised a medium-fine particle sized, cellulose ether
stabilised, vinyl acetate-vinyl versatate copolymer ("Emultex VV573" - registered Trade
Mark of the Harlow Chemical Co. Ltd).

A combination of several colour pigments may be used to give the required colour
effect in the final film. Colour mixing is a sophisticated procedure and is carried out
with great precision and reproducibility. There are two distinct operating procedures.
Either the paints are fully pigmented before leaving the manufacturing site or they are
delivered as base formulations for addition of tinting pigments at the retailing store
premises to meet the individual customer's requirements.

3.1. PAINT CHARACTERISTICS

During the development of modified paint products and as a quality control check, a
number of characterisations are made routinely. These usually include measurement of
viscosity at low-shear and at high-shear for which purpose simple intruments are
available commercially. Stability to added electrolyte and to repeated cycles of freezing
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and thawing may also be checked; paints based on latices with sterically-stabilised
particles usually are more robust.

3.1.1 Particle Size Chllracterisation
A difficulty here is that the paint will contain particles of differing refractive index and
density as well as size. However it may be possible to do this with a disc centrifuge
photosediometer [28] because its operation involves physical fractionation of the
particles by size and density. From the raw data (particles reaching the detector with
time) it is necessary to be able to separate the peaks for the different particle types and to
apply the correct density value to each.

TABLE 4. Examples of paint composition

Matt Paint Semi-Gloss Paint

Component %age %age Component %age %age
byWt by Vol byWt by Vol

water 21.1 27.6 water 15.1 18.4
polyphosphate 1.7 2.2 propylene glycol 3 3.8
maleate copolymer 0.4 0.5 acrylic acid copoly. 0.6 0.7
ammonia (0.91) 0.1 0.1 ammonia 0.1 0.1
biocide 0.2 0.3 biocide 0.2 0.2
anti-foam 0.2 0.3 anti-foam 0.2 0.2
hydroxyethyl celIulose 19.2 25.1 hydroxyethyl celIulose 14.5 19.7

(3%) (3%)
titanium dioxide 9.7 3.1 titanium dioxide 19 5.7
calcium carbonate 21.4 12.7 talc 3 1.7
kaolin 5.1 3 titanate complex 0.3 0.4
coalescing agent 1 1.4 coalescing agent I 1.3
latex 12.9 15.3 latex 36 40
opacifying polymer 7 8.4 opacifying polymer 7 7.8
particles particles

PVC=72% PVC=35%

4. Paint Properties

The pigment volume concentration (PVC) may be defined as the volume of the
inorganic particulates divided by the total dry film volume excluding any air in the film.
In a "well-bound" paint there is sufficient polymer to fill the space between the
inorganic particulates but above a critical value (C) for the PVC this is no longer the
case and the dried paint film will include air. Because of the polydisperse nature of the
particles and irregular shape of some, the CPVC is not easily predicted. It can be readily
identified however from a range of paints of varying PVC due to a transition point when
property performance is plotted against PVC; for example this can be done with opacity
or washability assessment. In general, gloss, mid-sheen and exterior paints are
formulated below CPVC, as are interior Matt paints which are designed to be more
cleansable with improved resistance to marking and scuffing damage. Formulations
above CPVC can offer higher opacity at lower cost and provide less expensive interior
wall and ceiling paints.
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4.1. RHEOLOGY

Decorative latex paints are applied by brush or roller and to a lesser degree by airless
spray. Usually the paints are designed for both brush and roller but exceptions to this
include the so-called "solid-emulsion" paints for which brush application is unsuitable.
This duality for application leads to a need for some balancing in the in-built rheological
characteristics.

For application by brush, the user requires (not always consciously) good pick-up of
paint onto the brush, relative ease in avoiding drips from the brush and splash when
applied to the substrate, easy unrestricted brushing and almost complete disappearance of
brush marks before the paint dries.

Rheograms showing apparent viscosity plotted against shear-rate readily differentiate
latex paints from fluid, oil-based gloss paints, which in the hands of an experienced
person give unsurpassed brushing characteristics (Figure 2). The latex paints have a
pronounced non-Newtonian character with steep shear-thinning behaviour and some
hysteresis. At low shear rates there is a high sensitivity to disperse phase volume
fraction (<p). The shear-thinning is believed to arise largely from weak, reversible
flocculation in the paint which may be considered to give loose clusters of particles
increasing the effective value for (<p); the cluster size is thought to decrease with
increasing shear rate [29].

TJ app
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Figure 2. Rheograms comparing latex and oil-based paints
after breakdown of structure at high shear

During application by brush or roller, the wet paint is subjected to very high shear
rate, in the order of 10,000 sec-I, which is sufficient to break most of the paint structure.
Because of the pseudoplastic behaviour, the viscosity at low shear is much higher. This
is beneficial for improving resistance to sagging for the wet paint film on vertical
surfaces but may hinder flow-out of brush-marks.

The flow-out of brush-marks was considered by Orchard and Smith [30]. Taking the
brush-marks to be sinusoidal in cross-selection, they derived an equation for the
amplitude (a) of the marks after time (t), where the initial amplitude is (30) and the wave
lenght is (A)
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(2)

(3)

and where (Tl) is the viscosity. The mean paint thickness (h) and the surface tension (y)
are assumed to stay constant.

a

h A-
Figure 3. Assumed brush-mark cross-section

With oil-based paints, the equation is known to give quite good fit with
experimental observation. Because decay of brush-marks is faster at larger values of (f),
it will be faster at lower paint viscosity. The relevant shear-rate regime is very low and
with the marked non-Newtonian behaviour of the latex paints and high sensitivity of
viscosity to (<p), the relationship between decreasing brush-mark decay with increasing
paint solids, which is observed in practice, is indicated.

Major changes in the paint rheology can be effected by selecting different polymer
for the aqueous phase. A number of types of polymer are available. These include
substituted ceUuloses (already discussed), "associative thickeners" (discussed elsewhere
[31)) and (meth)acrylic acid copolymers. The latter may be supplied as latex with the
particles dissolving when the pH is raised during paint preparation.

Different rheology is obtained depending on whether colloid-containing or colloid­
free latex is selected and on the choice of minor monomers for the latex composition.

Rheology also involves aesthetics in that the appearance of the paint when its
container is opened, and the appearance on a fully-laden brush, are often taken as
indicators of "paint quality" by the user.

4.2. WATER RESISTANCE PROPERTIES

Depending on the paint type, a number of physical properties must be provided. These
might include washability, resistance to house-hold stains and to scuffing and good
adhesive performance to the substrate which it covers. Performance of the paint film
when it is wet or damp can pose special difficulties. These arise largely because the
paint was originally an aqueous composition and still contains a number of water-
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sensitive species. The problem is severe when the latex paint is applied over a well­
sealed substrate, for example which is coated with an alkyd paint. For good performance
under these conditions, modification to the formulation is required, usually effected by
including a special monomer in the latex. Many such components ("adhesion
promoters") are described in the patent literature; several are available commercially.
Some include the heterocyclic ethylene urea (ureido) structure [32].

There are conflicting views on the possible mechanism by which "wet adhesion" is
improved. One of these is that the components reduce the loss in modulus when the
film becomes wet and consequently peel adhesive performance is retained; another is that
they generate beneficial polar-polar interactions at the interface between the film and the
substrate.

4.3. OPACITY

Comparison between latex paints (with disperse phase polymer) and oil-based gloss
paints (with solution phase polymer) suggests that light scatter from the titanium
dioxide pigment particles is more efficient in the latter systems. In a film derived from
polymer particles and pigment particles at or near optimum size, a loss in scatter would
be expected from any pigment-pigment contact. Ideally, all the pigment particles, at
optimum size, would have only polymer particles as near-neighbours.

When drying a mixed dispersion of polymer and pigment particles this ideal
arrangement will not result and random statistics will dominate the extent to which a
pigment particle will include another pigment particle amongst its near-neighbours.
This suggests that if modifications to the dispersions could be made such that pigment­
pigment contacts could be reduced or eliminated, increases in opacity would be attained.

Much current research is devoted to finding cost-effective ways of improving opacity
in latex paints, as is evident from the patent literature. Techniques which are being
developed include complete or partial encapsulation of titanium dioxide particles with
either film-forming or non-film-forming polymer [33]. Also special polymer particles
have been developed such that when they dry as part of the paint film, an air-void is
generated at the particle centre [34]. These particles are available commercially. A
method to characterise such particles with a disc centrifuge, has been described [35].

As mentioned above, air is incorporated within paint films when formulated above
the CPVC. The air reduces the refractive index of the matrix phase and increases the
differential with the pigment and extender particles. However these paints have a number
of performance limitations. Successful incorporation of air, at the correct location
within the film and without loss of film properties and with full cleansability, will yield
very significant technical advantages to the latex paint formulator.
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ENCAPSULATlON OF INORGANIC PARTICLES

The Use ofEmulsion Polymerization to Encapsulate Pigments and Fillers
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1. Application of Microencapsulated Particles

Microencapsulation is the process of obtaining small solid particulates, liquid droplets,
or gas bubbles with a coating. In this review the process of encapsulating inorganic
pigments and fillers with a polymer through suspension or emulsion polymerization is
described.

The microencapsulation of pigment and filler particles is an important area of
research, both in the academic world and in industrial laboratories. Much activities in
the past decade have been aimed at obtaining inorganic powders, coated with an organic
polymer layer. Such systems are expected to exhibit properties other than the sum of the
properties of the individual components. In general, several benefits from this
encapsulation step can be expected when the obtained particles will be applied in a
polymeric matrix (e.g. plastics or emulsion paints):
• Better particle dispersion in the polymeric matrix
• Improved mechanical properties
• Improved effectiveness in light scattering in a paint film
• Protection of the filler or pigment from outside influences
• Protection of the matrix polymer from interaction with the pigment
• Improved barrier properties of a paint film

Amongst materials that have been encapsulated are CaS03, CaC03, BaS04, Ti02,

zeolites, talc, several clays like bentonite and kaolin, limestone, alumina, silica,
NiO.ZnO.FeP3, Fep3, ZnO, Crp3, CdS, HgS, Cu, wollastonite, carbon black,
graphite, disazo yellow, copper phtalocyanine, lackrot C and other azo pigments (I].
The applications of these encapsulated particles relate to the above mentioned benefits
and can be found in filled plastics, paints, inks, paper coatings etc. of which in the next
subsections examples will be given. The use of encapsulated particles as catalyst
carriers has recently been reported [2].
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1.1. ENGINEERING PLASTICS

In engineering plastics the interaction between filler and plastic is very important for the
mechanical properties like fracture toughness [3,4].

The treatment of inorganic particles with hydrophobicing or coupling agents like
silanes, titanates, zirconates etc. is aimed at improving the compatibility with the matrix
polymer and it is shown that indeed many rheological and mechanical properties can
benefit from this step [5]. However it is also clear that this relatively simple treatment
is not sufficient to produce a composite with properties close to that of the unfilled
polymer. The search for even better properties has initiated the process of
encapsulation of inorganic particles where an intermediate layer, which interacts
strongly with both the filler surface and the matrix polymer, would provide the required
improvement. Similar conclusions were reached by Dekkers and Heikens [6] on their
study on the effect of interfacial adhesion on tensile behavior of polystyrene-glass-bead
composites; they state that obviously a more drastic modification (than surface
modification with silanes) near the glass beads' surface is required in order to obtain a
composite both stiffer and tougher than the matrix material polystyrene, for instance,
encapsulation of the glass beads within a layer of low modulus material.

Kolarik and coworkers [7] explored the properties of three-component composites
consisting of a thermoplastic matrix (polypropylene) and an elastomer encapsulated
filler (ethylene-propylene diene copolymer (EPDM) elastomer on CaCOJ).

The (relatively cheap) filler cores inside elastomer enhanced the apparent volume
fraction of the incorporated elastomer. The adhesion at the matrix/filler interface turned
out to be important and increases the yield stress of these ternary composites.

In many instances a thin polymer layer has been observed on inorganic surfaces, that
have been in contact with a polymer, that is not extractable, even without the presence
of covalent bonds between the surface and the polymer layer. This bound polymer does
not necessarily lead to reinforcement of a filled polymer and in some cases this layer
can degrade the tear strength of the material by allowing failure at a weak second
interface between bound and matrix polymer. This degradation can be alleviated by
cross-linking the polymer or by increasing the molecular weight to force either
chemical or physical links across the weak second interface [8]. Processing these
particles at higher temperatures and shear necessitates high molecular weights or
crosslinking anyway and in that case covalent bonding with the surface is superfluous.

Ono [9] showed that carbon powders coated with polymethyl methacrylate were
directly moldable into sheets which had excellent thermal properties and could also be
used as electric conductive plastics. An expanded graphite-polymethyl methacrylate
(PMMA) composite film turned out to form excellent diaphragm material for high
fidelity loudspeakers.
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1.2. eOATINGS, INKS AND TONERS

One of the most important applications of encapsulated pigment and filler particles is in
emulsion paints. One of the more expensive components of water-borne paints is the
white pigment, usually titanium dioxide (rutile form). The pigment is added to obtain
hiding power. The hiding power or opacity depends on the occurrence of light
absorption and light scattering, for pigments with a high refractive index, like titanium
dioxide, light scattering forms the main contribution to the hiding power. The light
scattering effectiveness of the pigment particles depends on their particle size and on
the interparticle distance. Agglomerates of pigment, already present in the wet paint
film or formed by flocculation during the drying process, will reduce the scattering
effectiveness of the dispersed pigment particles. By encapsulating the pigment particles
it is expected that the chance of flocculation is reduced and that the dispersion in the
final paint film is improved [10]. It has been suggested that the layer thickness could be
optimized to obtain optimum spacing between titanium dioxide particles to achieve
maximum light scattering [11].

In encapsulating the pigment particle an important adverse effect of the pigment
could be influenced, that is the generation of radicals under the influence of UV light.
These radicals can lead to degradation of the matrix polymer and thus leads to reduced
durability. With the proper choice of the polymer layer the durability might be
improved also. Other advantages are improved block resistance, less dirt pick up, better
adhesion [3,12] and improved chemical resistance [3].

For the above mentioned reasons most commercial pigments already obtain inorganic
and/or organic surface modifications. An additional benefit can be brought about by
the formation of multilayers of polymer on inorganic particles [13] where for example
rubber toughening effects can be introduced [7].

Besides inorganic pigment and filler particles also organic pigments have been
encapsulated with polymer, e.g. copper-phtalocyanine and azo pigments [14].

Several fillers/extenders for paint applications have been encapsulated like CaC03,
alumina, silica, wollastonite and clays like bentonite and kaolin [15].

Other applications of encapsulated pigmentscan be found in inks, paper coatings and
electro-photographic toners.

1.3. MAGNETIC PARTICLES

When the inorganic particles are magnetically responsive this opens pathways to
special applications like coupling of enzymes and antibodies to the surface of the
magnetic particles after which drug targeting becomes possible. Also these particles can
be used in biochemical separations [16]. Furthermore, these magnetic particles can be
used in magnetic recording media, oil spill clean up and moldable magnetic powders
[17] .
Multilayer magnetic composite particles comprising of polymer latex particles with
small (20 nm) NiO.ZnO.FeP3 particles heterocoagulated on the surface and these
heterocoagulates encapsulated with polystyrene forms a recent interesting development
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where simple encapsulation with one layer of one type of polymer is extended to
multilayer materials [I 8].

Huang [19] describes the preparation of magnetic latex particles through inverse
emulsion polymerization. He encapsulates iron oxide with crosslinked hydrophilic
polymer, these particles can be used as a seed to prepare aqueous hydrophobic magnetic
latex particles. Cohen describes the precipitation of iron hydroxides in swollen polymer
particles which are converted to the oxide by means of a heat treatment [20].

2. Encapsulation of Inorganic Particles

2.1. GENERAL PRINCIPLE

Emulsion polymerization is the technique that is used most often because of water­
based coatings related applications of encapsulated pigment particles.

The inorganic particles (after hydrophobization) are dispersed with the normal
surfactants and an emulsion polymerization is performed where the locus of
polymerization is the hemi- or admicelle around the inorganic particle (Figure 1).
Usually 'maximum' properties are obtained when the inorganic particles are distributed
evenly and as single (primary) particles in the matrix. This means that in the steps
towards obtaining the final product keeping the particles well dispersed is of major
importance. Initially the particles should be well dispersed in the aqueous phase and
(partial) coagulation during the emulsion polymerization must be avoided because this
leads to irreversible fixation of the coagulates.

On studying the kinetics of the emulsion polymerization of methyl methacrylate on
TiOz [21,22] partial coagulation was observed with dark field microscopy which also
showed up in the conversion time curves as temporarily rate retardation's (plateaus). By
improving the mixing conditions this problem was diminished in later work [23].

To be able to disperse the inorganic particles in an aqueous medium, special
stabilizing agents for the inorganic particles should be added or the surface should be
hydrophobized in order to be able to use conventional emulsion polymerization
surfactants. In order to improve dispersion of the pigment particles power ultrasound
has been applied [11,24]. Many pigment particles can be obtained with organic surface
modifications commercially or alternatively they can be modified with silanes or
titanates.

These so called coupling agents usually contain at least one smaller alkoxy group
which can react with a hydroxyl group on the surface. The other groups can contain
functionality's which can interact physically or chemically with the surrounding
polymer matrix thereby aiding the dispersion of the filler.
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Entapsulated partitle

Figure I. Schematic representation of encapsulation of inorganic (submicron) particles through an
emulsion polymerization.

Water soluble titanates are also commercially available which can be used to stabilize
aqueous pigment and filler dispersions. Usual1y these coupling agents are applied from
organic solutions or by applying them directly to the dry powder, for example in a
Henschel mixer.

Other additives which are used to make the surface hydrophobic are for example a
combination of methacrylic acid and aluminum nitrate as a coupling agent [24] or
groups like stearoic acid.

Polymerization on the surface of inorganic particles with water soluble monomers can
also be regarded as a special case of emulsion polymerization. Aqueous solution
polymerization's are reported by Chaimberg et al. [25] for the graft polymerization of
polyvinylpyrrolidone onto silica. The nonporous silica particles were modified with
vinyltriethoxysilane in xylene, isolated and dispersed in an aqueous solution of
vinylpyrrolidone. The reaction was performed at 70°C and initiated by hydrogen
peroxide. Nagai et al [26] report on the solution polymerization of the quaternary salt
of dimethylaminoethyl methacrylate with lauryJ bromide, a surface active monomer, on
silica gel. Although the aim was to polymerize only on the surface, also latex particles
were formed.



440

2.2. THE EFFICIENCY OF ENCAPSULAnON

Polymerization on the surface is in competition with the process of particle formation
(Figure 2). Therefore the normal stabilization with micelle forming surfactants is not
straightforward and the offered surface area of the inorganic particles is very important.
So far mainly submicron particles have been encapsulated with this method.

The presence of conventional surfactants in encapsulation reactions introduces the
problem that a delicate balance between stabilization of polymer and inorganic particles
and formation of new particles has to be maintained [27,28].

Figure 2. Transmission electron micrograph of the product of an encapsulation ofTi02 with polymethyl
methacrylate [27], showing encapsulated and free polymer particles.

This could be done by monitoring the surfactant concentration with on-line
conductivity measurements and dynamically controlling the surfactant concentration
[27]. Micellar nucleation is partly suppressed by adjusting the free surfactant
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concentration just below the critical micelle concentration (corrected for adsorption on
Ti02 [27,28]). However homogeneous nucleation can also occur, which will be more
substantial with more water soluble monomers present. Therefore more free polymer
will be formed and the efficiency will drop. For the encapsulation of Ti02 in recipes
with about 20 % solid contents, the highest efficiencies are usually found for styrene
(25 %)[13,29]. The efficiency seems to depend on the water solubility of the monomers
(see also section 2.3).

In the initial stages of the emulsion polymerization the electrostatic interaction
between of the initiator fragment at the end of the chain and the charges on the surface
can playa role in increasing the capturing efficiency of charged oligomers. Haga [30]
used differently charged initiators and confirmed this electrostatic effect. However,
even in the case that an electrostatic repulsion can be expected between the polymer
produced and the Ti02 surface, encapsulation proceeds rather well. Also in the latter
case unextractable polymer was formed. Haga found that the molecular weight of the
encapsulating polymer (non-extractable) was higher than that of the apparent
encapsulating polymer (extractable) and attributed this effect to an increased monomer
concentration on the TiOz surface. The encapsulating polymer also had a higher
density, both for PMMA and polystyrene (PS) (Table I).

TABLE I. Densities of encapsulating polymer, apparent encapsulating polymer and polymer prepared by
conventional emulsion polymerization (data taken from [30]).

Density (g/cm3)

PMMA PS

Conventional emulsion polymer
Apparent encapsulating polymer
Encapsulating polymer

1.185
1.187
1.206

1.049
1.034
1.094

The data suggest that special structures with high density are formed of the polymer
that is in direct contact with the surface. This is also in line with the increase in Tg that
was observed in this case and other cases (Table 2).

Lee and Chiu [31] carried out emulsifier free emulsion polymerization of methyl
methacrylate (MMA) in the presence of CaSal particles with potassium persulphate as
initiator. Besides encapsulation also secondary nucleation occurred. The tensile strength
of PMMA/CaS03 composite made from emulsion polymerization was higher than that
of the composite made from mechanical blending.

According to Hergeth and coworkers [32] a minimum surface of the filler particles is
needed to prevent secondary nucleation. To estimate this amount, a formula was
derived for seeded emulsion polymerization with spherical particles and a water soluble
initiator [32]. This formula was based on the observation that primary particles are
produced by a collapse and micellization process of oligomeric chains. An upper limit
for the particle size was estimated to be 100 nm for the encapsulation of silica with
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polyvinyl acetate. Because the surface area needed to prevent secondary nucleation is
proportional to the monomer conversion per unit of time, the encapsulation efficiency
can be improved by using monomer starved conditions.

The encapsulation of the larger filler particles (> 1 micron) is more difficult because
the low surface area of the particles does not suffice to capture all the formed oligomers
and therefore secondary nucleation is almost unavoidable in the normal emulsion
polymerization approach. However, the process of heterocoagulation can also occur
during an emulsion polymerization and in many instances is the main mechanism of
encapsulation. This mechanism leads to non-uniform polymer layers but the resulting
encapsulated particles can still improve the filler properties [33].

Using less water soluble monomers in combination with a nonionic initiator, the
formation of surface active oligomers in the aqueous phase can be minimized thus
increasing the efficiency. Janssen [27] used cumene hydroperoxide in combination with
Iron (II) sulphate and a reductor aiming at initiation at the hydrophobic/hydrophilic
interface of the modified Ti02 particles. The efficiency was improved most for the
polymerization of MMA whereas for styrene the differences were smaller. This can be
explained by the fact that in the case of MMA more oligomers are formed in the
aqueous phase per unit of time which leads to more secondary nucleation compared to
styrene. Therefore more is gained in the case of MMA by using uncharged radicals.

Dekking used electrostatic interactions to adsorb a radical initiator at the surface of
clays like kaolin and bentonite [15]. Laible et al. [10] and Caris et al. [34] used azo
initiators that reacted to the surface of Ti02 and Al20 J • The initiation from the
inorganic surface improved the encapsulation efficiency. Some forms of Ti02 can
generate radicals under the influence ofUV-light that can initiate polymerization.

Furusawa et al. [35] adsorbed a thick layer of hydroxyl propyl cellulose (HPC) on
silica particles and polymerized styrene in the presence of these particles with
potassium persulphate as initiator. In the absence of surfactant polymerization of bare
silica particles resulted in secondary nucleation. However, when the HPC coated
particles were used, this resulted in well encapsulated materials. When surfactant (SDS)
was added raspberry shaped particles were obtained.

Hasegawa et al. [36] carried out soapless emulsion polymerization of MMA on Ti02

where a layer of surfactant was adsorbed. Besides sodium dodecyl sulphate also
docecyltrimethyl ammonium bromide and polyoxyethylene sorbitan mono-oleate, a
nonionic surfactant, was used. A minimum amount of surfactant adsorption was needed
for uniform encapsulation. In this approach, ionic surfactants were more effective than
nonionic surfactants because less nonionic surfactant adsorbed on the surface (also
related to the low critical micelle concentration (CMC».

As mentioned before [32] the oligomer production rate is important in relation to the
prevention of secondary nucleation. Adding the monomer semicontinously aids to the
prevention of formation of new polymer particles because the oligomer production rate
is lowered.

So in principle, using smalI particles at a high concentration, a hydrophobic initiator,
low surfactant concentrations and monomers with a low water solubility (added
semicontinously) results in the highest efficiencies.
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2.3. COPOLYMERIZAnON

To improve compatibility between the polymer layer and the matrix it is interesting to
vary the composition of the polymer layer by copolymerization. In that way the glass
transition temperature (Tg) of that layer can also be adjusted. Several copolymerizations
were performed on titanium dioxide pigment particles including the monomer
combinations styrene (St)/ methyl acrylate (MA), styrene/methyl methacrylate and
methyl methacrylatelbutyl methacrylate (BMA) [13, 29]. When increasing the MA
content in the S/MA copolymerizations (Table 2), the efficiency decreases.

When increasing the water solubility of the monomer in a homopolymerization or
increasing the content of this water-soluble comonomer in a copolymerization the
efficiency decreases (Table 2) [13,27,28,29].

The glass transition temperatures were measured for both the copolymer layer on the
pigment particles and the newly formed copolymer particles. The glass transition
temperatures are changed because of a change in chemical composition of the polymer
layer and because of interaction with the surface.

TABLE 2. Efficiency and glass transition temperatures, data from [13,29]

Monomers Ratio Efficiency' Polymer content b Tg

mol/mol wt.% wt.% °C

MMA 7.0 5.7
MMA/BMA 1.390 8.6 11.6
SIMMA 0.920 86 6.9
S 33.4 25.0 103.6<
MA 6.6 6.2 5.7
SIMA 0.082 4.8 8.7 17/65
SIMA 0.827 6.8 11.7 50
SIMA 1.000 7.7 12.6 65d

SIMA 1.654 7.8 12.8 75

, Efficiency: weight percentage of monomer reacted to the surface
b Polymer content: weight percentage polymer of the encapsulated particles
<Free polymer shows a Tg of99 °C
d Free polymer shows two Tg's of7 and 67°C
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2.4. SPECIAL APPROACHES

Besides emulsion polymerization with a separate monomer phase also emulsions
consisting of dissolved monomer droplets together with inorganic particles were
polymerized by the group of Ruckenstein [2, 37]. They created emulsions of decane, a
monomer and silica in an aqueous solution of surfactant which were polymerized to
latexes containing rather uniformly distributed inorganic particle clusters of
submicrometer size. Besides silica also zeolite, Ti02 , CuO and Cu were encapsulated in
combination with fumed silica [2]. Some of these particles were functionalized with
quaternary ammonium groups and in combination with RuCI) used as catalyst particles
in the catalytic oxidation of toluene to benzoic acid.

Also inverse emulsions were prepared, there (the otherwise difficult) encapsulation
with water soluble monomers like acrylamide was performed [37]. In a first step a
colloidal dispersion was prepared by dispersing the silica particles in an aqueous
solution of acrylamide containing a water soluble dispersant, a crosslinking agent like
N,N-methylene bisacrylamide and an initiator. The colloidal system was dispersed in
decane containing a suitable surfactant. The volume fraction of the continuous phase
was only 0.1, the capsules therefore had a polyhedral shape. The capsules were 4-5
micron for alumina and 1-1.5 micron for silica.

Another interesting approach is the use of adsorbed surfactant bilayers as a locus of
polymerization [38 and references therein, 39]. The first step is the formation of a so
called admicelle, a bilayer of the surfactant molecules at the solid/aqueous interface
(Figure 3). An admicelle may be considered to be the surface analogue of a micelle and
therefore this approach can be compared to the emulsion polymerization approach. By
adsolubilization the monomer solubilizes in this admicelles and can be polymerized by
addition of persulfates or hydrophobic azo initiators. It was found that adsolubilization
of styrene on alumina occurred at a nearly constant sodium dodecylsulphate (SDS) to
styrene ratio of2 : 1, suggesting a sandwich-type structure.

Another possibility which has not fully been explored yet but is under research in the
group of German (Eindhoven University of Technology) is the use of vesicles (which
intrinsically can form bilayers) as a locus of polymerization on the surface of inorganic
particles (Figure 3C). Both the adsorption of vesicles (on for example glass beads) [40]
as well as the polymerization within vesicle structures has been described [41].

In our group in several instances it has been observed that a double layer of SDS
spontaneously forms on for example alumina or wollastonite particles. After
modification of these inorganic particles with hydrophobic titanates the amount of SDS
that adsorbs on the surface is halved, indicating that the hydrophobic parts of the
titanates interact with a monolayer of surfactants.
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Figure 3. Schematic representation of the formation of bilayers (also called admicelles or hemimicelles).
(A) Adsorption of a monolayer of a conventional surfactant on a previously hydrophobized particle.(B)

Adsorption of a bilayer of surfactant molecules. (C) Adsorption of a vesicle bilayer.

3. Characterization of Microencapsulated Particles

Especially for microencapsulated particles the characterization of the particle
morphology is very important because it is usually not trivial what type of structure is
formed. For example, in the case of encapsulation through an emulsion polymerization
step, the occurrence of partial coagulation and secondary nucleation may lead to
products that have a high polymer content but can not be referred to as encapsulated
particles. So in this respect scanning and transmission electron microscopy should be
used additionally to the determination of the polymer content of the particles. The use
of a relatively simple technique like dark field microscopy can also be very useful in
monitoring e.g. coagulation phenomena and secondary nucleation.

Sometimes very simple tests like dispersabilities in water [38] or an organic solvent
[36] or dyability with a hydrophilic dye like methylene blue [26] can give qualitative
information on the success of the encapsulation procedure.
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In the next subsections several techniques will be discussed in relation to their use in
characterizing encapsulated particles.

3.1. POLYMER CONTENT

In literature the polymer content of a powder which is formed as a result of an
encapsulation reaction is defined as: (polymer weight [g]/ powder weight [gD *100 %.

The weight of polymer is usually determined by pyrolysis of this polymer and
measuring the weight loss, either in a normal electric furnace [42] or in
thermogravimetrical analytical equipment (TGA)[30, 33]. When the inorganic core
material also loses weight on heating (like for example Mg(OH)2 ), TGA is preferable
because the separate contributions to the weight loss can be distinguished at different
temperatures.

In case of emulsion polymerization the formed free polymer has to be removed first
by repeated washing and centrifugation steps [33].

In many instances the polymer layer is extracted from the surface so that it remains
possible to determine the molecular mass and/or the chemical composition distribution
of the polymer [13, 30, 33, 42]. In some cases it is possible to dissolve the core
material, like for example in the case of Si02 which dissolves easily in HF. Fukano
[42] found that, after dissolving the Si02 with HF, the unextractable polystyrene had a
molecular mass (distribution) that differed from the extractable polystyrene. The
authors conclude that part of the surface polymer is chemically grafted to the surface
and the amount of unextractable polymer varies with the type of inorganic substrate. In
the case of encapsulation of CaCOJ with polystyrene (initiator 4,4' azo-bis­
(cyanopentanoic) acid, ABCA) [33] about 20 % of the surface polymer is tightly bound
to the surface ofCaCOJ .

3.2. PARTICLE SIZE AND MORPHOLOGY

One of the main problems in encapsulating filler and pigment particles is to prevent
(partial) coagulation during the encapsulation process, because the coagulates will also
become irreversibly encapsulated. The layer thickness and uniformity are other points
of interest that are usually determined.

Particle size measurements are usually performed prior to the encapsulation with the
usual techniques like dynamic light scattering (DLS), scanning electron microscopy
(SEM) , transmission electron microscopy (TEM) or light microscopy (LM).

Only in those cases where the initial particles are spherical and the particle size
distribution is narrow, particle size measurements with DLS can be used to determine
the layer thickness. In general TEM is used to obtain information on particle size and
layer thickness of the encapsulated particles. A nice example is given by Templeton­
Knight [I I] in the encapsulation of Ti02with polymethyl methacrylate where the use of
ultrasound was studied in order to obtain uniform polymer coating of Ti02.

The uniformity of the polymer coating improved on the use of ultrasound during the
encapsulation process which could clearly be observed with TEM micrographs.
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Sometimes artifacts ('diffraction halos') in TEM can be misinterpreted as polymer
layers [28]. The presence of Ti02 or other inorganic materials can prevent melting of
the polymer ,which would otherwise occur because of the electron beam energy,
because the inorganic materials absorb electrons [21]. With TEM the structure of the
polymer layer can be observed which is not always uniformous but can also be
raspberry shaped [35]. In emulsion polymerization sometimes heterocoagulation occurs
which leads to polymer' layers' which consists of latex particles [33, 36].

A technique which is very helpful in observing this phenomena is dark field
microscopy.

SEM in many cases can also give a good impression of the encapsulation process [9,
37]. The use of both SEM and TEM on the same samples can give very clear evidence
for the encapsulation [36].

The formation of homopolymer of styrene on the surface of calcium carbonate was
detected by diffuse reflection infrared spectroscopy (DFIR) [43]. Functionalization of
silica with silanes [44] and titanium dioxide with titanates [21] and the formation of
copolymers of styrene and butyl acrylate on the surface of silicas was observed with
DFIR measurements [44]. Energy dispersive spectroscopy performed on an emission
electron microscope was used to determine the nature of areas ( polymer or silica) in
SEM micrographs [2].

One of the drawbacks to use SEM and TEM on the dried product is that it is not
always clear whether coagulation has occurred during the encapsulation process or
afterwards during the sample treatment.

3.3. MOLECULAR MICROSTRUCTURE OF ENCAPSULATlNO POLYMER

The molecular microstructure can be divided in intramolecular microstructural aspects
like sequence distributions, tacticity and branching and intermolecular microstructure in
terms of molecular weight and chemical composition.

Most examples of analysis of microstructure of encapsulating polymer relate to the
intermolecular microstructure, mostly the molecular weight distribution. It is suggested
that the monomer concentration (vinyl acetate) at the surface of silica is higher than in
the aqueous phase as elucidated from ultrasonic velocity measurements [32]. Also the
monomer ratio at the surface of TiOz particles in the copolymerization of styrene and
methyl methacrylate was found to be different from that in free latex particles [13, 29].
The average lifetime of radicals on the surface of pigment/filler particles is influenced
by the particle number through the entry and exit rate coefficients and the termination
rate at the surface of the particles. It has been suggested that because Ti02 cannot be
penetrated by radicals the chance of termination is lowered and the average lifetime of
radicals at the inorganic surface will be longer than that in normal polymer particles
[22]. Both the local monomer concentration and the radical concentration will have an
effect on the molecular weight distribution (Figure 4). Lee et al [45] observed in the
emulsion polymerization of methyl methacrylate on CaS03 that the weight average
molecular weight (Mw), obtained by gel permeation chromatography (OPC), initially
decreased because at the initial stage of the reaction some coagulation occurred,



448

reducing the number of particles and thus increasing the termination rate. But when the
gel effect became significant Mw increased again.

Electrostatic interaction between the positively charged surface and the anionic
sulphate radicals increased the entry rate of radicals which led to lower molecular
weight of polymethyl methacrylate formed on the surface of Ti02 [36].

In general it is found that polymer on the surface of inorganic particles has a higher
molecular weight than apparent encapsulating polymer or free polymer [30, 35, 42]
(Figure 4).
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Figure 4. Gel permeation chromatogram of latex polymer separated from composite silica-polystyrene latex
system. (a) Polymer formed on the surface of silica (marked A) (b) Polymer formed in the absence of silica

(marked B) (Data from Furusawa et al.[35])

This effect is usually attributed to higher monomer concentrations at the surface [30].
Sometimes two peaks can be observed that can be attributed to the encapsulating
polymer and the isolated latex particles formed by initiation in the aqueous phase [35].
The chemical composition distribution in the case of copolymerization of styrene and
methyl methacrylate on Ti02 was determined by high performance liquid
chromatography [13]. The copolymer composition on the surface depends on many
factors and interactions with the surface might change the monomer ratio, leading to
different copolymers with a different Tg [29].

Also for homopolymers differences in Tg have been observed previously [29, 46].



449

For example for PMMA on silica particles an increase of more than 10°C was found
[46] which was explained by a reduced chain mobility of polymer chains directly in
contact with the surface.

4. Conclusions and Future Outlooks

Encapsulation of organic and inorganic pigment and filler particles is possible although
no universal method exists and for every system a particular method has to be
optimized. For submicron particles the emulsion polymerization approach seems the
most promising approach. For larger particles this method is less suitable and one has to
resort to other techniques like suspension polymerization or heterocoagulation with
small latex particles. The main problems are to obtain and maintain primary particles
during the encapsulation reaction and at the same time have a high encapsulation
efficiency. In that respect the use of semi-continuous addition of monomers and
surfactant within the emulsion polymerization approach seems to be the most
promising. To improve compatibility with the final matrix, copolymerization and core­
shell polymerizations offer interesting possibilities.

Mechanical properties of plastics can benefit from the encapsulation of pigments and
fillers. Also the quality of coatings can be improved, rendering more environmentally
friendly coatings with a longer lifetime.

The large scale production of encapsulated pigment and filler particles has not fully
developed yet, but with the increasing call for better properties and with the help of
fundamental research in the near future major developments can be expected.
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1. Introduction

Reactive polymers constitute an important class of binder materials for application in,
e.g., coatings and resins. Traditional solvent-borne systems consist of low molecular
weight material dissolved in a suitable organic solvent. During application and eva­
poration of the solvent network formation occurs, resulting in an increase in the mole­
cular weight, the viscosity and the glass transition temperature (Tg). Through the
formation of a network these thermoset resins attain their desired properties: insolubility
in most organic solvents, good water resistance, good hardness development, and good
resistance against blocking.

Because of stricter regulations for the emission of volatile organic compounds, new
coatings are being developed, such as high solids, powder coatings, UV-curable
coatings, and, also, water-borne coatings [1].

Traditional latex (acrylic) paints consist of high molecular weight thermoplastic
material without pendant functional groups. During film formation the Tg of the poly­
mer needs to be lowered temporarily, which necessitates the use of cosolvents. Further­
more, the mechanical properties of these latex paints cannot match those of the
traditional solvent-borne systems.

Thus, it would appear that by incorporating reactive groups in latex paints some of
these problems might be solved. Therefore, thermoset or crosslinkable latices constitute
an interesting class of dispersions that have a great potential for application in water­
based coatings. However, as will be discussed in this paper, the translation from a
solvent-borne system to a dispersed phase system is not that straightforward.

Nonetheless, many types of functional groups have been incorporated in polymer
dispersions with the aim of improving properties through crosslinking during film for­
mation. For a review of the older literature one is referred to the papers of Grawe and
Bufkin [2-6]. More recent updates can be found in papers by Daniels and Klein [7] and
by Goka and Ozawa [8].

This article does not intend to present an overview of all types of functional groups
that may be utilized in reactive latices, nor will it deal with emulsification of reactive
polymers or post-polymerization modification as a means of introducing the desired
functionality. Rather, it will focus on those aspects of emulsion polymerization, by
which the incorporation and location of functional groups can be controlled, as well as
by which the desired properties during ftlm formation can be attained.
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After a brief introduction into crosslinking mechanisms during [tlm formation, speci­
fic aspects of emulsion polymerization using reactive monomers will be illustrated,
using results, recently obtained in our group, on amino-, epoxy-, and hydroxy-functional
latices. Attention will be especially directed towards the incorporation of the functional
monomer, the prevention of premature crosslinking, and the control of the location.
Next, some aspects of [tlm formation when working with a reactive latex (blend) will be
discussed. The paper will end with a personal view with regard to the future
developments of reactive latices.

2. Crosslink Types and Mechanisms during Film Formation

The most commonly made distinction between types of crosslinking is that between
interstitial, homogeneous and interfacial crosslinking (Figure 1) [2,7].

@@
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inter titial erosslinking interfacial erossJinking homogeneou eros linking

Figure 1. Schematic representation of the different types of crosslinking during film formation

In interstitially crosslinked latex systems thermoplastic latex particles are imbedded in
a polymer network. This network is formed by water-soluble functionalized resins or
water-dispersable functionalized particles that fill the voids of the matrix of thermo­
plastic material during [tlm formation.

Homogeneous crosslinking requires a random distribution of reactive groups in the
latices and, additionally for two-pack systems, of the external crosslinker during film
formation. This will ensure that crosslinking will occur homogeneously, resulting in a
film with no local differences in crosslink density. Generally, these systems are capable
of self-condensation or autoxidation.

Self-condensing latices contain monomers that are capable of selfcondensation, for
instance [2-5]: N-methylol (meth)acrylamide and derivates thereof, hydroxymethyl-ated
diacetone acrylamide, and (meth)acryloyloxypropyltriaIkoxysilanes. Crosslinking during
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film formation is induced thermally or by addition of a catalyst. The main problem
when working with these latices is premature crosslinking due to hydrolysis.

Autoxidizable latices are air drying through allylic oxidation of mono- or poly-unsat­
urated side chains. Monomers used to prepare these latices include cyclohexenyl and allyl
acrylate, and vinyl condensation products of drying oils, amongst others. Crosslinking
is induced thermally or by addition of a suitable metal ion catalyst.

Interfacial crosslinking [5,7-9] is encountered when working with particles that do
not have a random distribution of functional groups or when an external crosslinker is
used that does not provide a homogeneous crosslinking, because of, for instance,
diffusion problems into the former particles during film formation. The crosslinking is
usually concentrated at or close to the surface of the former particles.

Latices that show interfacial crosslinking usually contain functional groups that can
be crosslinked with external crosslinkers. Important examples include:
* Carboxy-functional latices that can be crosslinked with metal ions, such as Mg2

+,

Al3
+ and Zn2+, with melamine or urea-formaldehyde resins, and with epoxy-containing

curing agents, amongst others. These latices are produced by incorporating carboxy­
functional monomers, such as (meth)acrylic, maleic or fumaric acid.

* Hydroxy-functional latices with, e.g., melamines, urea-formaldehyde, isocyanates,
and epoxies. These latices are generally produced by copolymerization of hydroxy­
functional monomers, suchashydroxyethyl and 2-hydroxy-l-propyl (meth)acrylate. ­
These latices will be discussed more extensively in the next section.

* Epoxy-functional latices, produced by copolymerizing epoxy-functional monomers
such as glycidyl (meth)acrylate and allyl glycidyl ether, can be crosslinked with ami­
nes and carboxylic acids, amongst others. These latices will also be discussed more
extensively below.

* Acetoacetoxy-functional latices, produced by copolymerizing acetoacetoxyethyl
(meth)acrylate, can be crosslinked with amines and carboxylic acids, amongst others.
Beside loss of functionality due to hydrolysis, a major disadvantage of these two-pack

systems may be a limited application time after addition of the crosslinking agent. A
solution to this problem may be the use of a blend of complementary reactive latices
[10]. In this approach complementary groups that are reactive at ambient temperature are
incorporated in separate latices. Upon mixing a stable blend can be obtained because the
electrostatic and/or steric repulsion between the latex particles will also prevent
premature reaction. Only during film formation and the resultant interdiffusion of
polymer chains, crosslinking can occur for these so-called two-pack-in-one-pot systems
(Figure 2). The systems presently under investigation comprise the amino-epoxy and the
amino-acetoacetoxy systems.

Figure 2. Principle of two-pack-in-one-pot systems
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When investigating the crosslink behaviour of reactive latices and their blends during
film formation, it is essential to be able to exert control over the amount and location of
the functional groups in the latex particles. The study of the emulsion copolymerization
behaviour of reactive monomers is therefore of utmost importance.

3. Emulsion Copolymerization Using Reactive Comonomers

Translation from a solvent-borne to a water-based reactive system is not that straight­
forward. Evidently, many reactive groups are too sensitive towards hydrolysis topermit
their use in an aqueous environment. Also, the incorporation of functional monomers
during emulsion copolymerization may give rise to specific problems.

Compared with the other monomer(s) in the recipe, the reactive monomer usually is
the more water soluble one or it can even be water miscible. This may result in
competitive, or even dominant, polymerization of the reactive monomer in the water
phase and, consequently, in a low degree of incorporation inside the latex particles.

The reactive functionality, generally a polar or charged group located closely to the
vinylic double bond, may affect the copolymerization behaviour, i.e., a strong com­
position drift may occur. The resultant inhomogeneity in the chemical composition dis­
tribution of reactive functionality in the polymer chains and even throughout the latex
particles may adversely affect the final properties after crosslinking the film.

Also, molecular weights obtained in conventional emulsion polymerization are much
higher than those in solution polymerization. This implies that divinylic impurities
present in the reactive monomer or side reactions of the functional group leading to
grafting and crosslinking will influence the properties of the final latex more pro­
minently and may lead to premature network formation inside the latex particles. This
will adversely affect the polymer interdiffusion and crosslinking behaviour during the
final stages of the film formation.

Using results, recently obtained in our group, on amino-, epoxy- and hydroxy­
functional latices some of these problems and possible solutions will now be discussed
in more detail.

3.1. AMINO-FUNCTIONAL LATICES

The preparation of amino-functional latices seems highly desirable, as they may func­
tion in many crosslinking systems (e.g., with epoxy- or acetoacetoxy groups). For these
types of crosslinking reactions a primary amino group is highly desirable.

Primary amino functionality can be introduced in latices by emulsion copolymeri­
zation using methacrylic- [11] or vinylbenzylic [12] ammonium salts or, else, by post­
polymerization modification, e.g., by treatment of carboxy-functional latices with
aziridine (ethylene imine) [13]. Whereas the latter method is undesirable because of the
toxicity of residual aziridine, the former methods can only be used to incorporate amino­
functional monomer in a low amount [11] under special conditions [12] at the surface. A
good method to incorporate primary amino-functional monomers randomly inside fllm­
forming acrylic latex particles is still lacking.

Therefore, and also because of their limited commercial availability, it was decided to
prepare a series of homologous w-amino-l-alkyl methacrylates and to systematically
investigate their (emulsion) copolymerization behaviour [14]. Methacrylic monomers
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were chosen, because of their decreased reactivity in Michael addition and their decreased
sensitivity towards amine-induced polymerization, as compared with their acrylic
counterparts.

Amino-functional methacrylates can be prepared in good to excellent yields by
reacting methacryloyl chloride with the HCI-, or p-toluenesulfonic acid (pTsOH-), salt
of the corresponding w-aminoalcohol (Figure 3; cf. Table 1).

~CI +

Figure 3. Synthesis ofw-amino-I-alkyl methacrylate acid salts (HX = HCI or pTsOH)

As can be expected (cf. Table 1), the water solubility of the w-amino-1-alkylmetha­
crylate salt is strongly reduced by elongating the carbon chain connecting the double
bond and the ammonium group. This may be beneficial for their intended application in
emulsion polymerization. The 11-amino-1-undecyl methacrylate.HCI (AUMA.HCl)
forms micelles.

Also, the pI(,. of the monomer shows a marked increase in this series, implying that
the monomer becomes more nucleophilic and, thus, more reactive in the crosslinking.
Tbis also implies that the pH during an emulsion polymerization of monomers

TABLE 1. Amino-functional methacrylate(acid salt)s: synthesis yields, water solubility
and pK.

monomer yield (%) [M.HXI"l (mM)a pK. IMl,,! (mM)"

name X n

AEMA a 2 50 1200 8.1
APrMA OTs 3 92 466 9.3
APMA OTs 5 88 195 10.2 53
AUMA a 11 51 69 1O.3

b <2

a Measured at 60 0c. b Determined below the CMC.

containing a free primary amino group will be high: for 5-amino-1-pentyl methacrylate
(APMA) and for AUMA the pH should be around 12. At this high pH and at the
intended temperature of emulsion polymerization (60°C) hydrolysis of ester groups
present in the functional monomer and in the backbone monomer might be expected,
however control experiments have indicated that the extent of hydrolysis is not signifi­
cant.

Upon deprotonation aminoethyl methacylate (AEMA) and 3-amino-I-propyl meth­
acrylate (APrMA) show a fast intramolecular rearrangement to give N-hydroxyethyl- and
N-3-hydroxypropylmethacrylamide, respectively (Figure 4) [15]. APMA and its homolo­
gues no longer give this rearrangement, because of unfavourable transition states. Howe-
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ver, they are sensitive to Michael addition and deprotonation should be perfOImed shortly
before polymerization. Michael addilion can not be avoided when copolymerizing with
good Michael acceptors: for this reason, and also in order to obtain random copolymers,
only methacrylates can be used as backbone monomers in batch emulsion polyme­
rizations with these monomers.

Short chain w-aminoalkylmethacrylate salts, sucb as AEMA.HCI, can be (co)poly­
merized in solution. As was also observed earlier [15], upon deprotonation the amino­
alkyl ester groups in these polymers no longer undergo rearrangement to N-bydroxyalky­
lamide groups because of increased steric bindrance by the polymer backbone. Homolo­
gous w-aminoalkyl methacrylates, e.g. APMA, can be copolymerized in solution, both

H H
o~ ·0\/

~o01"NH,-=:;:-~)"-=:;:-

Figure 4. Intramolecular rearrangement ofw-amino-l-alkyl methacrylates AEMA (0=1) aod APrMA
(0=2)

in their free amine form and as their acid salt, in the latter case followed by
deprotonation. Wben using w-amino-l-alkyl methacrylate salts in copolymerization
with BMAa strong composition drift occurs: due to charge repulsion the incorporation
of the amino-functional methacrylate salt in an already charged polymer chain will be
hampered. Use of APMA and AUMA (Le., with a free amino groiJp) results in a signi­
ficantly enbanced incorporation. Solution copolymers can be emulsified to yield stable
artificial amino-functionalized latices, containing polymer of compara-tively low
molecularweight, but with a broad particle size distribution.

When using short chain w-amino-l-alkyl methacrylate salts, such as AEMA.HCI and
APMA.pTsOH, under standard batcb emulsion copolymerization conditions, the hy­
drophobic comonomer is almost exclusively found in the latex particles, while the
amino-functional monomer predominantly polymerizes in the aqueous phase. Because of
their limited water solubility, it is possible to incorporate to some extent comparatively
longcbain w-aminoalkyl methacrylate salts, sucb as the HCI-sait of ll-aminoundecyl
methacrylate (AUMA).

Aminoalkyl methacrylate salts, such as AEMA.HCI, can be incorporated in emul­
sifier-free copolymerizatons using a nonionic redox initiator system (see also [11]).
Upon titration with a nonionic surfactant and deprotonation, stable latices with a narrow
particle size distribution are obtainable with maximally 0.5 % by weight of primary
amino-functional monomer incorporated at the surface.

Wben neutralized, aminoalkyl methacrylates, such as APMA and AUMA, can be
incorporated in batch emulsion copolymerizations. However, the extent to wbicb they
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become incorporated, is still low. This cannot be attributed to their water solubilities,
which are sufficiently low (cf. Table 1). Control of the pH is essential: if no base is
added during the experiment the pH will drop quickly and the free amino group will be­
come protonated, so that the amino-functional monomer predominantly polymerizes in
the water phase. But even when the pH is kept at ca. 12, the extent of incorporation is
low. Possibly, Michael addition in the monomer droplets at the elevated tern-perature of
polymerization results in the formation of products so hydrophobic that they can no
longer be transported through the water phase.

In order to enhance the fraction of amino-functional groups in the latex, emulsion
copolymerizations need to be performed under semi-continuous, or monomer-starved,
conditions. When the monomers are added as a cooled pre-emulsion and the pH in-side
the reactor is kept at ca. 12, most of the primary amino-functional monomer is incorpo­
rated and monodisperse, sterically stabilized latex particles are obtained with a narrow
particle size distribution. Incorporation of other primary amino-functional monomers in
semicontinuous emulsion polymerization is presently under investigation in our
laboratories.

3.2. EPOXY-FUNCTIONAL LATICES [16]

Glycidyl methacrylate (GMA) is the monomer commonly used to incorporate epoxy
groups in a latex during emulsion polymerization. However, GMA is somewhat sensi­
tive to hydrolysis and the byproduct formed, 2,3-dihydroxypropyl methacrylate, will
influence the polymerization process. Also, crosslinking inside the particles is observed.
The latter will have an adverse effect on the interdiffusion of polymer chains required at a
certain stage during film formation [17].

Internal crosslinking of GMA-functionallatex particles can be prevented by con­
trolling the molecular weight by means of a chain transfer agent (CTA), such as n-dode­
cyl mercaptan or carbon tetrabromide. Although the CTA will not prevent the occur­
rence of grafting and of some crosslinking, it effectively prevents the formation of an
infinite network.

Crosslinking inside the latex particles cannot be prevented by performing emulsion
polymerizations at ambient temperature. Again, application of a CTA at only moderate
concentration leads to the desired reduction in molecular weights and properly prevents
the formation of an infinite network. In addition, the extent of hydrolysis of epoxy
groups is significantly reduced. When the CTA is used in higher concentrations at room
temperature, it also retards the polymerization, probably by influencing the entry and
exit rates (cf. [18]).

3.3. HYDROXY-FUNCTIONAL LATICES

For the incorporation of the commonly used monomers hydroxyethyl methacrylate
(HEMA) and -acrylate (HEA), emulsion polymerizations are generally performed
semicontinuously in the presence of large amounts of non-ionic soaps in order to pre­
vent gelation. Both the amount of soap and the heterogeneity of the copolymer are unde­
sirable, when studying film formation of reactive latices. Control over particle mor­
phology is dubious in view of the extent of water phase polymerization and of physical
adsorption of polymer rich in hydroxy-functional monomer, produced in the water phase.



458

In order to allow the preparation of a more homogeneous hydroxy-functional latex
under batch emulsion polymerization conditions with an anionic soap (SDS) and an
anionic initiator (SPS), the use of more hydrophobic, i.e. less water-soluble w-hydroxy­
functional monomers 3-hydroxy-l-propyl (HPMA), 4-hydroxy-l-butyl (HBMA),
6-hydroxy-l-hexyl (HHMA) and 8-hydroxy-l-octyl (HOMA) methacrylate has been
investigated [19].

These monomers can be prepared by reaction of an excess diol with methacryloyl
chloride (route 1 in Figure 5) or by reaction of an w-haloalcohol with potassium
methacrylate under phase-transfer conditions [20] (route 2) in generally good yields (see
Table 2). As could be expected, upon elongating the carbon chain connecting the
hydroxy and methacrylate moieties, the water solubility of these monomers shows a
strong decrease. Also, reactivity ratios in the solution copolymerization with styrene (cf.
Table 2) indicate a trend towards the formation of alternating copolymers.

0

yCI + H01-1n0H
route 1

-------
0

YOBr?H0

yO-K+ X'MI,0H ~
+ route 2

X= Sr, CI

Figure 5. Synthesis of w-hydroxy-I-alkyl methacrylates

TABLE 2. Hydroxy-functional methacrylates (I): synthesis yields,
water solubility, and reactivity ratios with styrene (2)

monomer yield (%) [M1"l (mM)a react. ratio

name n route I route 2 r 1 r2

HEMA 2 0.48 0.27
HPMA 3 60 70 382 0.26 0.16
HBMA 4 64 170 0.16 0.10
HHMA 6 70 75 37
HOMA 8 30 5

a Measured at 50°C.

Batch emulsion copolymers with styrene were analyzed with gradient polymer elution
chromatography (GPEC) and NMR spectroscopy. Irrespective of the monomer ratio,
formation of hydroxy-functional homopolymer can effectively be prevented, the sole
exception being recipes rich in HPMA. In the latter case this can be overcome by
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reduction of the initiator concentration and, thereby, of the extent of termination in the
aqueous phase.

4 . Film Formation of Reactive Latices

Generally, the mechanism of film formation of latices is divided into three phases: (a)
evaporation of the water or drying, (b) coalescence and deformation of the latex par- ti­
cles, and (c) cohesive strength development by further coalescence of adjacent par-ticles
and interdiffusion of polymer chains. Throughout film formation the mechanical
strength of the film will increase, but in particular so during the last stage of the film
formation, when as a result of polymer interdiffusion a critical degree of entanglement is
attained [7].

Additionally, in the case of reactive systems mechanical strength can be attained
through crosslinking. In general, crosslinking will not significantly alter the glass
transition temperature because of the high molecular weights of the emulsion copoly­
mers involved.

However, the incorporation of reactivity does not necessarily have to lead to impro­
ved properties or the latter may be less than expected. In principle, the presence of the
crosslinker (often a polar compound present in the water phase) during film formation
will lead to some intraparticle grafting and crosslinking, especially in the outer shell of
the reactive particles. Undoubtedly, this will retard the polymer interdiffusion in the
final stage of film formation, possibly to the extent that the maximally attainable degree
of entanglement is reduced. Beside this, the diffusion of the crosslinker into the interior
of the former latex particles may become hampered so that non-homogeneous
crosslinking may be the result.

A solution to this problem may be a significant reduction of the molecular weight:
the extent of grafting and crosslinking will influence the polymer interdiffusion to a
lesser extent, because polymer diffusion will no longer occur through reptation.
Additionally, the glass transition temperature may now show a strong increase.

An alternative solution could be to separate the two complementary reactivities by
incorporating them into separate particles, so that only in the final stage of film
formation crosslinking can occur.

4.1 FILM FORMATION OFTWO-PACK-IN-ONE-POT SYSTEMS

When a film is prepared from a blend of latices, containing complementary reactive
functional groups, two major issues have to be considered additionally. In general, the
particle size distribution of a blend will be extremely broad or, in the case of narrowly
distributed constituent latices, bimodal. This may affect the minimum film formation
temperature (MFT) and the packing in the early stages of film formation. The latter
effect determines the surface area, across which the complementary reactive chains can
diffuse. Additionally, there may be a competition between polymer-polymer interdiffu­
sion and polymer-polymer crosslinking.

The effect of bimodality of the particle size distribution on film formation has been
investigated by measuring the MFT and by examining the surface of films dried below
their MFT by means of Atomic Force Microscopy (AFM). Monodisperse model latices,
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prepared by emulsifier-free emulsion polymerization of butyl methacrylate, are usc~ ;
order to exclude any effect of surfactants migrating during film formation. In specific
cases highly ordered packings can be observed [21].

From this, two strategies emerge to make use of the effect of the particle size distri­
bution in crosslinking during film formation for blends of reactive latices. On the one
hand, functional monomers of complementary reactivity can each be built into small
latex particles of exactly the same size and stabilized in exactly the same fashion. This
will ensure a random packing of latex particles, so that the contact area established in
the early stages of fllm formation will be maximized, while the path length for interdif­
fusion will be limited by their small size. Recipes have been developed that allow the
incorporation of amino-, epoxy- and acetoacetoxy functionality in such latices.

On the other hand, bimodal particle size distributions may be used, wherein large
particles, consisting of a hard core and a soft shell with reactive functional groups
become embedded in a matrix of significantly smaller soft particles of complementary
reactivity. Crosslinking during film formation will result in a film that has hard dom­
ains randomly distributed inside a flexible matrix, which should be able to attain
sufficient mechanical stability through the crosslinking.

The progress of the crosslinking reaction during film formation may be monitored by
various techniques, such as FT-IR and DMTA. However, the maximally attainable
degree of crosslinking may be restricted because of increasing diffusion limitations
during polymer-polymer interdiffusion, caused by the increasing degree of crosslinking.
Thus, the all important question will be: how do the rates of chemical reactivity and of
polymer-polymer interdiffusion compare? Now that the preparation of functional latices
appears under control, the effect of these and other important factors can be evaluated.

What is the effect of the average molecular weight? For the preparation of non­
internally crosslinked particles, emulsion copolymerization in the presence of a chain
transfer agent can be used, but usually gives material of still rather high molecular
weight. For reactive latices, containing polymers of intermediate or relatively low
molecular weight, solution copolymerization, followed by emulsification, may be used,
but will afford relatively broad particle size distributions. A better method would be the
use of cobaloximes for catalytic chain-transfer [22] in the emulsion copolymerization of
functional monomers. From these latices blends can be prepared with different combina­
tions of average molecular weights, i.e., low vs. low, high vs. high, low vs. high.

The intrinsic reactivity of the system under investigation will be another factor. For
example, it is well known that at ambient temperature reactivity in the amino­
acetoacetoxy system is significantly higher than that in the amino-epoxy system. This
may imply that for each of these systems, a different range of molecular weights will
give optimal results.

The effects of these factors on chemical reactivity are being evaluated using FT-IR,
sol-gel determinations and DMTA. For crosslinking in blends of complementary
reactive latices significantly higher plateau values in the DMTA curves are found than
for the corresponding solution-type model crosslinking systems. These first results indi­
cate that two-pack-in-one-pot systems present an interesting opportunity for
crosslinking reactive latices.
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5. Conclusions and Prospects for Further Research

In this paper a number of problems, that one frequently encounters in the preparation of
reactive latices using functional monomers, have been discussed; and for a number of
important types of reactive latices, solutions have been offered. Preferential, or exclusi­
ve, water phase polymerization of the reactive monomer, as well as inhomogeneity of
the chemical composition distribution in the polymer chains and throughout the
particles can be prevented through modification of the functional monomer. Premature
crosslinking inside the latex particles, which would adversely affect the polymer inter­
diffusion and crosslinking behaviour during ftIm formation, and loss of functionality due
to hydrolysis can be circumvented by developing suitable polymerization conditions.
With these results in hand the control of the distribution of functional groups throug­
hout the latex particles (morphology control) can now be attained. Using these well
defined reactive latices a number of fundamental questions encountered in the film
formation of reactive latices can now be addressed.

A few focal points for future research are evident. For the crosslinking systems the
rates of the polymer-polymer interdiffusion will have to be determined, e.g., using the
fluorescence quenching technique [23], as developed by Winnik et al. [24], or small
angle neutron scattering [25]. Another method to obtain information on polymer­
polymerinterdiffusion fromDMTAmeasurements, as suggested by Richard and Wong
[26], is presently being applied to crosslinkable systems in our laboratories [27].

Control ofmolecular weight remains a focal point for future research. The develop­
ment of yet more active chain transfer agents, the application of new functionalized
chain transfer agents [28] in emulsion to obtain telechelic polymers, as is presently
studied in our group, and the (further) investigation of catalytic chain transfer in the
preparation of low molecular weight reactive latices, will be of interest.

The application of pseudo-living, or controlled, radical polymerization [29,30] in
emulsion has in principle become possible [31] and will be further developed. In com­
bination with fluorescence quenching this may allow the quantification of the effect of
molecular mass on polymer interdiffusion and in crosslinking systems. Also, reactive
block copolymers and gradient copolymers may become available, which will offer a
variety of new opportunities to control the crosslinking behaviour of reactive latices.
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REACTIVE SURFACTANTS

K. TAUER
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D-I4513 Teltow, Germany

1. Introduction

A reactive surfactant is an amphiphilic molecule with an additional functionality that
provides it with chemical reactivity. An important class of reactive surfactants are those
that act in radical polymerizations either as comonomer (SURFMERS), or as initiator
(INISURFS), or as chain transfer agent (TRANSURFS) [I, 2].

Because the stability of polymer dispersions is a property of practical importance the
search for an optimized strategy to equip polymer dispersions with a sufficient stability
is a matter of continuous research during the last thirty years. The kernel is to reach a
sufficient stability as long as it is required (polymerization, conditioning, storage), and
to allow coagulation or coalescence of particles when it is needed (separation of poly­
mer from latex, film formation). Conventional surfactants could lead to problems dur­
ing final applications of polymers if there is no more need for particle stability [3].

Especially for SURFMERS, it is to point out that other interesting applications are
known and also a matter of intensive research as for instance polymerization in organ­
ized states (micelles, vesicles, adsorption layers). As there are interrelations between the
application of SURFMERS in heterophase polymerization and their homopolymeriza­
tion behavior the following references are given for the interested reader [4-13]. The
most important results with interrelations to heterophase polymerization are: (I) the
proof that the rate of polymerization goes up enormously if the SURFMER concentra­
tion is above the critical micelle concentration (CMC) [8]; (2) that a topological polym­
erization of only one micelle is extremely unlikely [6, II] although in some special
cases of SURFMERS with slow micellar dynamics molecular weight data indicate a
confinement of polymerization to one micelle [9, 14]; (3) that it seems also to be im­
possible to confine a radical polymerization to a monomer swollen micelle [4]; and (4)
that surface modification due to grafting of adsorbed SURFMERS is possible [10] as
well as interfacial polymerization [7].

However, in the following this contribution is confined to applications of reactive
surfactants in heterophase polymerizations. As basic ideas, first results and obvious
problems with respect to the application of reactive surfactants have been reviewed
recently [2, 15, 16] this contribution is an attempt to feature the topic from another
angle and to present some new results as well.
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2. General Features

The main reason for the application of reactive surfactants in heterophase polymeriza­
tions is the hope to improve final product properties and/or to provide polymer disper­
sions with new properties. The particular way to try this is a covalent binding of surfac­
tants to polymer particles. This is another approach than the well known way to incor­
porate stabilizing groups that are not surface-active like polymeric stabilizers [17] and
ionic groups arising from initiators or ionic comonomers [18].

It is a basic principle that the surface-active properties of any kind of reactive
surfactant will be changed during polymerization [19-22]. Therefore, it could be possi­
ble that during heterophase polymerizations with reactive surfactants stability problems
occur and a higher amount of coagulum is produced compared with non-reactive
surfactants. And indeed, stability problems have been observed in several cases for
INISURFS, SURFMERS; and TRANSURFS [23]. For instance, it turned out that acry­
lated alkyl ethoxylate surfactants are significantly less effective as stabilizers in styrene,
vinyl acetate (VAC), and methyl methacrylate (MMA) emulsion polymerization than
the non-reactive analogues [24]. With respect to polymerization phenomena, the self­
aggregation (micellization and/or adsorption) leads to a non-isotropic distribution of the
reactive surfactants as well as to a spatial fixation. This behavior is harmless for com­
mon surfactants but may have drastical consequences for reactive surfactants in emul­
sion polymerization as they will form radicals. These consequences are in case of
INISURFS compared to common water-soluble initiators a drastically reduced primary
radical efficiency due to an enhanced cage effect [25-27] and a higher overall activation
energy for the mean degree of polymerization [28]. For SURFMERS one can expect
peculiarities in the copolymerization behavior as the main monomer and the SURFMER
are separated from each other and not isotropically mixed. Furthermore, one should
expect an influence on particle nucleation due to the polymerizability of the surfactant
and its high concentration in the water phase compared to the main monomer at the
beginning of the polymerization. Another effect that could become crucial is the pos­
sibility of a spontaneous polymerization in an ordered state even in the absence of an
initiator. For instance, such a behavior is known for sodium alkyl 2-hydroxy-3-meth­
acryloyloxypropyl phosphates-SURFMERS [29], other amphiphilic vinyl monomers
[30], , but also for MMA and styrene in micellar solutions of anionic (sodium alkylben­
zenesulfonates) and non-ionic (alkylated ethoxylate) surfactants [31, 32]. If a spontane­
ous polymerization occurs it might lead to complications during the preparatory work
for the polymerization as well as in case of a semi-batch or continuous polymerization
during feeding as polymerization can start at quiet low temperatures in a range from
5 °C to 60°C [33].

Once particles are formed, reactive surfactants are not any longer located only in the
dispersion medium as they will adsorb at the particle water interface. Consequently, the
polymerization behavior of reactive surfactants may change. The polymerization may
take place mainly in an adsorption layer consisting of admicelles formed by the reactive
surfactant containing adsolubilized main monomer. For example, results are known
concerning the admicellar copolymerization of sodium 10-undecen-I-yl sulfate with
styrene [34]. Furthermore, these authors reported that for solution copolymerization and
admicellar copolymerization the copolymer composition is significantly different in a
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way that the admicellar copolymer contains much more SURFMER repeat units. This
may be due to the local increase in the concentration of reactive surfactants in an ad­
sorption layer compared to solution. For SURFMERS as well as for TRANSURFS this
means an enhanced reaction probability with entering radicals. Whereas in the case of
INISURFS the situation is different as radicals are formed in the adsorption layer. The
consequences are (1) an enhanced primary recombination rate as pointed out above and
(2) due to the higher concentration an enhanced decomposition rate that offsets to a
certain extend the higher primary recombination rate and is the reason that even though
with INISURFS high polymerizations rates are obtainable [25].

Furthermore, one really has to be aware that with the application of reactive surfac­
tants the control possibilities with respect to polymerization process and product prop­
erties are changed. If one will be able to tailor the copolymerization behavior of
SURFMERS in dependence on the composition of the main monomers an additional
control possibility will be gained. On the other hand, in case of INISURFS a control
possibility is lost as surfactant and initiator are combined and two former independent
actions depend now on each other. Whereas, the application of a TRANSURF links
molecular weight distribution and colloid stability.

Finally, some remarks concerning the design of reactive surfactants. Firstly, one
should design structures that are stable against hydrolysis to preserve the advantage of
covalent binding of surfactants to the particle surface. Secondly, the combination of at
least two tasks in one molecule makes demands with respect to the chemical purity.
This is more important for reactive surfactants than for simple surfactants as even minor
amounts of impurities may significantly disturb polymerization but may have no effect
on stability.

These features of the application of reactive surfactants in heterophase polymeriza­
tion clearly underline the peculiarities compared to conventional systems. The problems
are obvious as well, but also the attraction of this topic as there is today still more un­
known than known.

3.SURFMERS

The development of a SURFMER was successful if: (l) it is able to stabilize the poly­
mer dispersion through the entire polymerization and storage at a high solid content
level (at least 50 %), (2) it is covalently bound to the particle surface at the end of the
polymerization, (3) the improvements of final application properties justify the higher
costs.

To the best of the author's knowledge the first scientific paper with respect to a
polymerizable surfactant was published in 1956 [19]. This is a queer story as the first
paper dealing with a man-made polymeric surfactant was already published 5 years
earlier [35]. This first polysoap was a cationic one prepared through the reaction of n­
dodecyl bromide with poly-2-vinylpyridine. Contrary, the first polymerizable surfac­
tants were anionic namely sodium allyl a-sulfopalmitate and stearate, respectively, pre­
pared by esterification of the corresponding a-sulfo fatty acids with allyl alcohol [19].
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It was in 1970 that for the first time the application of a SURFMER in emulsion polym­
erization was reported [36, 37]. The system investigated was a styrene/butadiene emul­
sion polymerization in the presence of sodium 9-(and 10)-acrylamido stearate. The
maximum latex surface coverage attained by polymerization in an adsorption layer of
that SURFMER was around 80 % [36]. The mechanical stability of the latexes stabi­
lized with in situ polymerized SURFMER was found to be higher than that stabilized
with monomeric SURFMER [37].

Undoubtedly, both homopolymerization behavior and copolymerization behavior of
the polymerizable surfactant with the main monomers are crucial for the success of a
SURFMER. However, its copolymerization behavior is only hardly to investigate as the
situation is different from an ordinary isotropic copolymerization for at least two rea­
son. These are: (I) the ratio of the monomers is around 2% SURFMER based on main
monomer and (2) the anisotropic nature of the reaction system with different reaction
loci during the course of the polymerization. Nevertheless, one can get some idea about
the behavior of a SURFMER starting with "ordinary" copolymerization parameters for
the different polymerizable groups (acrylic, vinylic, maleic, ... ) (cf. Table I).

TABLE I. Range of copolymerization parameters (rl / rz) for styrene, MMA, and VAC (monomer 2, row I)
with comonomers representing different polymerizing groups ofSURFMERS (monomer I,
column I) [38]

Styrene MMA VAC

r, rz r, rz r, rz

Maleic anhydride 0-0.05 0-0.097 0-0.08 0.46-6.4 0 0.019

Oi ethyl maleate 0-0.7 6.07-8.0 0 20-341 0.04 0.171

Oi ethyl fumarate 0.02-0.11 0.29-0.39 0.04-0.05 2.1-40.3 0.33-0.43 0.011-0.09

I-Acrylamido-I-
deoxy-O-glucitol 0.03 2.42 0.05 3.75 0.98 0.03

Methyl acrylate 0.8 0.192 0.4 2.15 2.58 0.405

Butyl acrylate 0-0.29 0.44-1.23 0.11-0.43 0.92-2.86 3.48 0.018

Allyl acetate 0 90 0 23-99.2 0.45-0.7 0.6-1.0

I-Vinyl imidazol 0.071 9.94 0.014 4.36 1.9 0

2-Vinyl pyridine 0.75-1.81 0.46-0.55 0.64-1.1 0.27-0.42 13.65-30 0

N-Vinyl succinimide 0.01-7 0.05-10.7 0-0.048 0.01-9.94 1.99-5.68 0.072-0.229

The value of these data for heterophase copolymerizations with SURFMERS may
be doubtful and unfortunately, the values span a wide range for each monomer combi­
nation, but other data are not yet available. Nevertheless, one can draw some conclu­
sions for designing a SURFMER with a proper polymerizing group for a given main
monomer (cf. Table 2). The main criterion for the efficiency of a SURFMER is its in­
fluence on latex stability and only in second place the degree of covalent binding. The
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basic assumption for the interpretation of the r-values with respect to SURFMER effi­
ciency is that the SURFMER is only able to stabilize as long as it is present at the par­
ticle water interface. Ifthe SURFMER has a high tendency to polymerize from the start
the chance is high that a considerable amount will be buried inside the particles. This
scenario is bad with respect to stability but good with respect to covalent binding. Case
I of Table 2. should be worse than case 2. For case 2 of Table 2 (r( > I and r2 < I) co­
polymerization leads to a copolymer enriched with SURFMER units. It depends on the
particular conditions if the copolymers will act as stabilizer or flocculant for the disper­
sion. Case 3 of Table 2. is very similar to a classical emulsion polymerization as the
SURFMER acts more as stabilizer than as comonomer. This is true as long as the con­
version of the main monomer is low and a free monomer phase still exists but, during
the third stage the SURFMER should copolymerize more and more.

TABLE 2. Possible relations between r-values and SURFMER efficiency with respect to latex stability and
covalent binding

# Relation Meaning Example Stability Binding

1 r" r2 <1 Cross propagation Diethyl maleate I VAC sad or good good or sad

2 r»I, r2<1 Both radicals prefer SURFMER Butyl acrylate I VAC good or sad good or sad

3 rl<l, r2>1 Both radicals prefer the main DiethyI maleate I styrene good good
monomer

It is surprising that based on these crude data some reasonable predictions are pos­
sible. So for instance, it has been experimentally observed that sodium sulfopropyl alkyl
maleates show a different behavior than the corresponding fumarates in styrene emul­
sion polymerization [39]. At 20 % conversion all monomeric fumarate SURFMER is
used up whereas, the maleates start to react in a larger extend at 80 % conversion. From
the r-values (Table I) one can predict that the maleate SURFMERS represent case 3
whereas the fumarates more likely represent case I. The copolymer consisting of fu­
marate SURFMER and styrene act as stabilizer in that particular case [39].

Another example for a case I system is VAC and a maleate. One would expect for
this particular system some problems with the stability during the polymerization as the
reactivity of the maleate group is enhanced compared to styrene. Indeed, the sulfopro­
pyl alkyl maleates lead in that case to coagulation at higher solid contents [40].
Whereas, for butyl acrylate and styrene as monomer mixture maleate SURFMERS work
very well up to a solid content of 50 % [41].

The data in Table I illustrate that the design of a suited SURFMER for VAC is more
difficult than for MMA and styrene. Only one combination indicates a possible case 3
namely, if the SURFMER has an allylic polymerizable group. But, the problems with
allylic monomers in radical polymerization due to degradative chain transfer to mono­
mer are well known [42].

Now, as the polymerizable group is chosen and if the amphiphilic part of the
SURFMER is given as well, the next step is the arrangement of these group in the
molecule either near the hydrophic group, or near the hydrophilic group, or among
them. Examples will be given below for each type and their application in emulsion
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polymerization. The first example is a sodium sulfo dodecylstyryl ether SURFMER
where the polymerizable group is located in the hydrophobic part (cf. Figure 1) [43].

Figure I. Dodecyl styryl ether SURFMER [43]

The authors investigated the yield of the SURFMER bound to the surface in a sty­
rene seeded emulsion polymerization (solid content around 11 %) in dependence on the
type of initiator. It turned out that the surface yield (the amount of SURFMER bound to
the particle surface relative to the total amount of SURFMER) was higher in case of
water soluble initiators (potassium peroxidisulfate 54,6 % and biacetyl 52,3 %) com­
pared to water insoluble systems (benzoyl peroxide 15,5 % and lauroyl peroxide
10,0 %). This result is surprising as one could expect the reverse order due to the loca­
tion of the double bond in the hydrophobic part of the SURFMER.

A SURFMER where the double bond is located near to the hydrophilic part is the
sodium dodecyl allyl sulfosuccinate (TREM LF-40 Henkel AG, cf. Figure 2).

Figure 2. Dodecyl allyl sulfosuccinate SURFMER [44 - 46]

In a series of papers results were reported concerning the kinetics [44] and the po­
lymerization mechanism [45] of VAC emulsion polymerization with that SURFMER
and its non-polymerizable analogue. The authors have found water soluble oligomers in
the aqueous phase at the end of the polymerization only when the SURFMER was used.
An increase in the initial SURFMER concentration leads to an increase in the surface
yield, to a decrease in the rate of polymerization, and to smaller particles. It turned out
that compared to the non-polymerizable analogue the degradative chain transfer to the
SURFMER due to the allyl group is responsible for the peculiarities observed [46].

The third example is a siloxane sugar surfactant where the polymerizable methacry­
late group is located between the hydrophobic and hydrophilic part (Figure 3).

The synthesis of this SURFMER is described in [47]. The combination ofa siloxane
and a sugar is a rather unusual for an emulsion polymerization surfactant. The main
reason for its application in emulsion polymerization is that this compound forms multi­
lamellar vesicles in aqueous solutions indicated by the appearance of streaming bire­
fringence. A polymerization of these structures is possible if an uncharged PEGA200
initiator [17] is used [48]. This is a different situation compared to the other SURF­
MERS as the chance that a topological polymerization takes place is much higher.
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Figure 3. Siloxane gluconamide methacrylate SURFMER [47]

The emulsion polymerizations were carried out with styrene as main monomer and
PEGA200 as initiator at 60 °e. In a first series the solid content of the only sterically
stabilized dispersions was limited to around 5 % depending on the amount of SURF­
MER. The influence of the SURFMER concentration on the average particle size is
very pronounced (cf. Table 3). All polymerizations went off without the formation of
coagulum.

TABLE 3. Effect of SURFMER concentration on average particle size

Run [S] (w-%) I) do (10.9 m) 2)

AI 2,0 116,2

A2 1,0 184,3

A3 0,6 242,2

A4 0,3 361,6

A5 0,1 945,0

A6 0,05 1098
I) - weIght percent SURFMER based on styrene
2) - volume average diameter from dynamic light scattering

Transmission electron microphotographs of these latexes reveal a surprising result.
It is clearly seen that the particle size distribution is extremely broad. In this range of
SURFMER concentration very large particles of up to several microns in diameter are
formed beside very tiny particles with a diameter of only a few nanometers (Figure 4).

A further increase in SURFMER concentration leads to the disappearence of the
large particle fraction. Figure 5 shows two examples of particle size distributions
obtained when the SURFMER concentration is drastically increased. In both cases the
starting aqueous solution of 4.5 w-% SURFMER is streaming birefringent. Figure 5.A
results from a semibatch polymerization with monomer feed at 70 °e. The
polymerization was started with an initial charge of 100 g of water, 4.5 g of
SURFMER, 10 g of styrene, and 2.06 g ofPEGA200. After 30 minutes another 42 g of
styrene were fed over a period of 3 hours. The final latex was obtained after a total
reaction time of 9 hours with a solid content of around 35 %. The volume weighted
average particle diameter estimated by counting 2,900 particles on the electron
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microphotographs is 65.3 nm whereas dynamic light scattering gives a volume
weighted diameter of67.8 nm.

Figure 4. Transmission electron moicrophotographs of latexes AI, A3, and A6

The dispersion depicted in Figure 5.B corresponds to a polymerization in vesicles. A
solution of 4.5 g of SURFMER, 2.06 g of PEGA200, and 0.653 g of styrene in 100 g of
water (also with that amount of styrene and PEGA200 the solution retains streaming
birefringence) was placed in a thermostated water bath and allowed to polymerize at
70°C for 6 hours.

A B

Figure 5. Transmission electron microphotographs of polystyrene latexes prepared with
the siloxanyl gluconamide SURFMER
A - 8,6 w- % SURFMER based on styrene
8 - 689 w- % SURFMER based on styrene (vesicle polymerization)
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After polymerization the solution is no longer streaming birefringent. The volume
weighted average particle diameter estimated with dynamic light scattering is 24.3 nm.
It is not to decide whether or not the vesicular structure is retained after polymeriza­
tions.

The results reveal that only at high SURFMER concentrations emulsion polymeriza­
tion of styrene results in latexes with a monomodal particle size distribution. At SURF­
MER concentrations of 2 w % and lower based on monomer the latexes always show
multimodal particle size distributions. For latexes with a solid content over 30 % the
SURFMER concentration must be higher than 5 w- % based on monomer. It is likely
that due to a topological polymerization of that SURFMER a certain amount is used up
and not available for particle stabilization.

4.INISURFS

Surface active initiators may by symmetrical or non-symmetrical with respect to the
radical generating group. The symmetrical INISURFS are examples of a special class of
so called dimeric or gemini surfactants. These surfactants possess dynamic properties
and form structures that are drastically different from those of common single-chain
surfactants [49]. The development of INISURFS represents a considerable extension of
the classes of gemini surfactants as until today mainly cationic dimeric surfactants have
been investigated.

If for both INISURFS and SURFMERS the same criteria of success are valid one
important difference with respect to polymerization strategy is evident. A complete
covalent binding of the stabilizing groups arising from an INISURF is only possible if
during the last period of the polymerization the temperature is raised to achieve the
highest possible decomposition and reaction. This is of course not possible as it takes
around 32 hours at 100°C and k, = 6 10-5 sol that the initiator concentration drops to
III 000 of its initial value. Another reason why the goal of a complete covalent binding
is unrealistic is the fact that the radical efficiency is extremely low. Efficiency values
lower than 0.1 % have been observed for symmetrical azo-INISURFS [27]. But, even if
it could be increased to usual values the goal remains unattainable as any value less than
1 prevents to be successful.
Since the surface activity of the INISURFS is the main reason for the low efficiency
there seems to be no way out of this dilemma. Even the half way back i.e., non-sym­
metrical INISURFS that lead to one surface active and to one non-surface active radical
turned out to be not successful. The radical efficiency increases only marginal [25, 26].

In spite of the low radical efficiencies the overall polymerization rates are high. The
reason for that is an increased decomposition rate due to a much higher local concentra­
tion of the INISURF in an ordered state (micelles or adsorption layer) compared to an
isotropic solution. The concentration in a micelle can reach values up to 103 M m-3

based on volume of ordered state. However, this opens up another way to higher effi­
ciencies: dilution with surfactants that form with the INISURF mixed ordered states.
That this way is successful was very recently shown with a combination of an non­
symmetrical INISURF (Figure 6) and an anionic surfactants [50].
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Figure 6. Non-symmetrical hydroperoxide INISURF [50)

Furthermore, these authors observed under the same conditions an increase in the
radical efficiency with increasing temperature. A temperature increase from 60 °e to
80 °e caused an increase in the radical efficiency from 0.04 to 0.1 under the particular
experimental conditions. The explanation is, that with increasing temperature the
decomposition outside the ordered states contributes more and more as the activation
energy for the decomposition in homogeneous solution is higher than that in micelles or
in adsorption layers. The validity of this dilution concept for other INISURFS still has
to be proved.

The INISURFS known so far always contain an ester linkage that makes them sus­
ceptible to hydrolysis. The anionic PEGAS INISURFS contain even two ester linkages
per radical [17, 28]. The synthesis of INISURFS with a higher chemical stability was
one topic over the last years. Figure 7 shows an anionic surface active initiator with
only one ester group per radical [5\]. This bis[2-(4'sulfophenyl)ethylene]-2,2'-azodi­
isobutyrate (PEAS) starts to decompose markedly at temperatures above 70 °e. Emul­
sion polymerizations of styrene with variable amounts of PEAS at 90 °e lead to mono­
disperse latexes with a ratio weight average to number average particle size of less than
1.0\ (estimated from TEM micrographs) if the amount of initiator is less than
8 weight-% based on monomer.

CH3 CH3 <Q)
-035 U-(CHz)- OC-t-N=N-t -co-- (CHz ) - 0 -50~
~ 2 II I I II 2

o CH3 CH3 0

Figure 7. Sulfonated INISURF (PEAS) [5 I)

Another new class of INISURFS without any easily hydrolysable bonds are 2,2'­
azobis(N-2' -methylpropanoyl-2-amino-alkyl-1 )-sulfonates (AAS) (Figure 8) [5\].

SO~ Nt SO; Na+
I I
CH2 CH3 CH3 CH2
I I I I

HC-HN-G- C-N=N-C---C-NH-CH
I II I I II I
CHz 0 CH3 CH3 0 CHz
I I

(CH2)n (CH2)n
I I
C~ C~

Figure 8. INISURF without any hydrolysable groups (AAS) [51)
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These INISURFS have been prepared by a modified RITTER-reaction in one step start­
ing from 2,2'-azobisisobutyronitrile, oleum, and the corresponding long chain a-olefin.
A second step is the neutralization of the acid. Although, a small amount of coagulum
forms during the polymerization the final latexes are stable up to a solid content of
50 %. Contrary to PEAS and also PEGAS [15] AAS's lead to non-monodispers latexes.
Figure 9 shows that the particle size distributions consist of a smalI and a large fraction.
The diameter of the large fraction depends on the alkyl chain length in a way that the
longer the alkyl chain the smaller these particles. Whereas, the mean diameter of the
smalI fraction is around 50 nm and nearly independent of the alkyl chain length.

These two contrary examples with respect to particle size distribution reveal a little
bit the potential that is given with the application of INISURFS. However, there is still
a lack concerning systematic kinetic investigations. The main reason for this situation is
that the purity of INISURFS available today is not sufficient.
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Figure 9. Influence of the alkyl chain length of AAS­
INISURFS on the number weighted particle size
distribution of polystyrene latexes;
TDAS - n = 10; DAS - n = 6; GAS - n = 4;
Particle size distribution determined with capillary
hydrodynamic fractionation
Polymerisation: semibatch, monomer and INISURF
solution feed, 90°C,
Initial charge: 0.5g INISURF, 109 styrene, 40g water,
Feed: 40g monomer, 109 water, 2g INISURF

A common property of SURFMERS and INISURFS is their capability to spontane­
ous polymerizations. In case of TDAS a polymerization at temperatures lower than
40°C was observed if an emulsion was prepared consisting of 100 g of water, 167 g of
monomers (86,85 g of butyl acrylate, 75,15 g of styrene, 5,0 g of acrylic acid), and 11, I
g of TDAS. For example, the conversion was 50 % at 30°C after 50 minutes polymeri­
zation time.

5. TRANSURFS

The number of studies devoted to TRANSURFS is very limited, cf. [2]. To the authors
knowledge there are only two papers both dealing with surface active thiols as transfer
agents in styrene emulsion polymerization. In [52] is shown that ro-thio-decylsulfonate
is covalently bound to the particle surface. The application of an ethoxylated undecyl ..
thiol with a variable number of ethylene glycol units in styrene emulsion polymeriza-
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tion initiated with 2,2'-azobis(2-methyl-N-2-hydroxyethyl)-propionamide) leads to
sterically stabilized monodispers latexes up to solid content of around 10 % [53]. The
amount of coagulum formed is around 10 % if the number of ethylene glycol units is
larger than 50. On the other hand the particle size is the smaller the shorter the ethylene
glycol chain.

6. Conclusions

As frequently occurs, things do not tum out so simply as thought when started a work.
A lot of different reactive surfactants have been prepared and tested in heterophase po­
lymerizations but, until today no results are known where the goals (high solid content,
no surface active compounds in latex serum, no coagulum formation during polymeri­
zation, improvement of product properties) have been completely reached. But, im­
provements of latex and/or polymer properties are known [2, 15, 16].

However there is also no reason to despair of going on this way. So for instance, it
seems to be useful to start for practical applications with a partial replacement of com­
mon surfactants by SURFMERS to avoid instabilities during conditioning. Tailoring of
properties of reactive surfactants with respect to chemical structure and constitution
(position of reactive groups relative to hydrophobic or hydrophilic molecule part) might
be a way to reach future success. Another possibility to increase the degree of binding
could be the application of multi-functional reactive surfactants as for instance
INISURFS with an additional transfer functionality, or SURFMERS with an additional
radical generating functionality, or TRANSURFS with an additional double bond, or
any other possible combination.
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1. Introduction

The need to improve the performance of formulated aqueous systems contalmng
associative polymers makes elucidating the interactions between associative polymers
and surfactants an important contemporary problem in associative polymer technology.
For example, adding surfactant to a latex formulation may cause its viscosity to either
increase or decrease, depending on the outcome of competitive adsorption of thickener
and surfactant at particle interfaces and at network junctions in the aqueous phase [1].
Even though this subject has been widely studied by both academic and industrial
laboratories, the capricious nature of these interactions is not understood on a molecular
level. Recent studies have examined the interaction of nonionic, anionic, cationic, or
zwitterionic surfactants with a variety of associative polymer types, such as those based
on backbones of poly(ethylene oxide) [2-13], cellulose [14-16], copolymers of acrylic
acid, methacrylic acid, or other carboxylated monomers [6,17-19], and copolymers of
acrylamide[20,21). The charter of the NATO Advanced Study Institute is to "point out
unsolved problems and speculate about future research directions" [22]. In the spirit of
this charter, this chapter describes the phenomenology that applies to a variety of
associative polymer types resulting from interactions between associative polymers and
surface active agents to highlight the need for more fundamental research.

1.1. ADSORPTION OF SURFACTANTS TO POLYMERS

Surfactants adsorb to polymers because the adsorbed state of the surfactant on the
polymer is energetically more favorable than in regular micelles [23,24]. Among the
several modes of interaction are adsorption of the surfactant to the polymer backbone
and clustering of the surfactant on the hydrophobe of the associative polymer. The
clustering of surfactant molecules along the associative polymer forms a pseudo­
micellar structure that shields the hydrophobic groups of the associative polymer from
contact with water. In addition, associative polymers have hydrophobic and hydrophilic
segments that form segregated hydrophobic and hydrophilic regions in solution.
Surfactant molecules interact with these interfaces by binding the hydrophobic portion
of the surfactant with the hydrophobic block of polymer (i.e., Nagarajan's "Type 5"
topology) [25]. The more hydrophobic the polymer, the greater the adsorption of
surfactant to it [26]. The preferred mode of interaction depends on the concentrations
and chemical natures of the surfactant (e.g., its solubility, the structure of the
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hydrophobe of the surfactant) and polymers (e.g., its molecular weight, solubility, size
of the hydrophobes and placement within the polymer [10].

Polymer I surfactant systems generally show two critical concentrations: the first
occurs at the concentration where the surfactant first interacts with, and adsorbs to, the
polymer, and the second occurs at the concentration where the adsorption sites on
polymer are saturated [27]. The concentration of surfactant at the first transition is
usually less than critical micellar concentration (emc) of the pure surfactant in solution,
and the second transition coincides with the cmc of the surfactant in solution. For
surfactant concentrations between the two transitions, the interaction between polymer
and surfactant is stoichiometric [27,28]. The stoichiometry of interaction for the
formation of mixed aggregates of polymer and surfactant depends on the polymer alkyl
group I surfactant molar ratio [10,29,30].

The presence of hydrophobes in the associative polymer causes adsorption of the
surfactant to the polymer at concentrations that are lower than occur with an equivalent
homopolymer to reduce the onset concentration of network formation in solution.
Although interactions between nonionic polymers and surfactants are traditionally
considered weak, they can be substantially strong and attractive when hydrophobic
groups are on the polymer [14]. Depending on the stoichiometry of the surfactant and
associative polymer, adsorption of surfactant can increase or decrease the extent of
polymer I polymer aggregation, and the extent of intermolecular association. Solution
rheology is highly sensitive to the manner in which the surfactant binds to the polymer,
and is complicated due to competition between effects that reinforce the network and
effects that reduce polymer I polymer interaction [31]. Therefore, a "systems" approach
maximizes economic and performance benefits when using associative polymers, as
contrasted to an "additive" approach where the components of the formulation are
selected individually without regard to the presence of other ingredients [32].

1.2. SURFACTANT CO-THICKENING AND VISCOSITY MAXIMUM

Interactions among associative polymers and surfactants can produce a "co-thickening"
effect, where the rheological properties of systems containing associative polymer
increase with added surfactant. Often the properties increase to a maximum as surfactant
concentration increases and subsequently decrease as surfactant concentration increases.
This phenomenon also occurs with conventional water soluble polymers as well
(especially the well - studied poly(oxyethylene) I sodium dodecyl sulfate system) [33­
35], although the viscosity enhancement with surfactant for conventional polymers is
considerably less than with associative polymers. The decrease in viscosity is expected
from a law of mass action that usually governs the equilibrium process of adsorption of
the surfactant to the polymer: statistically, it is more likely that an associative
polymer's hydrophobe will encounter a surfactant hydrophobe as compared to another
associative polymer hydrophobe when the number of surfactant molecules in solution is
larger than the number of associative polymer molecules, screening the interactions
between associative polymer hydrophobes. Although the rheological consequences of
these interactions are system dependent, they seem general across the many types of
anionic and nonionic associative polymers and surfactants.

The literature is divided on whether surfactant micelles are needed to produce the
viscosity maximum, and whether the viscosity maximum occurs at the emc of the
surfactant. Some studies found that the viscosity of an associative polymer solution
increased to a maximum at a surfactant concentration near the cmc of the surfactant, and
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then decreased as the concentration of surfactant in solution increased. For example, a
maximum in solution viscosity of a hydrophobically modified hydroxyethylcellulose
occurred at a concentration of sodium dodecyl sulfate just below its cmc [14].
Similarly, the solution viscosity of hydrophobically modified poly(acrylic acid) reached
a maximum at the cmc of SOS, whose magnitude increased with increasing molecular
weight and hydrophobe concentration [17].

In contrast, other studies showed that the viscosity maximum occurred at surfactant
concentrations much less or much greater than the ernc of the surfactant. The viscosity
of a 2.5% solution of associative polymer based on linear poly(ethylene oxide) with
hexadecyl end-groups [36] increased to a maximum, and then subsequently decreased as
the concentration of sodium dodecyl sulfate increased [5]. The maximum decreased as the
molecular weight of the associative polymer increased, and disappeared altogether for the
largest two molecular weight polymers of the study. Rather than occurring at the cmc of
SOS, the viscosity maximum occurred when the concentration of hydrophobes in the
associative polymer stoichiometrically equaled the concentration of sodium dodecyl
sulfate hydrophobes in solution. Blank experiments in which sodium chloride was
aJded to model associative polymer solutions showed that at concentrations where
sodium dodecyl sulfate maximized the viscosity of the associative polymer solution,
sodium chloride actually decreased the viscosity of the solution. These results indicated
that the influence of sodium dodecyl sulfate on the viscosity of associative polymer
solutions results from an interaction between the alkane chain of sodium dodecyl sulfate
and the associative polymer. In a similar study, Hulden found that the viscosity
maximum for solutions of model nonionic telechelic associative polymers based on
poly(oxyethylene) with various hydrophobic end-groups shifted to higber surfactant
concentration with decreasing thickener molecular weigbt or decreasing thickener
hydropbobicity [29,30]. The ratio of the number of surfactant bydropbobes to the
number of thickener hydropbobes at the viscosity maximum for the mixed aggregate
was roughly constant at 1.7 for SOS and 5.2 for a ten mole ethoxylate of nonylphenol,
indicating that the viscosity maximum was related to the size of the mixed aggregates,
and that the surfactant had increased the strength or lifetime of the association junction.
Likewise, the concentration of either an anionic or nonionic surfactant that was required
to produce the maximum in the viscosity of four commercial nonionic comb associative
polymers based on poly(oxyethylene) was either near the ernc of the surfactant or mucb
greater, depending on the particular surfactant being studied [4]. With SOS, the
viscosity maximum occurred at 0.5 ernc; with nonionic 15-S-9 (Le.,
b-C H (OCH OCH) OH), the viscosity maximum occurred at concentrations ranging
frorN approxmiately 1l03% to 5%, depending of the commercial associative polymer.
Similarly, a maximum in solution viscosity with respect to 15-S-9 concentration with
a bydrophobically modified styrene - maleic anhydride terpolymer polymers occurred at a
concentration of over one thousand times greater than the cmc of the surfactant [7]. In a
study for bydrophobically modified acrylamide, the concentration of SOS that strongly
maximized solution viscosity was well below the cmc of SOS [20].

1.3. MECHANISMS FOR VISCOSITY MAXIMUM

Early explanations for the co-thickening pbenomenon and resultant viscosity maximum
invoked the notion of "cross-linked micelles" or a "micellar bridge" [2,7,37]. Oue to its
higb molecular weight and multiple hydropbobes on a given backbone, the associative
polymer can participate in multiple surfactant micelles, effectively bridging the micelles
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or acting as a physical "cross-linker" in solution. By this hypothesis, the viscosity
increases near the ernc of the neat surfactant, and decreases at larger concentrations due to
the stoichiometry of the surfactant relative to the polymer. Since this hypothesis
depends on the presence of surfactant micelles to explain co-thickening, it does not
explain the co-thickening that takes place when the surfactant concentration is below the
ernc of the surfactant. It also fails to account for the influence of the surfactant on the
concentration at which the onset of associative networking begins with the associative
polymer (i.e., the "cmc" for the polymer / surfactant complex, which may be different
from the ernc of the surfactant in solution).

An alternate view considers how the surfactant influences the junctions of the
associative network, which are reflected in the viscoelastic properties of the solutions.
The storage modulus and relaxation time constant passed through a maximum with
respect to surfactant addition, which indicates that the increase in the shear moduli
results from an increase in the elasticity of the network, and not just from the
enhancement of the low shear viscosity of the solution. [5,6,11]. The maximum in
storage modulus reflects a change in the number or functionality of network junctions.
The change in the relaxation time constant reflects a change in the binding energy of the
junction, its strength, or in the average residence time of the polymer hydrophobe in a
dynamic associative junction [6].

Annable et al. explain surfactant induced maxima in rheological properties of
associative polymer solutions as an entropically driven change from intramolecular
associations (Le., self-loops) in the network that do not contribute to modulus to
intermolecular associations that do contribute to modulus [11]. The concept of athl
surfactant converting intramolecular associations into intermolecular associations to
explain the viscosity maximum was independently suggested by Biggs et al. [20]. This
is consistent with the "flower" or "rosette" model advocated by Yekta et al. [38]. Since
self-loops force the functionality of the association cluster to be small due to geometric
packing constraints, the conversion from intra- to inter- molecular associations
increases the potential functionality of the associative junction. These effects increase
viscosity, shear modulus, and relaxation time constant as surfactant concentration
increases. Once all of the intramolecular associations have been converted to
intermolecular associations, additional surfactant dilutes the number of associative
polymer hydrophobes in a junction thereby reducing rheological properties.

2. Experimental

2.1. SURFACTANTS

Two or more conventional surfactant hydrophobes can be chemically joined to form one
larger composite Complex hydrophobe with large molar volume [39]. This Complex
hydrophobe behaves as a "pre-associated" version of the conventional hydrophobes from
which it is made to increase the strength of association and thereby improve the
thickening efficiency of an associative polymer [40]. A homogeneous Complex
hydrophobe results when the conventional hydrophobes from which it is composed are
all identical, while a heterogeneous Complex hydrophobe results when the conventional
hydrophobes from which it is composed are different. In this work, the homogeneous
Complex hydrophobe was composed of two nonylphenyl substituents, and the
heterogeneous Complex hydrophobe was composed of an octylphenyl substituent and a
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nonylphenyl substituent. Complex hydrophobes were prepared and were subsequently
ethoxylated to 20, 40, and 80 moles in a pressure autoclave following the procedure
described in reference [41]. The number average molecular weights of the surfactants
were determined by end-group analysis (hydroxyl number) and by gel permeation
chromatography.

TERGITOL~ NP series of ethoxylated nonylphenol surfactants, TERGITOL~ 15-S
series of ethoxylated of linear secondary alcohols of 12 to 15 carbon units, and
TRlTO~ ethoxylated octylphenol surfactants were used as supplied as 100% active
ingredient from Union Carbide Corporation.

2.2. ALKALI - SOLUBLE ASSOCIATIVE EMULSION POLYMERS

Associative macromonomers were prepared by reacting a surfactant with alpha, alpha,
dimethyl meta-isopropenyl benzyl isocyanate (TMI® (meta), American Cyanamid)
using the procedure desaibed in reference [42]. Alkali-soluble associative emulsion
copolymers were prepared by the conventional semi-continuous emulsion
polymerization of various weight fractions of metbacrylic acid, ethyl acrylate, and
associative macromonomer [43]. The resulting latexes were diluted to the desired
concentration and neutralized to a pH of 9 with 2-amino 2-methyl I-propanol (AMP-95,
Angus Chemical Company) to convert the resulting latexes into solutions.

2.3. NONIONIC ASSOCIATIVE POLYMERS BASED ON POLY(OXYETHYLENE)

Nonionic telechelic associative polymers were made by chain extending linear
poly(oxyethylene) (CARBOWAX® 8500, Union Carbide Corporation) with isophorone
diisocyanate (Aldrich) in a toluene solution that bad been dried by azeotropic distillation.
The chain extended polymer was subsequently terminated with conventional (Le.,
hexadecanol, Aldrich; nonylphenol, Union Carbide Corporation) and Complex
hydrophobic groups [36]. Nonionic associative polymers with comb architecture were
synthesized following the method of reference [44]. The viscosity average molecular
weights of the nonionic associative polymers were determined from intrinsic viscosity
measurements in 40/60 solvent mixture of BUTYL CARBITOL® (Union Carbide
Corporation) and water by weight at 25°C, as calibrated with poly(oxyethylene)
standards (Pressure Chemical Company).

3. Results and Discussion

3.1. ALKALI - SOLUBLE ASSOCIATIVE EMULSION POLYMERS

Since alkali-soluble associative polymers carry an anionic charge, electrostatic
interactions are superimposed onto the interactions due to adsorption of surfactants to
associative polymer. Since the interactions are a balance of hydrophobic and ionic
interactions, the behavior of hydrophobically modified poly(electrolytes) depends on
concentration, temperature, and ionic strength. The polymers interact strongly with
oppositely charged surfactants. Surfactant adsorption can take place even when the
polymer and surfactant have like-charges when hydrophobic interactions are strong
enough to overcome repulsion [18]. The counterion from anionic surfactants contracts
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the chain dimensions and simultaneously enhances aggregation so that viscosity can
either increase or decrease. The latter effect can also increase viscosity in addition to the
aggregation induced by the added surfactant [19]. The rheology depends in a complicated
way on polymer concentration, electrolyte concentration, amount and type of
hydrophobe substitution, pH, and surfactant concentration. As described in forthcoming
papers, the co-thickening effect can be used to enhance the shear-thinning viscosity
prome, and to add time-dependent or shear history-dependent properties by selecting the
relative concentrations of the appropriate surfactant / associative polymer pair [45,46].
This section investigates the impact of the structure of the surfactant (Le., HLB,
hydrophobe structure, moles of ethoxylation) and the composition of alkali - soluble
associative emulsion polymers (i.e., carboxyl monomer level, associative
macromonomer level) on alkaline solution viscosity.

3.1.1. Influence ofSurfactant Structure
Whether or not the viscosity of an associative polymer solution increases or decreases
when surfactant is added depends on the structure of the surfactant, and its concentration
in solution. Figure 1 shows the effect of various nonionic surfactants having 20 moles
of ethoxylation on the viscosity of 0.5 wt. % solutions of an alkali - soluble
associative polymer composed of 40% MAA, 50% EA, and 10% associative
macromonomer that carried a 40 mole ethoxylate chain terminated with a homogenous
Complex hydrophobe.
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Figure J. Influence of 20 Mole Ethoxylate Nonionic Surfactant Hydrophobe Structure on the Viscosity of
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Figure 2. Influence of Surfactant Hydrophobe Structure at Constant HLB on the Alkaline Solution
Viscosity of an Alkali - Soluble Associative Polymer.

The surfactants had either a nonylphenyl, octylphenyl, homogeneous Complex, or
heterogeneous Complex hydrophobe. The viscosity of the solution increased as the
concentration of the surfactant with the homogeneous Complex hydrophobe increased.
The viscosity of the solution increased to a maximum and subsequently decreased to less
than the solution without surfactant as the concentration of the surfactant with the
heterogeneous Complex hydrophobe increased. The viscosity of the solution decreased
as the concentration of either the conventional octylphenyl or nonylphenyl surfactant
increased. In these experiments the best co-thickening occurred when the structure of the
hydrophobe of the surfactants matched the structure of the structure of the hydrophobe in
the associative polymer. Thus, whether or not the surfactant co-thickened with the
polymer depended on the structure of the hydrophobe of the surfactant.

Figure 2 shows the influence of the concentration of three different surfactants that
have 5-6 moles of ethoxylation (and are therefore of nearly the same HLB), but vary in
hydrophobe structure (i.e., octylphenyl, nonylphenyl, and linear secondary alcohol of
12-15 carbon units) on the solution viscosity of an associative polymer composed of
35% MAA , 50% EA, and 15% associative macromonomer that carried a 20 mole
ethoxylate chain terminated with a homogenous Complex hydrophobe. The viscosity
of the solution containing the nonylphenyl ethoxylate increased to a maximum and
subsequently decreased as surfactant concentration increased, whereas the viscosity of the
solution containing the octylphenyl ethoxylate decreased as surfactant concentration
increased. The solution with the linear secondary alkyl hydrophobe (i.e., 15-S-5)
exhibited a response in-between those of the octylphenyl and nonylphenyl based
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surfactants. Surfactants that have marginal solubility in water (Le., detergents), such as
NP-6, often produced synergistic co-thickening, whereas surfactants with larger water
solubility, such as 15-S-5, generally lowered solution viscosity. Nonetheless, that the
response depended on hydrophobe structure shows that the interaction between
associative polymers and surfactants depended on more than just the HLB of the
surfactant.
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Figure 3. Influence of Nonionic Surfactant Hydrophobe Structure and Moles of Ethoxylation on the
Viscosity of Solutions of an Alkali - Soluble Associative Polymer.

The solution viscosities of associative polymers were dramatically sensitive to the
degree of ethoxylation of nonionic surfactants. Figure 3 shows the influence of the
moles of ethoxylation of a nonylphenyl ethoxylate and an octylphenyl surfactant on the
viscosity of an alkali - soluble associative polymer composed of 40% MAA, 40% EA,
and 20% associative macromonomer that carried a poly(oxyethylene) chain of 40 moles
terminated with the homogenous Complex hydrophobe. The concentration of the
polymer was 0.5 wt. %, and the concentration of the surfactants was 0.8 wt. %, which
was above the published values of the emcs of these surfactants [47]. With either
nonylphenyl or octylphenyl based surfactants, solution viscosity dramatically increased
and subsequently decreased as the moles of ethoxylation in the surfactant increased. The
viscosity maximum occurred with 6 moles of EO for both the octylphenyl and
nonylphenyl based surfactants. For example, the viscosity decreased almost three orders
of magnitude between NP-7 versus NP-9, highlighting the formulation sensitivity often
encountered when associative polymers are used. The viscosity increase was larger with
the nonylphenyl based surfactant than with the octylphenyl based surfactant. This shows
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the value of using a "systems approach" when formulating with associative polymers.
The figure below compares the idealized structures of the nonylphenyl and octylphenyl
hydrophobes in the surfactant.

Nonylphenyl Structure Octylphenyl Structure

The nonylphenyl hydrophobe has a benzyUic hydrogen, while the octylphenyl
hydrophobe does not. The octyl substituent in the octylphenyl hydrophobe is
symmetric, while the nonyl substituent in the nonylphenyl hydrophobe is not. Since
the molecular weights of the hydrophobes differ by only one carbon atom, but differ in
the structure of the alkyl substituent, the selectivity shown in Figure 3 must have been
related to entropic effects, analogous to a key fitting into a lock. Commercial samples
of nonylphenol and octylphenol both contain a crude mixture of isomers differing in the
structure of the alkyl substituent and in where the alkyl group is substituted on the
benzyUic ring (i.e., ortho, meta, and para). Octylphenol usually contains a smaller
fraction of impurities than nonyphenol. Yet even with this crude mixture of
hydrophobic structures in the surfactant and despite the polydispersity inherent in the
polymers and the surfactants, the shape of the curve approached that of a delta function
to imply a level of selectivity in the association analogous to that usually only
encountered in biological systems. This dramatic sensitivity suggests that entropic
effects related to structure (i.e., as a key fits into a lock) were more important than
enthalpic effects.

3.1.2. Influence OfAlkali - Soluble Associative Polymer Structure
Figure 4 shows the influence of the moles of ethoxylation in a nonylphenyl ethoxylate
on the solution viscosity of an alkali - soluble associative polymer composed of 35%
MAA and various levels of associative macromonomer (as stated in the Figure) that
carried an 80 mole ethoxylate chain terminated in a homogenous Complex hydrophobe,
with the balance being ethyl acrylate. The polymer concentration was 0.75 percent by
weight, and the surfactant concentration was 0.8 percent by weight. The viscosity
increased to a maximum and subsequently decreased as the moles of ethoxylation in the
surfactant increased. The moles of ethoxylation that maximized solution viscosity dKl
not depend strongly on the amount of macromonomer. The magnitude of the co­
thickening at the viscosity maximum increased as the concentration of macromonomer
increased. Synergistic co-thickening was largest with low mole ethoxylates. Therefore,
co-thickening depended on the interaction between the surfactant and the associative
macromonomer.

Figure 5 shows the influence of the moles of ethoxylation in a nonylphenyl
ethoxylate on the solution viscosity of an alkali - soluble associative polymer composed
of 15% of associative macromonomer that carried a 80 mole ethoxylate chain terminated
in a homogenous Complex hydrophobe and various levels of methacrylic acid (as stated
in the Figure), with the balance being ethyl acrylate. The polymer concentration was
0.75 percent by weight, and the surfactant concentration was 0.8 percent by weight.
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The viscosity increased to a maximum and subsequently decreased as the moles of
ethoxylation in the surfactant increased. The magnitude of the viscosity at maximum
increased as the carboxyl concentration in the polymer increased when the surfactant had
low moles of ethoxylation. This increased interaction could be due to adsorption of the
surfactant onto the backbone of the polymer through the ethoxylated portion of the
surfactant to increase the effective associative functionality of the polymer.

3.2. NONIONIC ASSOCIATIVE POLYMERS

This section investigates the impact of the surfactant (i.e., HLB, hydrophobe structure,
moles of ethoxylation), and the structure of the polymer (i.e., hydrophobe structure,
linear telechelic and comb architecture) on the solution viscosity nonionic (i.e.,
poly(oxyethylene) based) associative polymers.

3.2.1. Linear Telechelic Associative Polymers
Figure 6 shows the effect of various nonionic surfactants with 20 moles of ethoxylation
on the viscosity 2.5% solutions of a linear poly(oxyethylene) polymer of viscosity
average molecular weight of approximately 90,000 with homogenous Complex
hydrophobic end-groups.
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Figure 6. Influence of 20 Mole Ethoxylate Nonionic Surfactant Hydrophobe Structure on d,e Viscosity of
Solutions of Linear Nonionic AsSociative Polymer With Homogeneous Complex Hydrophobic End-Groups.

The surfactants used in Figure 6 were the same as those used in Figure 1, and the
polymers used the same homogeneous Complex hydrophobes. For the polymer of
Figure 6, solution viscosity increased as the concentration of the surfactant based on the
homogenous Complex hydrophobe increased in a manner similar to that demonstrated
for the alkali - soluble associative polymer of Figure 1. Solution viscosity increased to
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a maximum and subsequently decre2sed as the concentration of the surfactant based on
the heterogeneous Complex hydrophobe increased. The viscosity of the solution
containing the surfactant based on the heterogeneous hydrophobe was the largest at
concentrations when the surfactant concentration was less than that required to produce
the maximum in solution viscosity. At surfactant concentrations beyond that required
to produce the viscosity maximum, the viscosity of the solution containing the
homogenous Complex hydrophobe was the largest. As a class, surfactants based on
the Complex hydrophobes produced greater levels of co-thickening as compared to
nonylphenyl or octylphenyl, especially at higher levels of ethoxylation.

Figure 7 shows the influence of the moles of ethoxylation of a nonylphenyl
ethoxylate and an octylphenyl ethoxylate on the viscosity of 2.5 wt. % solutions of
linear poly(oxyethylene) polymer of viscosity-average molecular weight of
approximately 90,000 that bad homogenous Complex hydrophobic end-groups (Figure
7a) or n-hexadecyl end-groups (Figure 7b). The viscosity of solutions for both polymers
followed similar trends. Solution viscosity increased as the concentration of the 20 mole
ethoxylate of the homogeneous Complex hydrophobe increased. Solution viscosity
increased to a maximum and subsequently decreased as the concentration of the 40 and
80 mole ethoxylates of the homogeneous Complex hydrophobe increased. The
magnitude of co-thickening was larger for the polymer capped with the homogeneous
Complex hydrophobe. In general, the magnitude of the co-thickening at the viscosity
maximum decreased as the length of the hydrophile in the surfactants increased, and the
trend was reversed at large surfactant concentrations.

The three panels of Figure 8 present the influence of the number of moles of
ethylene oxide in the surfactant hydrophile on the viscosity of 1% aqueous solutions of
nonionic telechelic associative polymers of similar molecular weight (all have viscosity
-average molecular weight of approximately 90,000). The only difference among the
thickeners was the hydrophobic end-groups: homogeneous Complex hydrophobe for
Figure 8a; heterogeneous Complex hydrophobe for Figure 8b; and n-hexadecyl
hydrophobes for Figure 8c. The solution viscosities of all three polymers exhibited the
same qualitative response with nonylphenyl or octylphenyl ethoxylates, although the
magnitude of the co-thickening response depended on the structure of the polymer
hydrophobic end-group. Solution viscosity showed a maximum at 5-6 moles of
ethoxylation in the surfactant, and the associative polymer using the homogeneous
Complex hydrophobe showed a larger relative increase in the viscosity maximum as
compared to that of the polymer using a n-hexadecyl hydrophobe. This was another
example of a specific entropic interaction between associative polymers and surfactants
was generically applicable across various associative polymer types and structures.
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3.2.2. Associative Polymers With Comb Architecture
Figure 9 presents the influence of the number of moles of ethylene oxide in the
surfactant hydrophile on the viscosity of 1% aqueous solutions of nonionic associative
polymers with comb architecture. These comb polymers differed only in hydrophobe
structure, and had similar number average molecular weights of approximately 110,000­
120,000 and had similar placement or "bunching" of the hydrophobes along the polymer
backbone because they were made using identical processes [44]. Like the telechelic
polymers of Figure 8, these polymers were nonionic. Like the polymers of Figure 3,
these polymers had a comb structure, although the hydrophobes of the comb polymers
of Figure 9 were attached closely to the polymer backbone, while the hydrophobes of
the polymers of Figure 3 were extended away from the backbone on a flexible
poly(oxyethylene) chain. The polymers of Figures 3, 8a, and 9b had the homogeneous
Complex hydrophobe in common. The co-thickening phenomenology of the comb
polymers shown in Figure 9 paralleled the behavior of the telechelic polymers of Figure
8 and the alkali - soluble poIymers of Figure 9, although the magnitude of the co­
thickening effect depended on the hydrophobe used in the comb polymers and on the
concentration of hydrophobic groups in the polymer. This was yet another example of a
specific phenomenon that is generally qualitatively applicable across the various classes
of associative polymers of various backbone and hydrophobe structures.

4. Summary And Conclusions

Associative polymers interact in a capricious manner with surfactants to produce
system-<iependent rheological responses. This chapter showed several examples of
interactions that both built and destroyed associative structure in solution, and how this
behavior depended in a complicated manner on the structures and concentrations of the
surfactant and associative polymer. And yet, qualitative similarities in the co-thickening
behavior of certain surfactants that were sparingly soluble in water (Le. detergents)
applied in general across the chemical classes of associative polymers and to the various
polymer architectures within these classes. This entropic "lock-in-key" behavior seems
analogous to selectivity often seen in biological systems.

Although the interactions between associative polymers and surfactants are not yet
completely understood from a fundamental perspective, they are technologically useful
in formulating high performance waterborne systems, or in reducing formulation cost
by driving thickener efficiency. To arrive at a scientific understanding of the
interactions, rheology studies should be expanded to include extensional viscosity, linear
and non-linear viscoelastic properties, the time dependent responses, and the shear ­
history dependent responses of solutions formulated with surfactants, because these
tests probe and alter the associative structure in solution. Surfactant-induced changes in
the associative polymer network structure that can either increase or decrease solution
viscosity and viscoelasticity must come either from change in the functionality of the
network junctions, their average lifetime, or from an increase in the number of
hydrophobes that are in the network by converting intramolecular associations into
intermolecular associations [6,45,46]. Mapping how surfactant and associative polymer
structures influence this behavior with well designed and characterized polymers and
surfactants will facilitate deducing a mechanism.

Since rheology characterizes the association mechanism indirectly, fundamental
understanding would be facilitated by techniques that characterize the polymer /
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surfactant complex in solution directly, such as light-scattering, fluorescence, SANS,
SAXS, etc. [48-53], and performing these tests under various shear conditions where
possible.

An analogy may exist between surfactant / associative polymer mixtures and the
phase behavior of conventional polymer / surfactant systems [31] or of the phase
behavior of mixed surfactant systems, where the formation of ordered phases in the latter
is well known in the literature. Recent work that has begun to view associative polymer
systems as consisting of liquid crystalline micro-domains can be applied to systems that
contain both associative polymers and surfactants [53].
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1. Introduction

The main objectives of coating papers and paperboards are to improve their aesthetic
appearance and printability. Coatings impart smoothness, gloss, brightness, and opacity
to the base sheets for improved appearance, and provide them with enhanced printability
which requires resistance to ink [11m-splitting forces, smoothness, ink holdout and gloss,
sharp halftone reproduction, etc. The properties and printability of coated papers are
affected by the base sheets (fiber types, sheet formation, internal sizing, and base
weight), coating materials (pigment types, binder types, rheology modifiers, water­
retention aids, lubricants, defoamers, etc.), coating formulations (ratios of coating
components, solids and pH's), coating process (coating application types and speed), coat
weights, drying conditions (dryer types, drying temperature, drying time, and [mal

moisture level), etc. In other words, many factors affect the properties and printability of
coated papers, and they are inter-dependent with each other.

Various types of soft latexes, such as styrene-butadiene (SIB), styrene-butyl acrylate
(SIB A), and polyvinyl acetate (PVAc) latexes, are widely used as binders in paper
coatings. Latex particles not only bond pigment particles and adhere them to the base
sheets, but also significantly affect coating formulation rheology, coated paper
properties, and printability. Also, polystyrene latexes of various particle sizes are used as
plastic pigments to improve coating smoothness and gloss. Recently, hollow sphere
pigments have been introduced as easier finishing plastic pigments. Overall, latexes play
a major role in paper coatings.

This paper will briefly review papermaking, coating, and printing processes anI
describe paper coating formulations, coated paper properties, and printability. Then, the
paper will extensively review and discuss the effects of latexes on the rheology of paper
coating formulations, coating properties, and printability in terms of the physico­
chemical and colloidal properties of latex particles and the viscoelastic properties of latex
polymers. Finally, some future research challenges will be presented.
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2. Brief Review of Papermaking, Coating, and Printing [1-4]

Woods (soft and hard) are reduced to cellulose fibers forming wood pulps, and lignin is
separated from cellulose by chemical, semi-chemical or mechanical pulping process.
Stocks of wood pulps are formed into sheets on fourdrinier machine to produce papers
and on fourdrinier or cylinder machine to make paperboards. Although base sheets can
never be smooth and uniform, the main objective of papermaking is to achieve better
uniformity, smoothness, and strength. Especially for those base sheets to be
subsequently coated, their uniformity is one of the most important factors to achieve
smooth coated papers and paperboards. Papers and paperboards are coated with various
coating formulations by a variety of coating processes: size-press, air-knife, rod, anI
blade coating process. Among these coating processes, the blade coating process is most
widely used, and there are several different types of blade coaters: inverted blade, puddle
blade, tube-loaded blade, and short-dwell blade coater. Figure 1 shows uncoated and coated
papers, respectively. Figure 2 shows the difference in printability between uncoated anI
coated papers. The coated paper shows sharper halftone dots. There are three major
printing processes: letterpress, offset, and rotogravure. These different printing processes
demand different coated paper properties for printability.

Figure 1. Uncoated and coated papers.

3. The Structure of Paper Coatings and Coated Papers: Pigment­
Binder-Air and Fiber-reinforced Pigment-Binder-Air Composites

Paper coatings are highly pigmented, porous coatings. In terms of the pigment volume
concentration relationships used in paints, the pigment volume concentrations of paper
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Figure 2. Reproduction of halftone dots on uncoated and coated papers, respectively.

coatings range from 60% (80/20 by weight) to greater than 90% (96/4 by weight). In
other words, they are well above the critical pigment volume concentrations (CPVC's)
of various pigments used in paper coatings. Figure 3 shows the surface profiles of No. 1
Clay/styrene-butadiene (S/B) latex coatings on polyester films at the ratios ranging from
a pure latex coating (0/100) to an almost pure pigment coating (99/1 by weight). Figure
4 shows the coating opacity as a function of pigment concentration. Figure 5 shows the
coating gloss vs. PVC. The opacity, brightness, and gloss of coating increase with
increasing pigment concentrations above the CPVC which is about 50 to 55% by
volume, that is, 72/28 to 76/24 by weight. It is not surprising to see that the opacity
and brightness increase, as coating porosity increases with increasing pigment
concentration, but it is very unique for paper coatings that the gloss increases with
increasing pigment concentration above the CPVC, that is, the gloss increases with
decreasing latex level. This binder level-coating gloss relationship has been a topic of
intense research in paper coatings. As mentioned already, the pigment concentrations of
paper coatings are well above the critical volume concentration where the coating
porosity starts to become part of the coatings, the opacity suddenly increases, and the
gloss turns around and starts to increase. Therefore, paper coatings are unquestionably
pigment-binder-air composites. Figure 6 shows the cross-section of a coated paper. It is
quite obvious from the figure that the structure of coated paper is a fiber-reinforced
pigment-binder-air composite.
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Figure 3. The surface profiles of No.1 OaylSlB latex coatings on polyester films: 0/100 @ Top-I, 20/80 @
T-2.40/6O @ Bottom-I, 50/50 @ B-2, 60/40 @ T-3, 80120 @ T-4, 90/10 @ B-3, and 99/1 @ B-4.
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Figure 6. The cross-section of a coated paper

4. Paper Coating Formulations and Wet Coating Properties [3,5,6]

Basic materials used in paper coatings are pigments, binders, and some additives, such as
viscosity modifiers, water-retention aids, and lubricants, and water is a carrier. Coating
grade pigments are premium clay, No.1 clay, No.2 clay, precipitated calcium carbonate,
fme and coarse ground calcium carbonates, and titanium dioxide. These pigments are
dispersed in water with proper types and amounts of dispersants, such as tetra-sodium
pyrophosphate (TSPP) and sodium polyacrylates. The optimum dispersant level
corresponds to the minimum low-shear viscosity of a slurry system, at which the slurry
is fully dispersed or deflocculated. Recently, a variety of structured pigments, such as
calcined clays and chemically flocculated clays have been introduced to the paper coating
industry. Because pigments are the major components of paper coatings, the convention
of specifying their composition is to express all components other than pigments by
weight based on 100 parts pigments, e.g., 100 Pigments/IS Binders/O.S Thickener/O.S
Lubricant/O.l Defoamer. In some cases, all components including the pigments are
normalized to 100% by weight.

Both natural and synthetic binders are used in paper coatings. Natural binders are
starch, soy-protein, and casein. Synthetic binders are styrene-butadiene (SIB) latexes [7],
styrene-acrylate (S/A) latexes, polyvinyl acetate (PVAc) latexes [8], acrylic latexes [9],
vinyl-acrylic latexes, and polyvinyl alcohols (PVA) [10]. The binder level varies
depending on the type of printing methods: 8-15 parts/100 parts pigments for letterpress,
15-20 parts for sheet offset, 10-16 for web offset, and 4-10 parts for rotogravure printing.
Also, the binder level depends on the type of binders used. The lower binder level is
needed for the stronger binder.
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In addition to dispersants already mentioned, various additives, such as viscosity
modifiers, water-retention aids, insolubilizers and crosslinking agents for natural binders
and latexes, foam control agents, lubricants, and various bases, are aful to the coating
formulations, as needed.

Coating formulation solids vary depending on the type of coating processes. Air­
knife coating requires low solids (35 to 50%), while blade coating solids range from 50%
to 70% or higher. The current trend is to increase coating solids as high as possible,
pushing the blade coating solids above 70%.

Paper coating formulations are designed to produce the best possible coated papers
and paperboards at acceptable costs without problems associated with coating operations,
coater runnability, etc. Viscosity modifiers, water-retention aids, anti-foamersldefoamers,
lubricants, etc. are judiciously used for the above-stated pwposes.

5. The Important Properties of Coated Papers and Paperboards

The following properties of coated papers and paperboards are important for their
appearance or printability, and some are also important for special applications:

a Surface Strength or Pick Strength (IGT Dry Pick, Prufbau Dry Pick, Vandercook
Proofing Press, etc.)

b. Water Resistance or Wet Pick Strength (Finger Rub, IGT Wet Pick, Prufbau Wet
Pick, Adams Wet Rub, Taber Wet Rub, etc.)

c. Gloss (a measure of the specular reflection at the angle of incident angle)
d Brightness (the reflection of blue light peaking at a wavelength of 475 om)
e. Opacity (the amount of light transmitted by paper)
f. Smoothness (levelness)
g. Porosity
h. Compressibility
i. Stiffness
j. Ink Receptivity (K&N ink and Croda ink tests)
k. Mottle (non-uniform print appearance)
l. Water Repellency (the ability of coated paper to remove surface moisture and thereby

allow ink transfer).
m. Back Trap Mottle (mottle caused by the transfer of printed ink from the paper back to

the subsequent blankets)
n. Web Offset Blister Resistance (the ability of printed paper to withstant blistering

during ink drying)
o. Water Absorption
p. Glueability (water-based glue, hot-melt glue, etc.)

Some of the above-listed properties are routinely tested for quality control and the
others are sometimes evaluated for specific applications.
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6. The Effects of Latexes on the Properties of Wet Coating
Formulations and Coated Papers and Paperboards

6.1. THE COLLOIDAL PROPERTIES OF LA1EXES AND THEIR
INTERACTIONS WITH VARIOUS COATING COMPONENTS [11-18]

Since carboxylated latexes were introduced to the paper coating industry in the early
1960's, they have been most widely used as synthetic binders in paper coatings. The
carboxylated latexes are not only compatible with various paper coating pigments ani
natural binders, but also improve the overall colloidal stability of coating formulations.
Polyvinyl acetate latexes (PVAc) are very stable by themselves, but they interact with
clay particles in the coating formulations via hydrogen bonding between alcohol groups
on PVAc latex particle surfaces and sHanol groups on clay particle faces. Because of
these interactions, the viscosity of coating formulations containing clays and PVAc
latexes is higher than that of those coating formulations containing non-interacting
latexes, such as carboxylated latexes. Such pigment-binder interacting coating
formulations result in more open coatings. In fact, coating rheology, immobilization
concentrations, holdout, fiber coverage, structure, brightness, opacity, gloss, etc. are
strongly affected by both the colloidal properties of latex particles and their interactions
with the pigment particles and other additives, such as co-binders and thickener
molecules, in the coating formulations. For this reason, controlling the colloidal
behaviors of various coating components and their colloidal interactions in the coating
formulations is one of the most important paper coating formulation technologies
controlling the properties of coating formulations and coated properties.

Controlled destabilization or wet coating structure formation of paper coating
formulations by the use of electrolytes or polymeric flocculants alters their rheological
properties, but may lead to better fiber coverage and more porous, bulkier coatings.
Figure 7 shows the transmission electron micrographs of the cryo-microtomed cross­
sections of the coating formulations containing different amounts of electrolytes,
respectively: control vs. additional electrolyte added. These micrographs clearly show the
effect of electrolyte addition on the state of the coating dispersions. While the control
dispersion is fully dispersed, the dispersion containing an 00ded electrolyte caused clay
particles to be destabilized and flocculated without latex particles involved. The reason
for this situation was that the latex particles studied were much more stable than the clay
particles. However, ideally speaking, we would prefer forming wet coating structures
involving both clay and latex particles. Either pigment-interacting latex particles or
polymeric species interacting with both latex and pigment particles would provide wet
coating structures containing both latex and pigment particles. Figure 8 shows the effect
of electrolyte addition on the fiber coverage and smoothness of coated papers. As can be
seen from the pictures, the addition of electrolytes improves both fiber coverage ani
coating smoothness.



Figure 7. Transmission electron micrographs showing the cryo-microtomed cross-sections of the coating
formulations containing different amounts of electrolytes. respectively: control vs. additional
electrolyte.

Figure 8. Scanning electron micrographs showing the effect of electrolyte addition to paper coating
formulations on fiber coverage and coating smoothness: control vs. additional electrolyte.
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6.2. THE EFFECT OF LATEXES ON THE RHEOLOGY AND RUNNABILITY OF
PAPER COATING FORMULATIONS [19-22]

The rheology of paper coating formulations is affected by the physico-chemical am
colloidal properties of latexes, such as colloidal stability, mechanical stability, particle
size and size distribution, vinyl acid type and amount, surface functional groups am
amounts, pH, particle deformability, etc. Figure 9 shows the effect of the colloidal
properties of latexes and paper coating formulations on high-shear rheology. Figures 10
and 11 show the effects of latex particle size and size distribution, respectively, on the
high-shear rheology of paper coating formulations. The high-shear rheology also
improves with increasing latex carboxylations and pH. It has been found that the high­
speed blade runnability of paper coating formulations improves as their high-shear
viscosity decreases. Therefore, the high-speed blade runnability of paper coating
formulations improves with increasing colloidal stability of latexes, decreasing latex
particle size, increasing small particle size fractions of bimodal latexes, increasing latex
carboxylation and pH, etc.
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Figure 9. The effect of the
coIloidal properties of coating
formulations on high-shear
rheology [l9]

Figure 10. The effect of latex
particle size on high-shear
rheology [20]

Figure 11. The effect of
the smaIl to large particle
size ratios of bimodal latexes
on high-shear rheology [20]

6.3. PAPER COATING PROPERTIES VS. SIB LATEX COMPOSITION

Figure 12 shows the wet rub, pick rating, varnish holdout, and gloss of coated paper vs.
SIB latex composition [23]. Although this study was done more than 40 years ago, the
results are still very valuable. If the SIB composition is converted to the corresponding
Tg's and various coating properties are re-plotted against Tg, the property-Tg relations
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Figure 12. The properties of coated paper vs. SIB latex composition: wet and dry pick, gloss and varnish
holdout vs. SIB ratios [23]

will become universal, that is, they will be applicable to all types of latex polymers as a
function of Tg's. The pick strength is optimum over a narrow range of Tg's (Q-2O"C),
whereas the wet strength is generally favored by soft latexes. Coating gloss vs.
composition or Tg indicates that there is a transition composition or Tg for gloss. This
relationship is understood in terms of coating shrinkage due to latex particle deformation.

6.4. THE VISCOELASTIC PROPERTIES OF PAPER COATINGS [24,25]

The viscoelastic properties of paper coatings are directly dependent on both those of latex
polymers used as binders and the structure of pigment-binder-air composite coatings. The
shear modulus G' of paper coatings below the Tg of the latex polymer is mainly
dependent on their air-void volume, while the coating modulus above the latex polymer
Tg is affected by both the amount and modulus of the latex polymer and the composite
coating structure, as shown in Figure 13 [25]. The characterization of paper coatings by
dynamic mechanical spectroscopy not only provides information on the properties of
paper coatings, such as calenderability, stiffness, blister resistance, rotogravure
printability, etc., but also is capable to assess their composite coating structure.
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Figure 13. Dynamic mechanical spectra (G') of paper coatings containing different amounts of a latex:
6,10, and 20 parts per 100 parts No. I Gay [25)

6.5. BINDING STRENGTH VS. LATEX PARTICLE SIZE, PARTICLE SURFACE
RJNCTIONALITY, AND MOLECULAR ARCHITECTURE

It is well known that dry pick strength increases with decreasing particle size of latexes
and increasing latex carboxylation, as shown in Figures 14 and 15. Dry and wet pick
strengths of paper coatings are differently affected by a crosslinking density of SIB latex
polymers [26]. Figure 16 shows that dry pick increases with increasing gel content of
SIB latex polymers, but wet pick peaks at lower gel contents.

The binding strength of latexes in paper coatings is influenced by their chemical am
structural aspects in the fiber-reinforced pigment-binder-air composites. The chemical
aspect can be controlled by the surface functionality of tal ~ particles which can promote
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broadly-defmed acid-base interactions, while the structural aspect can be affected by both
the viscoelastic properties of latex polymers and the properties of wet paper coating
formulations. Undoubtedly, this area will be continuously investigated in search of better
and better binding latexes for paper coatings.

6.6. COATING GLOSS VS. LATEX PROPERTIES [23,27-35]

The optical properties of paper coatings have been already discussed in section 3. As
stated already, the opacity and brightness of paper coatings are strongly affected by the
pigment volume concentrations: the higher the pigment volume concentrations, the
greater the porosity (air-voids) and, in turn, the higher the opacity and brightness.
Although opacifying pigments such as titanium dioxide can be used to enhance paper
coating opacity, the light-scattering from the air-voids within the coatings is the main
source of the paper coating opacity. Since coating gloss is one of the most important
properties of coated papers, the subject will be discussed here in more details.

The gloss of coated papers is largely dependent on their surface smoothness: the
smoother the surface, the higher the gloss. Paper coating gloss decreases with increasing
binder level to the CPVC, as shown in Figure 5. Also, coating gloss depends on latex
polymer Tg and drying temperature. Figure 17 explains why the coating gloss is affected
by binder level, latex Tg, and drying conditions.

A (Gloss = 88)

C (Gloss = 87)

B (Gloss = 67)

D (Gloss = 55)

Figure 17. Scanning electron micrographs showing the effect of latell film formation on coating surface
roughening: plastic pigment/non-film forming and film forming latelles, respectively, (top left and right) and
clay/non-film forming and film forming latexes, respectively, (bottom left and right) (29).
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Since the coating gloss is a measure of surface smoothness, anything which causes
surface roughening or smoothing will affect the coating gloss. Hocculation or
destabilization of coating formulations may cause a reduction in gloss. Plastic pigments
improve coating gloss by reducing coating shrinkage and making coatings easier to
finish. For this reason, hollow plastic pigments further improve coating gloss over that
of the conventional plastic pigments. Coated papers are mostly supercalendered, while
coated paperboards are gloss-calendered. Soft-nip thermofmishing [36] is also used.

6.7. PRINTABILITY VS. LATEX PROPERTIES [37]

Printability can be defined by the combination of press runnability and print quality.
Although press runnability and print quality are closely interdependent, the former is
more concerned with how fast and how long a printing press can be run trouble-free,
while the latter is more concerned with the quality of reproduction, print gloss, print
mottle, back trap mottle, water repellency, missing dots, etc. Some of the important
properties affecting print quality are discussed below.

6.7.1. Ink Gloss [26J
Ink gloss depends not only on the unprinted initial sheet gloss, but also on the surface
porosity and ink-binder interactions. Generally, the higher the initial sheet gloss, the
higher the ink gloss. Ink gloss increases with decreasing latex particle size, suggesting
that the ink gloss is higher with tighter coatings. Ink gloss increases with increasing gel
content. This result indicates that the ink gloss improves with decreasing interactions
between latex polymer and ink solvent. This rmding is also supported by the effect of
acrylonitrile content of latexes on ink gloss.

6.7.2. Ink Receptivity and Ink Absorption
Ink receptivity and ink absorption are two important properties of coated papers to be
printed. There are a number of factors affecting the ink receptivity and ink absorption of
coated surfaces, but the most important factor is the binder level in the coatings: the
lower the binder level, the higher the receptivity and absorption of ink. Among different
types of latexes, PVAc latexes are more ink receptive than either SIB latexes or acrylic
binders [8]. Generally, ink receptivity increases with increasing particle size ant
increasing hardness of latex polymers. Also, it can be increased by limiting the
coalescence of latex particles [30].

6.7.3. Web Offset Blister Resistance [38-41]
Web offset printing requires a blister resistance of coated papers during drying the printed
papers. PVAc latexes are more blister resistant that either SIB or acrylic latexes.
Although PVAc latexes produce more porous coatings, the porosity is not the only
reason for their excellent blister resistance. Their high thermal flow behaviors are
responsible for blister resistance. Based on this rmding, blister resistant SIB latexes were
developed by reducing their crosslinking density. Many studies have been made on the
effect of the gel content of SIB latex polymers on blister resistance. The blister
resistance of SIB latexes improves with their decreasing gel content. However, as shown
in Figure 16, their binding strength also decreases with decreasing gel. Therefore, blister
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resistance and binding strength are compromised for the development of blister resistant
SIB latexes. Figure 18 shows the effect of gel content on the blister resistance am
binding strength of SIB latexes.

6.7.4. Rotogravure Printability [11,42,43J
Rotogravure printability depends on both the transfer of ink from recessed cells to paper
at the printing nip and the reproduction of the transferred ink: dots. Therefore, rotogravure
printability requires good fiber coverage and compressibility of cooted papers. As
mentioned earlier, good fiber coverage and coating smoothness can be achieved by
controlling the interaction of latexes with pigments or the colloidal stability of coating
formulations, thus lowering their immobilization points [11-18]. Figure 19 shows the
effect of latex polymer softness on missing dots: the softer the latex polymer, the better
the rotogravure printability in terms of missing dots.

90

%G8..

Figure 18. The effect of gel content on
blister resistance and binding strength

7. Plastic Pigments [44-47]
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Figure 19. Rotogravure printability
ys. butadiene content of SIB latex
copolymers [431

Conventional plastic pigments [44,45] are carboxylated polystyrene latexes of various
particle sizes ranging from 100 nm to 600 nm. They are widely used as partial
replacement of inorganic pigments to achieve high gloss, brightness, ink receptivity, and
blister resistance. Small particle size plastic pigments are better for both sheet and ink
gloss, while large particle size plastic pigments are better for brightness, opacity, am
ink: receptivity. Recently, hollow sphere plastic pigments [46,47] have been introduced
into the paper coating industry. They improve the opacity and fini~;ability of paper
coatings beyond those achieved by the conventional solid plastic pigments. Figure 20
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shows a freeze-fractured surface of paper coating containing hollow plastic pigment
particles.

Figure 20. Scanning electron micrograph showing a freeze-fractured surface of paper coating containing
hollow plastic pigment particles [41)

8. Futute Research Challenges

As already discussed, the use of latexes in paper coatings markedly improves coating
formulation properties, coated paper and paperboard properties, and printability. Since
they were first introduced in the late 1940's, latexes have been continuously upgtaded in
quality and performance and have kept pace with the needs of the paper coating industry.
In the past, latex producers have successfully resolved may challenges: pigment
compatibility in the 1950's, casein and protein compatibility in 1960's, blade
runnability and web offset blister resistance in 1970's, high solids paper coatings in
1980's, double coatings, etc. Now, latex researchers have new challenges on hand: super­
binder, super-runnability binder, high-glossing and easy-finishing binder, ink solvent­
resistant binder, high ink gloss binder, print mottle-free binder, sole binder, binder
migration control, coating structure control, better fundamental understandings of
coating, drying, finishing, and printing processes, etc. The paper coating industry is a
dynamic industry always moving forward to the cutting edge of science and technology.
Consequently, latex researchers must be more creative and innovative than ever to meet
the challenges.
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1. Introduction

Polymer colloids can be used either as models in academic research dealing with colloid
phenomena or as dispersed material in a wide variety of industrial applications. One
major reason for such a development is related to the basic understanding in the
production of these latexes through an increasing number of free-radical heterogeneous
polymerization processes as well as in their complete characterization in terms of
molecular or colloidal properties. Two major reasons motived the attractive interest for
such polymer colloids in biological, medical and pharmaceutical applications: i) their
unique and versatile properties with regard to the control of the particle shape and
morphology, size and size distribution, surface chemistry, polymer nature, etc., and ii)
the huge progress in molecular biology during the last two decades resulting in a vast
number of available biomolecules (monoclonal antibodies, peptides, DNA probes,
enzymes, recombinant proteins etc.) and sophisticated methodologies (amplification
techniques, protein engineering, capillary electrophoresis, etc.).

It should be reminded that these dispersed polymer materials can be obtained by
conventional emulsion, emulsifier-free, micro or miniemulsion polymerization
providing particles in the submicron size range (ca<1 /lm) [1]. Other heterogeneous
processes such as dispersion, precipitation polymerization or emulsification techniques
(solvent extraction/solvent evaporation) usually lead to polymer particles mainly in the
superrnicron size range.

For several reasons, polystyrene latexes have been first and largely used in the
biomedical field (especially because of the hydrophobic nature of the polymer favoring
irreversible adsorption of antibodies). Earlier applications of polystyrene latexes in
immunoassays date back to 1956 by Singer et al. [2]. Extensive reviews on the subject
have been reported dealing with the advantages and drawbacks of such dispersed material
as well as in their performances [3]. At the same time, numerous systematic studies
have been reported on the control of the particle size and surface properties of
polystyrene latexes whether they were produced in the presence or in the absence of
emulsifiers [4, 5]. Since 1970, extensive research has been directed towards the
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preparation of various kinds of particles better adapted for a specific application as well
as the understanding of the many complex phenomena related to the use of synthetic
particles for in-vitro or in-vivo applications.

Regardless of the preparation technique, an adequate selection of the formulation
recipe (upon varying the nature and concentration of a main monomer, initiator, surface­
active agent, functional or reactive monomers, ionic strength and pH of the continuous
medium) allows one to tailor different particle morphologies as illustrated in Figure l.

Example

0 Plain, compact particle Polystyrene (PS)
Polyvinyl toluene
Polymethylmethacrylate
(PMMA)

xC)' Reactive particle
X, reactive group PS, Polyhydroxyethyl

X X methacrylate

X (PHEMA)

© Core-Shell particle
PSlPMMA or
(PHEMA, poly
glycidylMA)

Q Poly(N-isopropylacryiamide)
« Hairy» particle (Poly[NIPAM])

PS-co-poly[NIPAM]

Composite particle

Porous particle

Figure 1: Different particle morphologies

Magnetic PS

PSlDivinylbenzene

flain (or compact) rnicroparticles have been extensively used, (particularly with
polystyrene and derivatives), in a broad size range in between 20 nm to 100 Ilm. The
development of functionalized (or reactive) particles is of great importance for
controlling the hydrophilic-hydrophobic balance of the water-polymer interface and also
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to introduce reactive surface groups able to covalently attach biomolecules. It appears
that "hro" particles (among them stimuli-responsive particles) can be produced mainly
from poly(acrylamide) derivatives, providing novel applications in medicine and
biotechnology. A particular attention has also been paid to the preparation of composite
panicles containing inorganic colloids, for instance ferrites, leading to magnetic particles
offering numerous applications. Porous particles are also of interest, especially for
chromatographic analysis. Finally, the preparation of biodegradable particles has become
an active field of research since many criteria are required as regards to the compatibility
of such colloids for in-vivo applications.

Concerning application of polymer colloids in the biological and pharmaceutical
domains, a schematic categorization can be proposed as listed in Table I. Four main
domains may be considered using these polymer colloids as calibration standards, tracers,
solid-phase supports or targets.

TABLE I : Survey of the main applications of polymer colloids

(adapted from ref. [6))

Main Use Current Application Nature of particles

Calibration Identification and enumeration of Hydrophobic

Standards lymphocytes, virus, bacteria (R,F)

Tracer/Marker Diagnostic assays Hydrophobic

NMRimaging (M,F,R)

Solid-phase Immunoassays / Cell separation Hydrophobic

support Chromatography (M,F,R)

Haemoperfusion

Cell activation Hydrophilic

Cell motility (R)

Enzvme immobilization

Targeting Drug delivery Biodegradable

Gene therapy (R,M)

R = reactive groups ; F =Label group; M = magnetic

The present review aims at describing several aspects dealing with the use of polymer
colloids in the biological and pharmaceutical fields:

- first, the main features which need to be taken into account, mostly as regards to
colloidal and surface properties.

- second, the preparation of different kinds of monosized polymer particles:
functionalized (including reactive), hydrophilic, biodegradable, labelled.

- finally, the immobilization of biological molecules onto these various particles.
This review will mostly cover the case of polymer particles in the colloidal range

(i.e, nanoparticles) as produced by some of the above-mentioned heterogeneous
polymerization processes. A great number of extensive papers already described the
preparation and the applications of particles in the supermicron range especially those
produced by the dynamic swelling method as reviewed by Ugelstad and co-workers
[7,8,9].
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2. Structural Requirements Concerning Polymer Colloids

When dealing with polymer colloids for biological applications, a large number of
variables should be considered with respect to the molecular, surface and colloidal
properties of the particles. For a given application, any selected latex must be
characterized as completely as possible. Table 2 gives a list of several properties which
need a special attention, together with the main characterization techniques.

However, prior to particle characterization, latex cleaning is often a preliminary task
in order to get free (and sometimes to analyse) residual monomer, surfactants, water­
soluble oligomers and polymers, and others impurities (such as initiator traces,
electrolytes, additives, etc.). An extensive review of the subject can be found in the
literature with emphasis on specific advantages and drawbacks of each cleaning technique
(10].

Concerning the chemical structure of the particle, glassy polymers (at room
temperature) such as polystyrene, polymethylmethacrylate, polyvinyitoluene and various
copolymers of styrene with butadiene, hydroxyethylmethacrylate, glycidyl methacrylate
are preferred over soft polymers. In order to avoid sedimentation upon storage, the choice
of a polymer should take into account the particle density relative to that of the buffer
continuous phase.

The control of particle size and size distribution is a very important requirement
since it defines the available surface area for the attachment of biologically-active
macromolecules. In the nanometric size range, batch polymerizations are currently used
for producing particles between 0.08-0.4 Jlm. For larger particles (up to 1 Jlm) seeded
polymerizations are more suitable since, in addition, a self sharpening effect causes the
size distribution to be narrower.

Monodispersity criteria is often required whether the latex particles are used as
calibration standards or as solid-phase supports. Indeed, for sake of reproducibility, when
using latexes in immunoassays (especially for agglutination tests) it is crucial that each
particle bears the same number of antibodies (or antigens). Polymerization recipes
should therefore allow a nucleation stage as short as possible.

The presence of surface charges (in the absence of polymer stabilizers) is necessary
for ensuring efficient colloidal stability of the latex particles during synthesis, upon
storage and when they are mixed with biological fluids (exhibiting often significant
ionic strength). Surface charges are usually originated either from initiator fragments or
from ionic monomers (carboxylic acid monomers, for instance) introduced into the
formulation recipe. The nature and the density of surface charges must be considered, as a
function of the physicochemical properties of the biomolecules as well as of the kind of
biological application. Amphoteric latex particles can be adequately used for giving,
depending on pH, negative or positive surface charges.

Reactive groups on the latex surface are often required, especially for the
immobilization of biomolecules containing mainly COOH, NH2 and SH groups. They

can be introduced either during the latex synthesis or later, by functionalization of
preformed particles. For the first route, many functional monomers are now available (or
can be synthesized) bearing carboxyl, activated esters, sulfonate, hydroxy, amide,
aldehyde, quaternary amine or polyoxyethylene groups. The characterization of such
latexes can be performed using complementary techniques providing the precise number
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TABLE 2: Variables to be considered in the design of polymer colloids

Properties Characterization Techniques

Shape of particle Electron microscopy

Particle size and size Atomic force microscopy

distribution Quasielastic light scattering

Surface charge Conductometry

density Potentiometry

Surface potential Electrophoresis

Dielectric spectroscopy

Number of reactive Colorimetry

groups Fluorescence

Interface polarity Contact angle

X-Ray Photoelectron Spectroscopy

(XPS)

Surface morphology XPS, Secondary Ion Mass

Spectroscopy (SIMS), NMR

Stability against Coagulation kinetics

electrolyte,

temperature

Composition of latex NMR. SEC, HPLC

serum

of reactive groups per particle. Several problems are not yet solved, concerning: the
surface morphology, for instance in "hairy"-like particles; the location and the
distribution (homogeneous or patchy) of polar or charged end- groups; the deprotection
of some reactive groups; etc.

3. Reactive Particles

In biomedical applications, latex particles are used as carriers of biological species such
as enzymes, antibodies, DNA fragments and peptides. In some cases, for particular
purposes, it may be required to tether the biomolecule to the polymer support via the
formation of a covalent bond, rather than by a mere physical adsorption. In this respect,
functional groups should be present at the surface of the rnicrospheres and synthetic
methods of preparation of functionalized particles have to be developed along with
characterization techniques.
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Most of the coupling methods of biological molecules to synthetic supports rely
on a chemical reaction involving the €-lysine amino groups of the former since these
groups are most often available, (historically this method has been developed for
proteins). However, thio, hydroxy and carboxy groups can possibly be used as well,
but at a much lower extend than their aminated counterparts. Thus, many kinds of
particles have been produced bearing functional groups susceptible of reacting with a
primary amine, either directly, such as aldehyde, epoxy or chloromethyl groups, or
indirectly, by forming a covalent bond after a so-called activation step, as it is the case
for carboxyl and hydroxyl groups.

Carboxylated particles, the most popular ones, are commercially available at
different particle sizes, functional group densities and even coloured. They can be
synthesized by copolymerization of (meth)acrylic acids with a great variety of
monomers like styrene or acrylates; a review by Blackley [11] dealt with the main
issues in handling ionogenic monomers in emulsion polymerization.

Two main processes are usually employed for the syntheses of functional particles
by copolymerization of a "basic" monomer, styrene for instance, with a functional
monomer. The simpler process is the batch one, in which all the comonomers are
loaded and polymerized in one single step, as we described for the syntheses of thio­
functionalized latexes [12] and aminated latexes [13, 14]. A two stage process, the so­
called core-shell process, can also be used to obtain functional particles: it consists in
the polymerization of a mixture of the functional monomer and the basic monomer at
the surface of either preformed particles (seed polymerization) or by adding the
monomer mixture at high conversion during the synthesis of the particles (shot
polymerization) [IS, 16].

Actually any kind of functional particles can be obtained by copolymerization of
an appropriate monomer as reported in Table 3.

The major problem, when dealing with functional comonomers, is to assess the
amount of functional groups actually anchored at the surface of the beads. Thus,
specific titration techniques have to be developed on cleaned latexes (i.e, free of
polyelectrolytes) [27]. Conductometric or potentiometric titrations are well known
methods to quantify available carboxyl groups. In the author's laboratory, chemical
methods have been developed to quantify amino groups [13, 14], and radiochemical
techniques for aldehyde and thio groups [21, 12]. The principle is to use a product
capable of reacting specifically with the functional groups to be titrated on the particle
surface. Then, quantification is achieved either by measuring the optical density at a
proper wavelength in the aqueous phase (or directly on the latex), or by measuring of
the radioactivity bound onto the latex sample after reaction of the nanosphere with a
radiolabelled specific counterpart.

From our results, a two-step functionalization process was more efficient to
obtain a high incorporation yield of the functional monomer, which can be introduced
in the second step, when the formation and growth of the particles are almost
complete.

Some non specific characterization methods, mainly spectroscopic or
spectrometric, can also lead to the determination of the number of functional groups at

the surface of the particles. NMR can prove very useful : for instance, 1H NMR
spectroscopy of dried polystyrene latex particles dissolved in deuterochloroform allows
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TABLE 3: List of various monomers with their corresponding functional group.

Nature of Name Functional Reference

monomer group

N-lrimethyl-N-ethylmethacrylate + - [17]N(CH3)3 CI

ammonium.
"

Ionic 3-methacrylamidinopropyllrimelhyl [18]

ammonium chloride.

vinyl benzyltrimethyl ammonium + - [19]

chloride.
-N(CH3)3 CI

vinylbenzyl isolhiouronium chloride
-S-C(NH2)2 +CI

[12]

4 - vinyl benzyl amine + - [13.14)-NH3 .Cl

hydrochloride.

4-Vinyl benzylchloride -CI [20]

Nonionic 4-Vinyl benzaldehyde -CHO [21]

Hydrophobic Vinyl benzylamine -NH2 [22]

Glycidyl methacrylale -CH-CH2 [16]
" t0

4-Vinylbenzyltrifluoroacetamide -NHCOCF3 [22)

Hydroxyethylmethacrylate OH [231

Nonionic Acrolein -CHO [24,25)

Water-Soluble 6( -Methacryloxyloxy)hexyl ~-D- saccharidic [26)

cellobioside moietY

the detennination of the overall amount of functional monomer incorporated in the

particles, whereas 1H NMR of dried polystyrene latex particles redispersed in d()-

DMSO, a poor so)vent for polystyrene, gives access the amount of surface bound
functional groups [22]. It is worth noting that NMR analyses are less sensitive than
colorimetric titrations as observed by Brooks et aI., who compared the chemical,

radiochemical and 1H NMR analytical techniques in the detennination of surface
aldehyde groups on surfactant free polystyrene/polyacrolein latexes [28]. XPS (X-Ray
Photo Electron spectroscopy) is another technique to demonstrate the incorporation of a
functional monomer, and to quantify it, if the latter bears an atom not present in the
basic monomer, which is quite often the case [22]. New characterization techniques are
emerging, in particular Time-Of-AightiSecondary Ion Mass Spectrometry (TOF­
SIMS),which has been used successfully by Davies et al for the surface chemical
analyses of a series of colloids. These authors showed that XPS and TOF-SIMS provide
complementary information about functional groups on the particle surfaces which, in
addition, are correlated with electrophoretic mobility and particle size data [29].

4. Hydrophilic Latex Particles

A great deal of effort has been devoted to the preparation of latex particles bearing a
hydrophilic layer, especially in the field of diagnostic assays, for several reasons: (i)
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emulsion copolymerization with appropriate polar monomers can be performed using
batch, seeded or shot growth procedures; (ii) a higher colloidal stability against ionic
strength is usually conferred to hydrophilic particles in comparison with hydrophobic
ones, (iii) decrease in the physical adsorption of most proteins or biological entities is
obtained as well as a better biocompatibility (then, denaturation of proteins and enzymes
can be avoided).

Numerous papers have been devoted to the synthesis of latex particles with a
hydrophilic surface. It should be mentioned the pioneer work of Okubo et al. [30] who
prepared polystyrene latexes by emulsifier-free emulsion copolymerization of styrene
with various hydrophilic monomers such as 2-hydroxyethyl methacrylate (HEMA), ethyl
methacrylate (EMA), methyl acrylate (MA). Seeded emulsion polymerization can be
alternatively performed to control the incorporated amount of HEMA on the surface,
therefore to adjust the hydrophilic-lipophilic balance.

Hydrophilic particles can also be produced by polymerization of polyethylene oxide
containing macromonomers or amphiphilic monomers [31]. In the recent years, several
papers reported on the incorporation of carbohydrate moieties onto latex surfaces. Davies
et al. [32] reported the emulsion copolymerization of a galactose derivative with styrene
to yield latex particles containing galactose groups. The functionalization has been
evidenced through surface chemical analysis (SIMS, XPS). In the author's laboratory,
much attention has been paid to design suitable structures bearing saccharide moieties
allowing to ensure high yield of surface incorporation. Charreyre et al. [33] first prepared
a surface-active hexylmethacrylate-terminated disaccharide monomer, the 6-(2­
methylpropenoyloxy) hexyl p-D-cellobioside (CRMA) and performed a seed
copolymerization technique using polystyrene seed particles. Formulation recipes were
optimized so as to favor surface incorporation of CHMA as revealed by NMR and XPS
analysis (6 to 66 % of the introduced amount). Revilla et al. [34] described the synthesis
and characterization of ll-(N-p-vinyl benzyl)amido undecanoyl maltobionarnide
monomer (LIMA); it was then copolymerized in the presence of styrene either by batch
or seeded or techniques. The location of the carbohydrate moieties at the surface of the

latex particles has been determined using various methods ('H-NMR, XPS) and yield of
surface incorporation were found quite high (60 to 90 %), especially using the batch
process. It was suggested that significant incorporation of the hydrophilic saccharide can
be ensured through a good control of both the surface-activity and the reactivity of the
selected amphiphilic monomers [35].

Recently, much attention has been focused on the preparation of hydrophilic latex
particles exhibiting stimuli-responsive properties. Latexes based on poly[N­
isopropylacrylarnide] (NIPAM) or other acrylamide derivatives are good examples since
such polymers are thermally-sensitive. They exhibit a lower critical solution temperature
(LCST) property or cloud point (i.e, 32°C for Poly[NIPAM]).

This LCST property characterizes the transition from expanded hydrophilic particles
(below the LCST) to hydrophobic shrunk ones (above the LCST) due to the release of
hydrophobically-bound water. More details on the preparation techniques, properties and
applications on poly[NIPAM] can be found in a recent extensive review [36]. One may
take advantage of such property for several applications: i) to prevent hydrophobic
adsorption of proteins and to favor the covalent binding when grafting is preferred; (ii) to
adsorb proteins above the LCST and to desorb them below, many innovating
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applications were developed as recently described by Kawaguchi et al. [37].
The preparation and properties of such thermosensitive latex particles have been

first reported by Pelton et al. [38] and Wu et al. [39] using NIPAM monomer. Both
authors showed that small and monodisperse particles can be obtained through a radical­
initiated precipitation process provided a crosslinker (N,N'-methylenebisacrylarnide
(MBA» be added in the recipe in order to prevent redissolution of the polymer below the
LCST; microgel (or hydrogel) latex particles are then produced. In addition, the LCST of
the resulting particles can be changed through the introduction of an hydrosoluble
monomer like acrylarnide [36]. Recent studies gave more details on polymerization
mechanism and colloidal properties of these poly[NIPAM] latexes as a function of
temperature, pH and ionic strength.

A recent work of Meunier at al. [40] dealt with the preparation and characterization
of cationic poly(N-isopropylacrylarnide) copolymer bearing amino groups. It was
synthesized using NIPAM, MBA, a cationic monomer (l,5-arninoethylmethacrylate
hydrochloride (AEM», and N,N'-azobis(arnidinopropane) dihydrochloride as initiator. It
is worth mentioning the dramatic effect of the functional monomer (even at very small
amounts of AEM, 0.1-1.0 mole % related to NIPAM) on the polymerization kinetics
which results in the formation of monosized particles. However for AEM concentrations
higher than 2 mole %, polydisperse latexes were obtained together with the production
of large amounts of polyelectrolytes. The presence of amine groups at the particle
surface was directly evidenced and quantified by colorimetric titration and NMR analysis,
and indirectly by electrophoretic mobility.

5. Biodegradable Particles

In the last decade, there has been much increasing interest in the development of drug
targeting systems as an alternative to the natural delivery of a drug, with the purpose to
increase the efficacy through a better tissue distribution. For the structural design of
colloidal polymer carriers intended for use in drug targeting, several critical requirements
must be fulfilled, among which : biocompatibility, biodegradability, bioresorbability,
non toxicity, stability on storage, and appropriate size. In addition, three main objectives
have to be considered concerning the properties of such systems : i) to carry the drug
(which can be encapsulated, solubilized, bound, attached on or into the particle) ; ii) to
reach the target site; and iii) to deliver the drug at a controlled release rate) [41].

Various colloidal systems have been tailored in order to achieve controlled drug
delivery such as: liposomes, polymeric vesicles, macromolecular prodrugs, micro and
nanoparticles. A great deal of effort has been devoted to the preparation of the latter ones
and Table 4 describes the main strategies which can be used for producing well defined
nanoparticles.

Before giving more details, two main remarks should be emphasized:
- as proposed by Kraux et aI., in a recent review [53], nanoparticles encompass

nanocapsules in which the drug is confined inside a cavity surrounded by a polymeric
membrane and nanospheres in which the drug is dispersed throughout the particles.

- contrary to in-vitro applications, for drug targeting, very few synthetic polymers
fulfilled the above enumerated criteria; three major kinds were generally considered :
poly(meth)acrylics, polyalkylesters and polycyanoacrylates, mostly since their
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degradation leads to bioresorbable polymer chains.
It is worthy to mention the polyalkylcyanoacrylate (PACA) nanoparticles. First,

they were found to fulfil several major requirements for drug targeting: good drug-loading
capacity, biodegradability, low toxicity. Second, they can be easily produced in water
with good reproducibility through an anionic dispersion polymerization process as
pioneered by Couvreur et al. [45]. The presence of a nonionic polymer (dextran) or
surfactant (polyethylene oxide based, poloxamer or pluronic) is needed for ensuring steric
stabilization of the particles. In addition, pH of the aqueous medium should be kept low
for controlling the formation of particles. Monosized particles down to 30 nm can be
produced upon increasing the concentration of polymeric surfactant or by adding S02 to

the monomer phase [47]. Molecular weight analysis showed that polycyanoacrylate
particles are built by an entanglement of a large number of small oligomeric species (50
to 1000). Studies about the loading capacity of such nanoparticles were carried out in the
case of hydrophobic or hydrophilic drugs [46]. In addition, antisens oligonucleotides
were found to be protected from the degradation by exonuclease when adsorbed onto
cationic PACA nanospheres [54].

TABLE 4 : Preparation and characteristics of biodegradable nanoparticles

Method Nature of Particle size Reference

Polymer ranRe (nm)

Emulsion and dispersion Poly[Acrylic and methacrylic 100-1000

polymerization esters] , Poly[Acrylamide] (M) [42,43,44]

Anionic dispersion Poly[alkylcyanoacrylate] 50-200

polymerization in water (M) [45,46,47]

(Pseudo) anionic

dispersion polymerization Poly[esters] <1000 [48]

in non polar media (M-P)

Anionic interfacial Poly[alkylcyanoacrylate] 200-300 [49]

polymerization (M)

Emulsification Poly[esters] 100-1000 [50]

natural polymers (P)

Desolvation Poly[esters] 100-300 [51]

(M-P)

Shearing of - <1000 [52]

lamellar systems (M)

M = monodisperse ; P = polydisperse

Polyalkylester nanopartic1es, especially those made of lactic and glycolic acids
derivatives, can be produced as nanospheres or as nanocapsules using emulsification
approaches (using various solvent extraction procedures). The protocol is as follows
[50]: i) dissolution of the preformed polyester in a low boiling point organic solvent;
ii) dispersion of this polymer solution in a continuous media (generally water) in the
presence of surface-active agents (or with serum albumin as a colloidal stabilizer) ; iii)
extraction or evaporation of the organic solvent ; iv) recovering of the resulting
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nanospheres by filtration, decantation or centrifugation.
Most of examples reported in the literature on the preparation of microparticles

generally led to broad size distribution. To synthesize nanoparticles, it is necessary to
adjust manufacturing parameters, especially the ratio of the polymer solution to the
continuous phase, which needs to 'be decreased and the stirring speed has to be
significantly increased during emulsification [50].

Such procedures may present several drawbacks (presence of surface-active agents,
size polydispersity, etc.) and attempts were recently disclosed for preparing monodisperse
polyester nanoparticles. A new and simple method, so-called desolvation technique
suitable for isolating macromolecules from liquid media, was proposed by Stainmesse et
al. [51]. The principle consists in the introduction of the polymer dissolved in a liquid
L I, into a precipitation medium, a liquid L2 which is a non solvent of the polymer.
Building ofthe phase diagrams (Ll, L2, polymer) is a perquisite stage to determine the

domains of nanoparticle formation (Le, corresponding to a low polymer concentration
(0.5 to 1.5 %). Stable nanoparticles could be obtained by this method without adding
any surfactant and with a polydispersity of nearly 10 %. The understanding of the
nanoprecipitation mechanism and the optimization of an experimental model is thought
to be very convenient for prediction of the nanoparticle formation.

It should be also mentioned the recent work of Slomkowski [48] who prepared
poly(esters) particles by pseudoanionic polymerization of ester monomer (e­
caprolactone-lactic acid) in hydrocarbon media. Control of stability was achieved by
using poly(dodecylacrylate)-g-poly(e-caprolactone) amphiphilic copolymer, and
monosized monosized latex particles were obtained, making then good candidates as
bioadsorbable protein carriers.

Finally, it is worth mentioning the original work of Diat et al.[52] who investigated
the shearing effect on lyotropic lamellar phases. The authors showed that monodisperse
multilamellae vesicles with high encapsulation ratio can be obtained with a size range
depending upon the shear rate. Observation of such oignon-like particles by cryofracture
seems to reveal a polyhedral structure instead of a spherical one.

When dealing with nanoparticles for in vivo applications, many steps should be
examined in many details so as to evaluate the performances of these colloidal systems
in drug targeting. A large body of studies has been addressed to this very important
domain and it is out of scope of this review to deal with this aspect.

It can be just mentioned that two important criteria have to be considered : i) the
loading capacity of the nanoparticles which is strongly dependent upon the
physicochemical properties of the carrier and of the drug (there are two main loci for
loading the drug, either by inclusion inside the particle or by surface adsorption through
physical forces or covalent immobilization); and ii) the drug release which implies
kinetic studies [41, 44, 53].

6. Labelled Particles

In the biomedical field, most particles are used as carriers and therefore are most often
plain, i.e. have no particular physical properties besides being particles. The first
application of plain latex particles as markers in the biomedical domain was in
agglutination tests where the microspheres were used as support as well as reporter: the
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fonnation of aggregates, easily detected with naked eyes, was a physical proof that the
immunological reaction between particle-bound antibodies and antigens had occurred.
The following section is devoted to beads exhibiting particular physical properties such
as coloured, fluorescent and magnetic particles, with an overview of their preparation
modes and applications, specially as reporter groups.

6.1. COLOURED AND FLUORESCENT PARTICLES

Coloured particles can be obtained by using an oil soluble dye. The beads are
temporarily swollen with the dye/solvent mixture in order to let the dye get inside the
colloid. Then, the solvent is distilled off, leaving the dye stranded inside the particles
[55]. Polymerization of pyrrole is one very simple means of making coloured particles
which leads to polypyrrole latexes, which are intensely black. Furthennore these
particles can easily be functionalized via many different routes [56].

The preparation of fluorescent microspheres has recently been reviewed [6]. As for
coloured particles, the fluorescent dye can be entrapped inside the beads but it can, as
well, be directly bound to the surface of functionalized latexes [57] either directly or via
the use of a funtionalized linear polymer. In this latter case, poly(2-vinylnaphtalene-alt­
maleic anhydride) was bound to amino-tenninated polystyrene linear chains and used as a
surfactant in emulsion polymerization of styrene, producing fluorescent monodisperse
latex particles [58].

Coloured particles have recently been used in a rapid thin-layer chromatographic
method for quantification of C-reactive protein in sera, in order to differentiate between
viral and bacterial infections. In this test, based on a so-called sandwich fonnat, a first
antibody is bound to defined zones on a thin-layer immunoaffinity membrane, while the
second antibody is covalently tethered to deeply coloured blue latex particles. When the
antigen is present in the sample, a blue line is observed on the membrane. Quantitation
is achieved by scanning reflectometry or with a modified bar code reader [59]:

Fluorescent particles are widely used as markers in many different biomedical
applications such as immuno and genetic fluorescence [60], in neurosciences for brain
cell labelling in vivo [61], and in flow cytometry, as a reference for the enumeration of
platelets [62].

6.2. MAGNETIC PARTICLES

A lot of scientific papers, as well as patents, exist on the preparation of magnetic
particles. Briefly, two main processes can be used, either encapsulation of ferrite by
polymers during the polymerisation reaction or impregnation of prefonned particles with
magnetic material; both techniques have been reviewed in [6]. In the encapsulation
procedure, the main issue is to polymerize the monomers around the metallic particles
without letting any metal susceptible of being in contact with the biomolecules, a fact
that might result in a loss of the biological properties. Ugelstad et al. developed an
elegant and efficient, impregnation procedure: oxidative chemical groups, such as nitro
moieties, are covalently anchored inside the whole volume of monodisperse polymer
particles; then, an aqueous solution of Iron (II) is made to diffuse from the outer phase
into the core of the rnicrospheres. Ferrous salts get subsequently oxidized to iron oxy-
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hydroxy derivatives, and, on heating, these oxides precipitate under the Fe304 or y­
Fe203 form, as evenly distributed magnetic particles inside the polymer beads. With

this technique, particles can be obtained with a fair variety of surface functional groups
[8].

The main use of magnetic particles consists in the removal or isolation of specific
species from complex mixtures. For instance, ex-vivo removal of cancer cells from body
fluids can be achieved. Many other separation applications have been described with, in
particular involving DNAs or antibodies, in [63].

Magnetic particles can be also used as reporter groups, just like fluorescent or
coloured latexes, for the detection of an immunological reaction in a sandwich format for
instance. To the bottom of a titration well, an antibody (specific of the antigen to detect)
is immobilized. Then, a serum is added in the well; if antigens are present, they bind to
the immobilized antibodies which, if present in the sera to be analyzed, can bind to the
bottom of the well. The detection occurs by incubating a second antigen-specific
antibody bound to magnetic particles. The amount of immobilized magnetic particles
depends on the quantity of antigen present in the serum and is quantified by weighing
the amount of unbound particles which are removed from the bottom of the well using a
magnet. This detection is very sensitive and doesn't require any separation steps [64].

7. Immobilization of Biomolecules onto Latex Particles

The immobilization of biomolecules (proteins, nucleic acids etc.) onto latex particles
can be achieved either via physical adsorption or via chemical attachement. In this
section we will separately deal with physical adsorption and then with covalent binding
procedures, though for the latter far less theoretical work has been published than on
adsorption.

7.1. PHYSICAL ADSORPTION

The adsorption of biomolecules at solidlliquid interfaces is of considerable importance in
biological technology and natural processes, so physical adsorption was first studied and
the subject is well documented. The next chapter by Norde reports a detailed study related
to this aspect.

To understand the interactions governing such phenomena, a number of techniques
have been developed, providing information regarding:
- Adsorption/ desorption kinetics at the solid wall.
- Exchange kinetics between adsorbed and bulk molecules.
- Conformation and reorganization of the adsorbed biomolecules.
- Alteration of physical and biological properties.

The adsorption of proteins (y-globulins, fibrinogen, albumin, enzymes, antibodies,
etc.) on hydrophobic, hydrophilic or charged latexes has been extensively studied by
several authors [65-70] in order to understand the mechanism of such process. This
research work was motivated by the importance of protein adsorption in blood
compatibility or incompatibility of polymeric materials, drug delivery, diagnostics and
fundamental studies. The adsorption on hydrophobic and charged (PS) latexes was first
investigated using Bovine Serum Albumin (BSA) and Human Serum Albumin (HSA)
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as model proteins; the adsorption is generally a very rapid and irreversible process and
principally governed by hydrophobic interactions rather than by electrostatic ones as
pointed out by Norde and Lyklema [71]. Nevertheless, the adsorbed amounts of proteins
were dependent upon experimental conditions (pH, ionic strength and surface charge
density of the latex) as well as physicochemical properties of the biomolecules [72, 73]:

The effect of pH on the adsorbed amounts of proteins has been largely studied and
discussed based on adsorption isotherms [68, 73], which usually exhibit two domains:
(i) a rapid initial increase of the interfacial concentration for low solution concentrations,
(ii) a plateau value reached for higher bulk concentrations. The protein adsorption
isotherms were interpreted using a Langmuirian model [74, 75] which provides the
affinity constant and the maximum adsorbed amount for a given proteinllatex system.
The validity of the Langmuir representation was established by plotting the linear

variation of Ns-l versus C- l (where Ns is the amount of adsorbed protein and C, the
bulk protein concentration). Another approach (Langmuir-Freudlich isotherm [69])
consists in plotting the adsorbed amount (Ns) as a function of bulk protein concentration
(C), on a log-log scale. The slope was interpreted in terms of interaction type between
protein and the interface. In most of cases, the adsorption plateau ranged between the
adsorbed amounts for closely packed side-on and end-on monolayers. The maximum
protein adsorption on hydrophobic and charged latex particles occurred for pH close to
the isoelectric point (IEP) of the protein (5.5 for IgG and 4.5 for BSA etc.) [72, 73]. The
presence of such maximum has been interpreted in term of conformation size and
stability of the protein which decreases at the IEP [73, 76]. Smaller adsorbed amounts
were observed for pH values far from the IEP, a result which was interpreted as a
consequence of the lateral electrostatic repulsions between adsorbed macromolecules.
Another interpretation proposed by Elgersma et al. [72] is that the IEP corresponds to
the protein-covered latex particles instead of to the protein only.

The effect of ionic strength on the protein adsorption isotherms has been
systematically investigated in order to assess the magnitude of the electrostatic
interactions. For oppositely charged systems (positively charged latexes and negatively
charged protein or vice-versa), the protein adsorbed amounts decrease as the ionic
strength of the medium increases due to the screening of the charges and consequently
the decreased of the electrostatic attractions. Such a behavior has been reported in many
works [76, 67, 77], dealing with BSA, HSA, IgG and latexes bearing positive or
negative charges. The effect of salinity reflects that electrostatic forces, in addition to
hydrophobic ones, also contribute to the interactions between proteins and charged
surfaces.

Additionally, the dependence of the adsorption upon the surface charge density has
been reported by many authors, Burns et al. [78] (HSA adsorption on amphoteric latex
surface), Hidalgo-Alvarez et al. [77, 79] (lgG adsorption onto anionic-charged PS
latexes), Elgersma et al. [72] and Duinhoven et al. [80, 81] (Enzyme adsorption on PS
latexes). The adsorbed amount of proteins on hydrophobic and cationic charged latexes
increases upon increasing the surface charge density above the IEP of the protein,
whereas for anionic charged latexes it is below the IEP when the adsorbed amount
increases upon increasing the surface charge density.

Since the adsorption of proteins onto polymer particles was principally governed by
hydrophobic interactions, as observed for various protein/polystyrene systems, the best
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method to reduce this adsorption phenomena is to change the HLB of the surface.
Recently, several authors reported that core-shell polystyrene latexes bearing various
hydrophilic shells, (2-hydroxyethyl methacrylate (HEMA) [76, 82, 83], ethyl
methacrylate (EMA) [83], methyl acrylate (MA) [30], acrylamide [76], methyl
methacrylate (MMA) [30], ll-(N-p-vinyl benzyl)amido undecanoyl maltobionamide
monomer (LIMA) [84], hexylmethacrylate-terminated oligosaccharide hexyl /3-D­
cellobioside (CHMA) [85], N-isopropylacrylamide (NIPAM) [37, 86], NIPAMIglycidyl
methacrylate (NIPAMlGMA) [87] exhibit low protein adsorption. As an illustration, the
effect of the amount of LIMA on the BSA adsorption onto functionalized polystyrene
latexes is presented in Figure 2. The BSA adsorbed amount decreases as the surface
functionalization with LIMA monomer increases. Under such conditions, it is possible
to carry out covalent binding of proteins onto reactive latex surfaces with very little
simultaneous adsorption.
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In the field of thermally-sensitive nanoparticles, Kawaguchi et al. [37] reported the
temperature dependency adsorption of proteins on polyN-isopropylacrylamide hydrogel
microspheres. The adsorption of human gamma globulin (HGG) below the lower critical
solution temperature was found to be lower compared to that above the LCST. The
desorption was controlled by the temperature of the aqueous medium and the incubation
time. These results were interpreted with respect to latex surface morphology: below the
LCST, the particle surfaces is hydrophilic, whereas, above the LCST, the particle
surface become hydrophobic and hence can accommodate a higher adsorbed amount of
proteins. These results have been confirmed by Yoshioka et al. [86] who investigated the
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adsorption ofIgG and BSA onto poly[N-isopropylacrylamide] grafted silica gel.
The adsorption of large deoxyribonucleic acids onto sulfate polystyrene latex particles

has recently been reported by Yamaoka et al. [88]; native-DNA adsorbed amount was
found to increase as ionic strength increases contrary to heat-denatured DNA. A
systematic investigation on the adsorption behavior of short single-stranded
oligonucleotides onto monodisperse polystyrene latexes differing in nature and surface
charge density is currently performed in the author's laboratory. [89, 90]. Adsorption
isotherms were established for various pH, surface charge density, ionic strength of the
aqueous medium, the chain length of the oligonucleotide. The experimental findings
suggested that electrostatic interactions between oligonucleotides and latex particles
bearing cationic charges controlled the adsorption phenomena. The adsorbed amount of
oligonucleotide increases when decreasing the pH of the medium or the surface charge
density, irrespective of oligonucleotide sequence as shown in Figure 3.
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On the contrary, the effect of ionic strength on the maximal adsorbed amount of
oligonucleotides was not significant. The contribution of hydrophobic interactions was
investigated by studying the adsorption of oligonucleotides onto anionic latex particles
(sulfate groups). It was pointed out that, in this case, the pH of the medium was not a
determinant factor, since the amounts of adsorbed oligonucleotides were low and in the
same range. These values were close to the extrapolated one for cationic latex at zero
surface charge density (or similarly corresponding to 1;-potential equal to zero).

The conformation of adsorbed single-stranded DNA fragments onto cationic and
anionic latexes has been reported by Walker et al. [92] using hydroxyl radical foot
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printing method. When the particles are positively charged all sugar residues are in direct
contact points with the latex surface. However, only a few contacts are found between
single-stranded DNA fragments and an anionic surface.

7.2. COVALENT COUPLING ON FUNCTIONALIZED PARTICLES

7.2.1 Direct coupling
Functional groups like aldehyde, chloromethyl and epoxide readily react with the
primary amine of a biological molecule. The reaction occurs by nucleophilic
displacement of the chlorine atom of cWoromethyl styrene groups [93] or by ring
opening of the oxirane of glycidyl methacrylate functionalized latex particles [94], to
yield a secondary amine. As a result, the biological molecule is covalently linked to the
functional colloid. Aldehyde groups react with amino moieties by forming an imine
derivative with concomitant water elimination. Most authors stabilize the imine bond
by performing, with a borohydride derivative, the reduction of the carbon-nitrogen
double bond to the corresponding more stable alkylamine carbon-nitrogen single bond.
Bale Oenick et al., for instance, showed that immobilization of proteins was more
efficient in the presence of a reducing agent [93], whereas, according to Slomkowsky's
results, the multidentate immobilization involving Schiff bases is very stable, and no
protein leakage was observed on storing, even after many days [95].

Other chemical groups have specific coupling procedures, in particular, sulfhydryl
groups react with activated carbon-carbon double bonds to yield a mercapto ether, as used
in [96], or with other thio groups to form disulfide bonds [12].

7.2.2/ndirect coupling
In the following section, the immobilization procedure of biological molecules requires
an extra step prior to coupling: the functional groups borne by the latexes are unreactive
as such and need to be 'activated' as many biochemists call it. The most popular
technique is the activation of carboxylated latexes by carbodiimide [97]. The intermediate
obtained on reaction of a carboxylic acid group with a carbodiirnide is fairly unstable,
specially in an aqueous environment, and has to be quickly reacted with the protein to be
immobilized. This is the major drawback of any immobilization protocol based on the
use of highly reactive and unstable intermediates; thus, optimal experimental conditions
will be the best compromise between hydrolysis of the reactive species by water
molecules, and the actual bond formation reaction that links the biomolecules to the
solid phase.

The activation and coupling steps seldom happen simultaneously because of the
possible reticulation of the proteins, which very often bear both amino and carboxyl
groups. In some cases, it is worth adding an extra step: first, reaction in one pot of the
carboxylated latex, carbodiimide and N-hydroxysuccinimide to form the N­
hydroxysuccinimide ester as an intermediate and then, after removal of excess chemicals,
introduction of the desired biomolecule. Though this procedure seems more lengthy than
the direct reaction with carbodiimide, the coupling of the protein is often more efficient
by this way, in terms of conservation of the biological specific properties of the natural
macromolecule.
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TABLE 5: Various covalent immobilization procedures

Solid Support Biological Molecule Comments ~eference

Functional Functional Group

Groups (Reaction Type)
NHZ No activation step required. [93.95]

CHO (Addition) Borohydride reduction may

prove useful
NHZ No activation step required. [93]

CICHZ- (Nucleophilic substitution) Sluggish reaction as CI- is a

poor

Ieavinl! I!rouP.
CH-CH2 NHZ No activation step required. [94]

, I

0 (Nucleophilic substitution) A high pH coupling medium is

often needed.

No activation step required. [IZ]

SH SH Disulfice bond formation. Very

(Reduction) susceptible to oxidation and

displacement by other SH

groups.

Maleimide No activation step required. [96]

SH Iodoacetyl Requires modification of the

(Addition to activated biomolecule

C=Cbond)
NHZ An activation step is required. [96]

COOH (Nucleophilic substitution) Activated esters sensitive to

hydrolysis by couplinj( buffer

An activation step with a [55]
NHZ NHZ bifunctional reagent is

required.
NHZ An activation step of the [55]

OH (Nucleophilic substitution) support is needed. This step

often requires an organic

medium

This last point is very important when one wants to immobilize on a synthetic
support macromolecules exhibiting biological activity. Coupling on latexes high loads
of a biological molecule is of no use, if most of it is denatured (i.e. lost its properties),
so the binding procedures have to be adapted, and a variety of conditions need to be
tested for each case.

The activation of hydroxy functionalized particles can be achieved by reaction with
tosyl chloride or carbonyl di-imidazole in order to introduce on the particle surface a
good leaving group for subsequent covalent immobilization of the natural
macromolecule by nucleophilic substitution [55]. However, for the sake of efficiency,
the activation step should take place in an organic solvent, therefore only crosslinked
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particles can be used, otherwise they might dissolve in the organic medium.
An overview of the different available covalent immobilization procedures is given in

Table 5, with a comment on the main features of each technique
Perspectives: New immobilization procedures are emerging and, though probably

still at an early stage, they are worth mentioning. A very promising method relies on
the use of imprinted polymers reviewed by Wulff [97]. In 1995, Mosbach et al reported
the synthesis of an adsorbent with high selectivity for the enzyme RNase A, by a surface
imprinting procedure based on metal coordination. A metal chelating monomer was
polymerized onto methacrylate particles in the presence of metal ions and RNase A. The
'shape' of the metal complexed enzyme was thus imprinted at the surface of the beads
which were capable of separating RNase A, from a mixture with Lysosyme [98].

Phenyl boronic acid derivatives can form stable complexes with cis-diols in basic
conditions [99]; in 1994, Takagi et al. prepared by emulsion polymerization of styrene,
butyl acrylate and m-acrylamidophenylboronic acid microspheres having phenyl boronic
groups at the surfaces [100]. Then, they could bind D-Glucose via complex formation
between a phenylboronic acid moiety and a cis-diol group of D-Glucose.

8. Conclusions

There is an increasing demand of well-defined polymer nanoparticles suitable for
numerous applications in medicine and biology and this review showed that many
reliable preparation procedures are now available. Most of these techniques rely on
communition methods, namely based on free-radical heterogeneous polymerizations
which are quite versatile for controlling the particle size, the surface properties and the
particle morphology. Much effort has also been devoted in recent years on the
production of various monosized biodegradable nanoparticles either from heterogeneous
polymerizations or from emulsification and precipitation processes.

As regards to polymer chemistry, there is still a need of new kinds of nanoparticles
with innovative properties; a nonexhaustive list is suggested below: i) polymer particles
with specific structure for mimicking various phenomena involved in living systems
(molecular recognition at the surface of cells, membranes, bacteria, virus, etc); ii)
reactive particles with a better control of the accessibility, reactivity and surface density
of the functional groups; iii) very small nanoparticles (below 60 nm) as produced by
microemulsion or micellar polymerization processes, taking into account of the
extensive understanding in the physicochemistry of these disperse systems (particularly
suitable for drug targeting); iv) hydrophilic and stimuli-responsive particles ("smart
material") for various biotechnology (sensors) and biology purposes.

The characterization of these polymer colloids is also a crucial task in view of the
many problems encountered when such supports interact with biologically-active
macromolecules or drugs. Fundamental and systematic studies are still necessary to
better understand the mechanisms of interactions and the consequences on the
performances of the biomolecule activity (whether they are used for in-vitro or in-vivo
applications). The complexity of the many reported phenomena should stimulate
coordinated multidisciplinary research involving chemists, physicists, biologists, etc.
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1. Introduction

In various applications finely dispersed particles, among which polymer colloids, are
used as carriers for bio-macromolecules, proteins in particular. Examples of such
applications can be found in e.g. drug targeting and drug delivery systems [IJ, diagnostic
tests (immunolatices) [2J, immobilization of enzymes in biocatalysis [3J and in
chromatographic separation and purification procedures [4J. The main advantage of using
sorbent material of colloidal dimensions is the large surface to volume ratio and,
consequently, the relative large amount of adsorbed material in a given volume.

When a protein adsorbs from an (aqueous) solution onto a (solid) surface it changes
its environment, which, in turn, may affect its three-dimensional structure or, at least,
its structural stability. In view of the structure-function relation for proteins, the
biological activity may as well be affected by the adsorption process. In essentially all
applications of adsorbed proteins this matter is of crucial importance. In many cases
uncontrolled, non-specific and irreversible adsorption hampers the preservation of
maximum biological activity of the proteins.

Adsorption of proteins is the net result of an interplay of various interactions,
among which electrostatic, hydrophobic and steric interactions are the most important
ones. Structural rearrangements in the protein molecule may affect the conformational
entropy of the protein which, by itself, influences the affinity between the protein and
the surface. Furthermore, the altered flexibility of the protein changes the ability of the
molecule to form optimum bonds with the sorbent surface.

The overall adsorption process could be imagined as occurring in three consecutive
steps:
(a) protein transport from the bulk solution to the sorbent surface;
(b) interaction and attachment of the protein molecule with the surface, possibly
involving perturbation of the protein structure;
(c) relaxation of the adsorbed protein molecule into its fmal conformation.

In this article I will focus on steps (b) and (c), and in particular I will discuss how
physical-chemical properties of the sorbent surface and of the protein molecule are
expected to influence the mode of adsorption. The discussion is illustrated with
experimental data obtained for well-defmed systems and the paper is concluded by giving
some examples that are of more practical relevance.
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2. Physical-Chemical Characteristics Affecting Protein Adsorption

2.1. CHARGE ON THE SORBENT SURFACE AND THE PROTEIN MOLECULE

In an aqueous environment both the protein molecule and the sorbent surface are, as a
rule, electrically charged. The charge originates from the presence of surface groups and
from specific adsorption of ions from solution. For proteins, acidic and basic groups,
primarily located at the aqueous periphery of the molecule, associate or dissociate with
protons. Depending on the type of sorbent material, its surface charge is determined by
strong acidic or basic groups (e.g. sulphate or quaternary ammonium groups originating
from the polymerization initiator on polymeric latices), by dissociation equilibria of
weak acidic or basic groups (e.g. oxide surfaces, carboxylated polymer latices, surfaces
of various biological materials), or by the uptake of ions other than protons (e.g. silver
halides). Other surfaces may not contain charged groups, such as those of
polyoxymethylene oxide, polystyrene, teflon, etc.). Adsorption of ions from solution
also leads to charging the surface provided that this adsorption is specific (which means
that adsorption forces are partly of non-electrical nature so that the adsorbing ions can
overcome an opposing electrical potential).
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Figure 1. Proton titration curve for (X-lactalbumin in solution (- ) and adsorbed on positively C.. ") and
negatively C- - -) charged polystyrene surfaces.

Ionic strength 0.05 M; T =25°C.

Charged protein molecules and surfaces, including the specifically adsorbed ions, are
surrounded by counterions that are diffusely distributed in the solution. The surface
charge and the counter charge together form the so-called electrical double layer.

When the protein molecule and the sorbent surface approach each other their
electrical double layers overlap. This causes a redistribution of charges and a change in
the polarity of the interfacial region. These environmental alterations may induce shifts
in the dissociation behavior of weak acidic and basic groups (including those of the
amino acid residues of the protein) in the sorbent-protein contact zone.

In Figure 1 the proton titration curves for a.-lactalbumin (aLA) from bovine milk
before and after adsorption on positively and negatively charged polystyrene (PS) latices
are compared. This comparison is only valid in the pH region where the sorbent material



543

does not contribute to the titration. The nature of the charged groups on the positive

latex is =: E!NH - and that on the negative latex - OSO~. In both systems aLA was

adsorbed at pH 7 to 80% of its saturation values. Details on the experimental procedure
and the data analysis are given in reference [5]. It is clear that the proton titration curve
of the protein is affected by adsorption and the reversal of the shift on changing the sign
of the latex surface charge indicates that the shift occurs primarily for electrostatic
reasons.

16 (a) 20 (b)
Zw Zw
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Figure 2. Proton titration curves for (a) a-lactalbumin and (b) lysozyme in solution (- ) and adsorbed on
negatively charged polystyrenesulphonate surfaces for various degrees of coverage of the sorbent surface

by the protein: - - 80%; - .. - 60%; - - - 40%; ... 20%. Ionic strength 0.05 M; T = 25°C.

In Figure 2 the influence of the degree of coverage of the sorbent surface by the
protein is displayed. In these examples the proteins are lysozyme (LSZ) from hen's egg
and aLA; the sorbent is negatively charged polystyrene sulphonate (PSS) latex. For
aLA the shift in the titration curve is essentially independent of the surface coverage.
For LSZ the change in the titration behaviour increases with decreasing surface
coverage, suggesting more extensive structural perturbations in the LSZ molecules at
lower surface coverage.

Adsorption of globular proteins to solid surfaces leads to relatively compactly
structured adsorbed layers [6]. Hence, the region of contact between the protein layer and
the sorbent surface has a low dielectric constant relative to that of the aqueous medium.
The presence of a net amount of charge in that region would result in an extremely high
potential which is energetically very unfavorable. In addition to charge adjustments in
the protein (i.e., protonation or deprotonation) accumulation of charge in the contact
zone can be prevented by the incorporation of low-molecular-weight ions concomitant
with the formation of the adsorbed protein layer.

Experimental evidence for the uptake of ions in the adsorbed layer is scarce. Using
y-spectrometry and electron paramagnetic resonance the uptakes of Na+, Ba2+ and Mn2+
in layers of human serum albumin on negatively charged PS latices have been directly
assessed (see Figure 3). It was found that the number of cations incorporated tend to
increase with increasing pH, Le., with increasing charge antagonism between the protein
and the sorbent surface. Unlike the electrostatic effect, the chemical effect of this ion
incorporation is unfavorable, simply because the non-aqueous, proteinaceous
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environment is a poorer "solvent" for those ions as compared to water. Indeed,
maximum affinity for protein adsorption has been found under conditions where the
protein charge just compensates the charge on the sorbent surface so that ion
incorporation is not needed to eliminate the charge antagonism.
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Figure 3. Incorporation of cations in a monolayer of human serum albumin adsorbed on negatively
charged polystyrene surfaces, as predicted from a model (- ) and as measured from 50 mM solutions of

NaCl (0), BaClZ (x) and MnClZ (&). T =Z5°C.

2.2. PROTEIN AND SORBENT HYDROPHOBICITY

The notion "hydrophobicity" is related to the observation that the solubility in water
decreases with decreasing polarity of the solute.

Protein molecules contain both polar and apolar parts. In globular proteins in an
aqueous environment the apolar residues tend to be buried in the interior of the molecule
where they are shielded from contact with water. However, due to other interactions and
to geometrical constraints it is, as a rule, not possible to hide all the apolar parts in the
interior and to expose all the polar parts at the aqueous periphery of the protein
molecule. For the relatively small proteins (such as LSZ, aLA, ribonuclease,
cytochrome c, etc.), having a molar mass of ca. 15,000 Da, apolar atoms occupy about
40%-50% of the water-accessible surface area. For larger proteins, which have a lower
surface/volume ratio, the fraction of apolar atoms at the surface is usually less.
Furthermore, water-soluble, non-aggregating proteins show a more or less even
distribution of the polar and apolar residues over their surface so that no pronounced
hydrophobic regions are present.

Sorbent surfaces may range between extremely hydrophilic (e.g. glass, silica and
other metal oxides) to extremely hydrophobic (e.g. polystyrene, teflon).

When the surfaces of the protein and the sorbent are primarily hydrophilic
dehydration would oppose adsorption. If adsorption still occurs some hydration water
may be retained in the protein-sorbent contact zone. When (one of) the contacting
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surfaces (is) are hydrophobic dehydration of (that) those surface(s) would promote protein
adsorption.

Results from hydrophobic interaction chromatography studies [7] conftrm that the
polarity of the protein exterior influences its adsorption. However, not only the hydro­
phobicity of the protein surface, but the overall hydrophobicity of the protein molecule
may be relevant for the adsorption behavior. The overall hydrophobicity influences the
protein structure stability which, in wen, affects the adsorption affmity. This matter will
be discussed in more detail in Section 2.4.

It is intrinsically difficult to trace the effect of the hydrophobicity of the sorbent
surface because variation in the hydrophobicity involves variation in the chemical com­
position and, often, in the electrical charge density. Nevertheless, as a trend, proteins
adsorb in larger amounts at more hydrophobic surfaces [8, 9, 10]. The desorbability at
hydrophobic surfaces is found to decrease with time, probably due to progressing
structural rearrangements in the protein allowing increased hydrophobic bonding between
the protein and the sorbent surface [11]. There are some indications in literature [12] that
proteins, being amphipolar themselves, have a maximum affmity for surfaces of
intermediate polarity.

2.3. SORBENT SURFACE MORPHOLOGY
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Most surfaces are not completely smooth and rigid, Le. parts of the polymer molecules
may protrude into the aqueous environment, giving the surface a "hairy" character. The
morphology of the surface is determined by the balance of the energetic and entropic
contributions to the mutual interactions among monomeric units in the polymer and
water molecules. If polymer parts extend into the solution the surface will respond
dynamically to protein adsorption. On the one hand this would offer the possibility to
optimize contact by conforming to the protein shape; on the other hand deposition of a
layer of protein molecules would reduce the conformational entropy of those sorbent
surface protuberances.

Grafting or pre-adsorbing water-soluble oligomers or polymers have been used to
tune protein adsorption. In particular, polyethylene oxide (PEO) bas been proven to be
rather successful in producing protein-resistant surfaces [13, 14]. The protein repellency
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Figure 4. Relative adsorption rate of lipase at a hydrophobic silanized silica surface on which PEO is
preadsorbed. For details is referred to the teXL
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can be attributed to steric repulsion, i.e. osmotic pressure and elastic restoring forces in
the PEO chains [15]. The effectiveness of PEO to reduce protein adsorption is deter­
mined by its density on the sorbent surface and, to a minor extent, the chain length of
the PEO [15]. As an example, in Figure 4 the relative adsorption rate of a lipase (Lipase
B from Candida rugosa) onto a hydrophobic surface is given as a function of the degree
of coverage of the sorbent by PEO chains containing 127 ethylene oxide monomers
[16]. The figure shows a steep retardation of lipase adsorption and essentially complex
suppression at surface coverages beyond 50%.

2.4. PROTEIN STRUCTURE STABILITY

The structure of a globular protein molecule in aqueous solution is only marginally
stable. Hence, the protein structure may be readily perturbed by changing the
environmental conditions, such as pH, temperature or addition of other solutes. Protein
structure stability may also be affected by introducing a foreign interface to the system.
Nevertheless, as a rule, globular protein molecules retain a compact structure after
adsorption [6]. It is likely that proteins tend to rearrange their conformation to allow
their hydrophobic residues to contact hydrophobic regions on the sorbent surface. It is,
therefore, to be expected that the native-state structural stability of the protein and the
sorbent hydrophobicity are the main factors determining the degree of structure
perturbation in adsorbing protein molecules.

The mere observation that many water-soluble proteins spontaneously adsorb on
electrostatically repelling surfaces even if they are hydrophilic and that the tendency to
adsorb increases with decreasing stability of the structure in solution suggest that there
is a driving force for adsorption that is related to protein structure stability. For instance,
hydrophobic parts of the protein that are buried in the interior of the dissolved molecule
may, after adsorption, be exposed to the sorbent surface where they are still shielded
from water. Such structural changes involve a decrease in intramolecular hydrophobic
bonding which leads to destabilization of secondary structures as a.-helices and ~-sheets.

Thus, adsorption could very well lead to rupture of ordered secondary structure and,
hence, to an increased conformational entropy of the protein. If the conformational
entropy gain overcompensates unfavorable effects of electrostatic repulsion and
hydrophilic dehydration the protein could still spontaneously adsorb on a hydrophilic,
like-charged surface. Indeed, spontaneous adsorption under such conditions was found to
be endothermic [17] and must therefore be driven by entropy increase.

The most direct way to detect structural rearrangements upon adsorption is by
comparing spectral properties of the protein in the dissolved and the adsorbed states.
However, the complex nature of the solid-water interface often hinders straightforward
interpretation of the spectroscopic signals from the protein. For that reason, various
authors [18, 19, 20] have compared the secondary structure of desorbed protein in
solution with that of native protein before adsorption. Only a few studies have been
reported [21, 22, 23,24] where the structure in the adsorbed state has been successfully
assessed. In these studies the degree of ordered secondary structure is lower in the
adsorbed state. After displacement from the sorbent surface some proteins do refold into
their native structure, whereas others do not [22].

More recently, micro-differential scanning calorimetry (DSC) experiments have
provided complementary evidence for adsorption-induced structural perturbation [25, 26,
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27]. These experiments showed that the thermal stability of the protein structure in the
adsorbed state is less stable than in the native state in solution. The difference is larger
for more hydrophobic sorbent surfaces and also for those proteins of which the native
structure in solution is less stable.

In summary, protein adsorption is a complex process that is controlled by a number
of subprocesses, the major ones being (a) changes in the state of hydration of the
sorbent surface and parts of the protein molecule, (b) electrostatic interactions between
the protein and the sorbent material, and (c) structural rearrangements in the adsorbing
protein molecules. These subprocesses interplay among each other. For instance,
favorable dehydration of a hydrophobic surface requires close contact between the sorbent
surface and the adsorbed protein layer, which, for compact globular proteins, may be
optimized by structural rearrangements that increase the molecular flexibility. If such
structural rearrangements include a reduction of secondary structure the rotational
mobility of the polypeptide backbone and, hence, its conformational entropy will be
enhanced. Furthermore, an increased backbone flexibility improves the ability of the
protein to form ion-pairs with oppositely charged groups on the sorbent surface and to
reduce lateral electrostatic repulsion between like-charged proximal adsorbed protein
molecules.

Based on these considerations it is to be expected that all proteins adsorb on hydro­
phobic surfaces even under electrostatically adverse conditions. With respect to their
adsorption behavior on hydrophilic surfaces distinction may be made between
structurally stable ("hard") and labile ("soft") proteins. The hard proteins adsorb on
hydrophilic surfaces only if they are electrostatically attracted. The soft proteins are more
liable to undergo structural changes when they adsorb and the ensuing conformational
entropy gain may be sufficiently large to cause spontaneous adsorption on a hydrophilic,
like-charged surface.

3. Protein Adsorption in Model-Systems

The model-systems contain one type of well-defined protein and one type of well­
characterized solid surface in an aqueous medium containing one type of low-molecular­
weight electrolyte. Table 1 summarizes some relevant properties of the proteins. LSZ,
ribonuclease (RNase) from bovine pancreas and aLA are relatively small and they have
almost identical sizes and shapes. They have different isoelectrical points, so that at a
given pH these proteins contain different numbers of charged groups. The values for the
denaturation temperature, and the Gibbs energy of denaturation indicate that the stability
of the native structure in solution decreases in the order LSZ > RNase> aLA. The
structural stability of aLA further decreases by removing the Ca2+-ion from the protein.
Bovine serum albumin (BSA) is about five times larger than the other proteins. Its
isoelectric point is also at low pH and the structural stability is comparable to that of
aLA.

The sorbent materials are supplied as finely dispersed particles (colloids). Some of
their properties are collected in Table 2. The sorbents cover all different combinations of
hydrophobicity and sign of surface charge. Thus, these model systems allow systematic
investigation of the influences of hydrophobicity, electrical charge and protein structure
stability on protein adsorption.

For all these systems, the adsorption isotherms, where the amount of protein per
unit area of sorbent surface is plotted against the protein concentration in solution after
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TABLE 1. Some nronerties of the proteins that are relevant for their adsorption behavior
protem LSZ RNase aLA aLA(-Ca-'+) ll~A

molar mass (Da) 14600 13680 14200 14200 67000

isoelectric point (pH units) 11.1 9.4 4.3 4.1 4.6

denaturation temperature (OC)
65(at pH of maximum stability) 76 70 63 41

Gibbs energy of denaturation (J g-1 )
4.1 3.2 1.5heat

denaturant 4.0 3.9 1.9 0.7

LSZ: lysozyme; RNase: ribonuclease; aLA: a-lactalbumin; aLA(-Ca2+): Ca2+
depleted aLA; BSA: bovine serum albumin.

TABLE 2. Some orooerties of the sorbent particles
0.05 M electrolyte

phosphate buffer Acetate buffer Borate buffer
pH 7.0 pH 5.5 pH 9.5

PS+ ~ Si02 aFe2O; aFe2°3'
Nature of charged groups =+NH- -OSO- -0- -OH+ -0-

3 2
Charge density (mC m-2) +27 -23 ... ... ...
Zeta-potential (mV) +32 --69 -39 +20 -47

Hydrophobicity (contact
angle with wate~ 82° 82° 0° hYdr°rhiliC
Surface area (m g-l) 12.4 10.0 100 36.0 36.0

adsorption, show well-developed plateau values, r pl' In Figure 5 these plateau values
are given. The charge of the proteins in qualitatively indicated by "+" and "_" signs. At
the hydrophobic PS surfaces all proteins adsorb, irrespective of the electrostatic
interaction. However, the influence of electrostatic interaction is reflected in the value
for r pl' At the hydrophilic hematite (aFe203) surface, where dehydration is
unfavorable, the structurally most stable proteins LSZ and RNase adsorb only if
electrostatically attracted, but the less stable aLA and BSA adsorb even when
electrostatically repelled. A similar behavior is observed at the hydrophilic silica (Si02)
surface; here the influence of protein structure stability is clearly demonstrated by the
difference between the rprvalues for aLA and aLA(-{:a2+).

The influence of electrostatics is further investigated by varying the charge on (one
of) the components. Figure 6 shows r prvalues for RNase and BSA on various surfaces
as a function of pH, i.e. as a function of charge on the protein and, in case of aFe203'
on the sorbent. If global electrostatic forces between the protein and the sorbent
dominate the adsorption, r pI should be a monotonic function of pH. This is indeed
observed for RNase on aFe203' However, at both positively and negatively charged PS
surfaces r pI for RNase is almost invariant with the charge contrast between the protein
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Figure 5. Plateau values of adsorption isotherms of lysozyme (LSZ), ribonuclease (RNase), a-lactalbumin
(aLA), CaZ+-depleted aLA (aLA(-CaZ+)) and serum albumin (BSA) on hydrophobic polystyrene (PS)

and hydrophilic hematite (aFEZ0 3) and silica (SiOZ) surfaces. An indication of the sorbent surface charge
is given through the ~-potentialof the bare surface and of the proteins by the + and - signs.

Ionic strength 0.05 M; T =Z5°C.
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and the sorbent, suggesting that hydrophobic dehydration effects overrule electrostatics.
With BSA all curves show a maximum value near the isoelectric point of the protein­
covered sorbent particle. Such a rpi (PH) profile is quite often observed for proteins at

surfaces of different nature [5, 28, 29, 30]. It suggests that the r pi (pH) dependency
reflects a characteristic of the protein rather than protein-sorbent interaction. Indeed, a
variety of experimental data indicated that for BSA on PS the reduction in r pi at either
side of the isoelectric point is due to progressive rearrangements in the structurally labile
protein molecule [31].

Heat-induced denaturation enthalpies for LSZ and aLA in the dissolved and the
adsorbed states are given in Figure 7. It can be inferred that on the hydrophobic PS
surface LSZ and, even more so, aLA have lost most of their ordered structure. At the
hydrophilic aFe203 surface LSZ retains most of its structure, whereas the less stable
alA loses it almost completely. Again, this explains why aLA does and LSZ does not
adsorb on a hydrophilic like-charged surface.
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TABLE 3. Percentage of <x-helix in proteins before and after adsorption
'li . Ion SI ca partIe es.

protem betore adsorpuon adsorbed state
(plateau-adsorption)

LSZ
pH 4.0 32 25

4.7 33 30
7.0 32 n.m.

BSA
pH 4.0 69 n.m.

4.7 70 n.m.
7.0 74 38

n.m.: not measurable, because of flocculation of the colloidal dispersion.

More direct evidence for differences in structural perturbations between hard and soft
proteins is presented in Table 3, where the influence of a hydrophilic Si02 surface on
the a-helix content in LSZ and BSA is summarized. The helix reduction is larger for the
least stable protein. The helix reduction from 74% to 38% , as observed for BSA at pH
7, involves 212 peptide units and, hence, an entropy increase of the polypeptide
backbone of 2R In 2212 ;;:; 2442 J K-I mol-I. At 298 K this gives a contribution to
the Gibbs energy of adsorption of 728 kJ mol-I. Even if this is an overestimate (the
rotational freedom along the polypeptide chain will be restricted by its attachment to the
sorbent surface through the anchoring of various amino acid residues), it may stiD be
sufficiently large to outweigh opposing effects from hydrophilic dehydration and
electrostatic repulsion.

In summary, the adsorption data for the model-systems conftrm the expectations
with respect to the roles of electrical charge, hydrophobicity and protein structure
stability, as stated in section 2

4. Two Cases of Practical Relevance

4.1. ADSORPTION-INDUCED CHANGES IN PROTEOLYTIC ACTIVITY

Proteolytic enzymes (proteases) are applied in e.g. detergents to degrade proteinaceous
stains from soiled cloth. In detergent industry the protease Subtilisin 309 from Bacillus
lentus (trademark Sarinase®)is mainly used. Savinase has a molar mass of 28,000 Da;
its isoelectric point is at pH 10. The interaction of this protein with the various
interfaces it encounters in liquid detergents may affect its enzymatic activity. Hence, we
investigated how adsorption of different types of surfaces affect the autolytic activity of
Savinase. It is generally assumed that globular protein molecules must unfold to some
extent prior to proteolytic attack. Adsorption-induced structural changes could therefore
make Savinase more susceptible for autodigestion. On the other hand, adsorption at a
surface could lead to a decreased accessibility of the peptide bonds to be cleaved and,
hence, to a protection against autolysis.
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The sorbents used in this study were suspensions of PS, teflon and Si02. All three
sorbents are negatively charged; the surfaces of teflon and PS are hydrophobic and that of
Si02 is hydrophilic. Further details on these sorbents are given in the references [32]
and [33].

As judged from the initial parts of the isotherms [33], the affinity of Savinase is
higher for PS and teflon than for Si02. The rptvalues for PS and teflon are essentially

the same, i.e. 2.1 mg m-2, whereas it is 1.8 mg m-2 for Si02.
The influence of adsorption on the proteolytic stability is illustrated in Figure 8. It

is observed that hydrophobic surfaces stimulate autolysis of Savinase, whereas,
especially at prolonged incubation times, the hydrophilic Si02 surface seems to have a
protecting effect. This result is in line with the conclusion, made in section 2.4, that a
hydrophobic surface stimulates advanced structural perturbation in proteins, which, in
the example given here, causes a higher susceptibility towards autolytic attack.
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Figure 8. Inactivation of Savinase in solution and adsorbed on different surfaces. For details see text Ionic
strength 0.01 M; pH 8; T =20°C.

4.2. THE IMMUNOLOGICAL ACTIVITY OF ADSORBED IgG

Over the past decades immuno gamma globulin (IgG) adsorbed on polymer latices (so­
called immunolatices) has been extensively used in medical diagnostics. IgG molecules
in solution have a Y-shaped conformation. The antigen binding sites are located at the
far ends of the identical "arms" of the Y, the so-called F(ab)-parts. The "leg" of the Y is
called the Fe-part. The use of immunolatices requires preservation of the immunological
activity of IgG after adsorption. However, the adsorbed IgG molecules may have lost
their ability to bind antigens. This could be caused by a decreased accessibility of the
antigen binding sites when the F(ab)-parts are in close contact with the sorbent surface.
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Furthermore, adsorption-induced structural perturbations may reduce the antigen binding
capacity.

To obtain insight in how protein-sorbent interactions influence the orientation and
conformation of IgG molecules, the adsorption behavior of two monoclonal IgGs
(directed towards the human pregnancy hormone heG), and their constituent F(ab')2 and
Fc fragments are studied [34].

TABLE 4. Molar mass and isoelectric points of two monoclonal IgG's (a-heG) and their F(ab')2 and Fc
fragments.

orotelD #1 #2
IgG F(ab'~ Fc IgG F(ab')2 Fc

molar mass (kDa) 150 100 50 150 100 50
isoelectric point (pH units) 5.8 5.9 6.0 6.9 8.5 6.1

Information on these proteins is given in Table 4. The isoelectric points of the
F(ab'h and Fc fragments of IgG#l are rather similar, which suggests that the charge is
evenly distributed over the F(ab) and Fc-parts. The different parts of IgG#2 have different
isoelectric points, so that, at pH 7, the F(ab)-parts are positively and the Fc-part is
negatively charged. The Fc-parts of the two IgGs are more or less identical.

Figure 9 shows the adsorption behavior of the IgGs and their corresponding F(ab'h
and Fc fragments on negatively charged silica surfaces. The charge on the protein is

#1 #2
N 4 N 4

I I
S S
lOI) lOI)

S S-- --
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time / min.

Figure 9. Adsorption of immuno gamma globulins and their corresponding fragments on negatively charged,
hydrophilic silica surfaces. The charges on the proteins are indicated by the + and - signs. Ionic strength

0.005 M; pH =7; T =20°e.

qualitatively indicated by "+" and "-" signs. FTIR spectroscopy revealed that the
structural stability with respect to adsorption of the Fc fragment is much less than that
of the F(ab')2 fragment [34]. In line with this, the adsorption behavior of the Fc frag-
ment is typically that of a "soft" protein, i.e.. it adsorbs on a hydrophilic, electro­
statically repelling surface, whereas the "hard" F(ab')2 fragments only adsorb at the
hydrophilic silica when it is electrostatically attracted (cf. the Figures 9a and 9b).

Thus, both the susceptibility to structural adaptation upon adsorption and
electrostatic interaction may be utilized to orient the IgG molecule on the surface. The
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resulting variation of the hCG binding capacity of both IgGs as a function of pH is
shown in Figure 10. For IgG#1 at pH < 6, where both the F(ab) and Fe-parts are
electrostatically attracted, the orientation of the adsorbed IgG molecules may be more or
less random. However, when the F(ab) and Fe-parts are electrostatically repelled (pH>
6) the "soft" Fe-part still has the tendency to adsorb, causing a preferential orientation of
the IgG molecule on the surface such that the F(ab)-parts are oriented towards the
solution being available to bind hCG. With IgG#2 the F(ab)-parts are more positively
charged than the Fe-parts, so that the IgG molecule preferentially adsorbs with its F(ab)­
parts down to the negatively charged SiOzsurface. Only at higher pH, where the F(ab)­
parts are negatively charged as well, the preference seems to be less pronounced, as
inferred from the rise in the hCG binding capacity.
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Figure 10. Antigen (hCG) binding capacity of immuno gamma globulins adsorbed on negatively charged
hydrophilic silica surfaces. For details see text.

Ionic strength O.oI M; T =20°e.
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422,454,469
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Engineering plastics 436
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· thermal 12
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· with ionic surfactant 7
· with polymeric surfactant 8

Environmental scanning electron
microscopy 406

Enzimes 527
Epoxies 385
Ethylene 79, 300, 335, 436
Exit rate coefficient 2, 69, 77

· transfer diffusion model 10
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· with polymeric stabilizer 11
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Extender pigment 380
Exterior latex paints 383

Feedback control 363 - 378
Feedforward-feedback control 368
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Field-flow fractionation 280
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Film formation 397 - 419
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distribution 459

· reactive latexes 459
· two-pack-in-one-pot systems

459
Film structure 409
Flocculants 136
Flocculation (see also coagulation)

38, 131
Flocking 393
Flory's generalized approach 86
Flory's most probable distribution
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Flow pattern 334
Fluid-like behavior 233
Fluidfoil turbine 292
Fluorescence spectroscopy 254
Fluorescent microspheres 526
Fouling 296, 313
Freeze-thaw stability 46
Freezing transition 236
Functionalised particles 137,517

Gas sparging 300
Gas phase reactors 173
Gel 81
Gel phase 111
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Gemini surfactants 471
Glass transition temperature 423,

443
Glassy state 237
Globular microemulsions 129
y- Globulin 527
Glycolic acid 524
Graft copolymers 147
Grafting 145
Guinier equation 223

Hairy layer 8, 11
Hairy - like particles 519
Hamaker constant 33
Hansen solubility parameters 146
Heat removal capacity 367
Heat transfer 170, 296, 333
Heat-treatment 426
Helical impellers 292
Heterocoagulation (see

coagulation)
Hiding power 380
High conversion 97 - 106
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concentrated latexes) 337,368
HLB 530
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328
Hybrization of nucleotide probes
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Hydrodynamic radius 226, 227
Hydrofoil turbine 292
Hydrolysed species 36
Hydrophilic particles 517, 521
Hydrophobes 478,482,485
2- Hydroxyethyl methacrylate 522
Hydroxypropil cellulose 146

Immuno-assays 137, 515
Imuno gamma globulin 552
Impact copolymers 173
Impeller

· flow 295
· power 294
· type 291

Imprinted polymers 533
Inferential feedback control 371
Infrared spectroscopy 243

Inhibition 3, 327
Inisurfs (see surface active
initiators)
Initiator entry efficiency 99
Ink 437
Ink absorption 509
Ink gloss 509
Ink receptivity 509
Interdiffusion 405
Interface morphology 210
Interfacial

· forces 404
· membranes 398, 409
· tension 180, 400, 426

Interior latex paints 383
Intermolecular associations 480
Interphase region 200
Inverse emulsion polymerization

438
Inverse emulsions 444
In vivo applications 525
Ionic monomers 129
Ionic surfactant 7, 9, 10
Ionomeric effect 81
Isoelectric point 528

Jacket selection 298

Kalman filter 366
Kaolin 427

Labelled particles 517,525
a-Lactalbumin 542
Lactic acid 524
Langmuir model 528
Laserfoil turbine 292
Light scattering 217 - 227, 253,

277,435
· dynamic 225
· Mie scattering 221
· Raileigh scattering 220
· Raileigh-Gans-Debye
scattering 220

Loading capacity 525
Long time self diffusion 236
Long-chain branching 79, 164
Loop reactors 291,333-347
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temperature 522

Luenberger observers 366
Lysozyme 543

Macromonomers 189
Magnetic particles 437, 526
Manipulated variables 365
MAO (see methyl aluminoxane)
Mass transfer 170
Measured variables 365
Membranes 135
Metal chelating monomer 533
Metal-complexing microlatexes

137
Metallocene catalysts 155
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· for long branching 164
· gas phase reactors 173
· mathematiau modeling 167

· multigrain model 170
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model 170

· non-stereospecific 159
· polymerization mechanisms

165
· monometallic 165
· terminal branching 166
· trigger 166

· slurry 174
· solution 174
.stereospecUic 160
. supported 163

Metallosurfactants 137
Methyl aluminoxane 159
Methyl methacrylate 81,85, 102,

134, 142, 148, 199, 208, 235,
263,356,370,382,464

Micellar bridge 479
Microelectrophoresis 227
Microemulsions 21, 127 - 140

· formulation rules 129
· functionalized microparticles

137
· phase diagrams 127
· polymerization of

· continuous and
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· globular microemulsions
130

· structure 128
Microencapsulated particles 435
Microfiltration 135
Microgels 81
Micron-size 142
Microstructured polymer blends

135
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Mill-base 427
Miniemulsions 109 - 126, 197

· artificial latexes 116
· core-shell latexes 116
· degradation by diffusion 112
· polymerization 117

· copolymerization 122
· kinetics 118
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· stability 111
Minig field 136
Minimum film-forming
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Mixing 291, 309, 322

· macromixing 295,336
· micromixing 296, 346
· non-ideal 295

Model predictive control 376
Molecular weight distribution 79

- 94, 105, 157, 351, 359, 372,
391.

Monocyclopentadienyl 164
Monodisperse latexes 141, 517,

518
Monomer concentration

· latex particles 26
· saturation values 27

Monomer partitioning 98, 151
Monomer segregation 294
Monometallic mechanism 165
Monte Carlo simulation 86, 93
Morphology 177 - 215,239,516

· characterization 193
· by neutron scattering 224
· by solid state NMR 203-

216
· control 375
· kinetics 184
· non-equilibrium 184
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· three-phase particles 179
· two-phase particles 178

Multilamellae vesicles 525
Multiple-site catalysts 157, 167
Multiplicity 327, 340

Nanocapsules 137,523
Nanoencapsulation 41
Nanoparticles 517,523
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Near-infrared spectroscopy 253
Network formation 79
Neural networks 375
Neutron scattering

· polydispersity 223
· scattering equation 221
· small angle 218
· wide angle 218

Non-aqueous dispersions 141,
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Non-aqueous latex paints 421
Non-ionic stabilizers 45
Non-linear control 375
Non-linear optimization 366
Non-linear polymerization 79,83

· modeling 86
Non-woven fabrics 393
Nonylphenyl 485
Nucleation 39,49,67, 327, 343

· aggregative 145
· classical theory 53
· coagulative 69, 145, 149
· criterion 51
· experimental study 57
· homogeneous 69, 134, 149,

441
· in dispersion polymerization

143
· micellar 69, 145
· of microemulsions 131
· of miniemulsion droplets

119
· secondary 75,442
· self nucleation 145

Numerical fractionation 86, 90

Observability criterion 367
Octylphenyl 485

Oil recovery 136
Oil-in-water emulsions 109
Olefms 155, 160
On-line monitoring

· conductivity 284, 440
· fractional conversion

· calorimetry 273, 370
· chromatography 275
· densimetry 268
· dilatometry 268
· infrared spectroscopy 243
· Raman spectroscopy 248
· ultrasound 260, 270

· particle size
· chromatographic methods
· dielectric spectroscopy

280
· light scattering 277

· pH 284
· zeta potential 281

Opacity 432
Open-loop control 349 - 361
Optical spectroscopy 243 - 255
Optimal monomer addition 370
Oscillations (see unstable
behavior)
Osmotic compressibility 234
Osmotic pressure 46, 234
Orthokinetic coagulation 38

Paints 380 - 385, 421 - 433
. latexes

· colloid-containing 422
· colloid-free 422
· non-aqueous 421

Pair correlation function 230, 233
Paper coating 497 - 513

· formulations 501
· gloss 508
· printability 509
· structure 498
· viscoelastic properties 506
· wet coating properties 501

Paperboards 502
Papermaking 498
Particle engulfment 41, 425
Particle growth 17
Particle morphology (see

morphology)
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Particle size distributions 67, 77,

120, 171, 214, 238, 277, 338,
343, 374, 518

Particle-particle interlaces 405
Partitioning

· of monomers 26,98, 151
· of macromonomers 192

Penultimate model 21
Percolation phenomena 129
Perikinetic coagulation 36
Permeability properties 416
Permeable surface skin 405
Pharmaceutical applications 515-

539
Phase formation 50
Phase-transfer 1
Phenolics 385
Photo correlation spectroscopy

235, 278
Photopolymerization 134
Pigment volume concentration

382,429
Pitched-blade turbines 292
Plastic pigments 510
Plasticizer 381
Polyalkylcyanoacrylate 524
Polyampholytes (random) 136
Polydispersity 223, 227
Polyethylene 159

· high density 156
· high pressure low density

156
· linear low density 156

Polyethylene oxide 545
POly-12-hydroxystearic acid 235
Polymer composition

· control 353, 356, 368
· drift 17

Polymer diffusion 410
Polymer-surfactant systems 478
Polymeric flow model 170
Polymeric surlactant 11
Polymerizable surfactants (see also
reactive sutfactants) 138,465-471
Polymerization

· dispersion 141 - 154
· emulsion 1,49,67,97,

289, 305, 336, 363, 422,
454,469
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· in monomer droplets 109
· mechanisms 165
· reactor engineering 156

Poly-N-isopropylacrylamide 522
Polyolefms 156
Polypropilene 156, 173,436

· atactic 160
Poly-tetrafluoroethylene 43
Porous microcarriers 135
Porous particles 517
Porous polymeric structures 135
Porous sparger 301
Potential energy diagram 33
Precipitation polymerization 141
Precursor particles 69
Preservative 381
Pressure sensitive adhesives 387
Primary maximum 33, 38
Primary pigment 380,427,435
Printing 498
Production rate 363
Propagation rate constant 18

· determination by
· electron spin resonance

26
· pulsed laser

polymerization 18
· rotating sector 25
· spatially intermittent

polymerization 25
· time-resolved pulsed laser

polymerization 25
· copolymerization rate

constants 24
· homopropagation rate

constants 23
Proteins 527

· adsorption 541-555
· structure 546

Proteolytic enzymes 551
Proton titration 542
Pseudo latexes 113
Pseudo-bulk kinetics 71, 151
Pseudo-hompolymerization

approach 17
Pulsed laser polymerization 18
Pulsed packed column 329

Quality 363
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Quasielastic light scattering 278

Radial distribution function 233
Raman spectroscopy 243,244­

253
· applications 247

· on-line monitoring 248
· instrumentation 245

Reaction calorimetry 118
Reaction engineering 305
Reactive latexes 451,519

· amino-functional 457
· autoxidizable 453
· bimodal particle size

distribution 459
· cross linking 459
· epoxi-functional 457
· film formation 459
· hydroxi-functional 457
· selfcondensing 452

Reactive surfactants (see also
polymerizable surfactants),
426, 463 - 476

· inisurfs 471
· surfmers 465 - 471
· transurfs 473

Reactivity ratios 24, 424
Reactor design 316
Redox pair 338
Refractive index 219,432
Relaxation 204
Replication 'phenomenon 170
Reporter groups 527
Residence-time distribution 171,

325, 335
Residual monomer 335,426
Rheology 430, 505
Rheology modifiers 394
Ribonuclease 547
Rotogravure printability 510
Rubber 385
Runnability 505

Safety 363, 367
Salting-out effect 129, 137
Scale-up 298, 309
Scattering

· angle 218

· length density 219
· light 217, 220
· neutron 218, 221
· X-Ray 217

Sealants 389
Secondary minimum 34, 38
Seeded polymerizations 41,317,

520
Segregation 294
Semibateh reactors 290,320,353
Semicontinuous reactors (see
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Shear induced coagulation 338
Shear modulus 235
Short time self diffusion 235
Sintering 400
Size exclusion chromatography

279
Sizing 394
Slurry process 174
Small angle neutron scattering

221, 407, 411
Soap titration 192
Solid-state NMR 203 - 216

· relaxation 204 .
· spin diffusion 205

Solutions polymerization 141,
174

Solvency 145
Spatial correlations 229
Speckle pattern 225
Spin diffusion 205
Spiral-flow reactor 329
Spontaneous polymerization 473
Stability 31, 145
Stability parameters 146
Stability ratio 37
Start-up 327, 338
State estimation 365
State variables 365
Static mixers 293
Steric stabilization 44
Stimuli-responsive properties 522
Stirred tank. reactors 289
Stockmayer's bivariate distribution

168
Structure factor 229
Styrene 4, 81, 102, 134, 142,

148, 235, 265, 325, 329, 370,
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copolymerization 88

Supported catalysts 163
Supports 517
Surface active chain transfer agents

473
Surface active initiators 471 - 473
Surface anchoring 102 - 106

· spatial inhomogeneities 104
Surface charges 518, 528
Surface coagulation 42
Surface coating 40
Surface potential 31,34,231
Surfac~ts 43,127,381,426

· adsorption 477
· bilayer 444
· co-thickening 478
· non-ionic 45, 129

Surfmers (see polymerizable
surfactants)

Swollen micelles 131
Synergistic co-thickening 485
Systems approach 478, 485

Terminal branching 166
Textiles 392
Thermodynamics 151
Thermogravimetry 446
Thickener 381
Three-phase latex particles 179
Time-of-flight/secondary ion mass

spectroscopy 521
Titanium dioxide 427,442
Toner 437
Touch-up 383
Transport phenomena 289
Transurfs 473
Trigger mechanism 166
Tubular reactors 291
Turbidity 58
Turbine impeller 291
Two-pack-in-one-pot systems 453
Two-phase latex particles 178

Ultrasonic vibration potential 287
Ultrasound sensors 257
Unstable behavior 327,339
Urethane 385
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UV-VIS spectroscopy 253

Van der Waal's attraction 32
Vanzo equation 26, 98
Veova 10 335, 381
Vesicles 444,525
Vinyl acetate 79, 235, 300, 329,

335,356,370,381,464
Vinyl chloride 329
Vinyl pyrrolidone 145
Viscoelastic behavior 414,506
Viscosity 146, 339, 345

· enhancement 478

Water diffusion 404
Water resis~ce 431
Water treatment 136
Water-in-oil microemulsions 130
Water-soluble monomers 128
Web offset blister resis~ce 509
Wet adhesion 432

X-ray photo electron
spectroscopy 521

X-ray scattering 217,241

Zero-one kinetics 69
Zeta potential 35, 232, 281
Ziegler-Natta catalysts 156

· polymeric flow model 170
· multigrain model 170
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