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PREFACE

Polymeric dispersions are used in a wide variety of applications such as synthetic rubber,
paints, adhesives, binders for non-woven fabrics, additives in paper and textiles, leather
treatment, impact modifiers for plastic matrices, additives for construction materials,
flocculants, and rheological modifiers. They are also used in biomedical and
pharmaceutical applications such as diagnostic tests and drug delivery systems. The rapid
increase of this industry is due to several reasons: i) environmental concerns and
governmental regulations to substitute solvent-based systems by water-bome products,
ii) polymeric dispersions have some unique properties that meet a wide range of
application problems, and iii) compared to other polymerization processes, emulsion
polymerization presents substantial advantages from the point of view of controllability
of the operation. In addition to their commercial importance, the production,
characterization, and application of dispersed polymers have aroused an increasing
interest in academia because of the scientific challanges that they present.

The manuscripts included in this volume were presented at the NATO Advanced
Study Institute on “Recent Advances in Polymeric Dispersions” held in Elizondo, Spain,
at the Hotel Baztan during the period of June 23 - July 5, 1996. The goal of the NATO -
ASI was to integrate in a single course the state of the art of the Science and Technology
of Polymeric Dispersions by reviewing the fundamentals, discussing the new
developments, pointing out unsolved problems, and speculating about future research
directions. The areas addressed were divided into the following groups: I. Kinetics and
Mechanisms in Polymerization in Dispersed Media; II. Particle Morphology; III.
Characterization Methods; IV. Polymerization Reactors; and V. Applications of
Dispersed Polymers. This volume reflects the above subdivision.

The Advanced Study Institute was made possible by a generous grant from the
NATO Scientific Affairs Division. We were also very fortunate to obtain additional
support from the following:

Comisién Interministerial de Ciencia y Tecnologia, Madrid, Spain
DSM, Geelen, The Netherlands

National Science Foundation, Washington D.C., USA

Union Carbide, Cary, North Carolina, USA

Wacker Chemie GmbH, Burghausen, Germany

I express my sincere thanks to all of them for their generous support and their
interest in the meeting.

In am particularly grateful to Dr. David R. Bassett, Professor Mohamed S. El-
Aasser, Professor Ronald H. Ottewill, and Dr. Klaus Tauer, members of the Organizing
Committee for their most valuable contributions to the scientific organization.

Many things had to be organized to guarantee the smooth running of the scientific
and social programmes. In so far as the objectives have been met, this certainly has been
due to the help, before, during and after the Institute, of Dr. Maria J. Barandiaran, Dr.

vii



viii

José C. de la Cal, Dr. Jacqueline Forcada, Dr. José R. Leiza, Mr. Mikel Larrafiaga and
M:s. Isabel Sdenz de Buruaga.

My appreciation to Dr. Philip D. Armitage for his help in the process of reviewing
the papers included in this book, and to Ms. Inés Plaza who retyped many of the
chapters.

I acknowledge the help of the staff of the Hotel Baztan for their expert assistance and
for their warm hospitality.

The success of an Institute is ultimately determined by the interest and committment
of the lecturers and participants. I want to thank all of them for their enthusiasm and
collaboration.

Finally my deepest gratitude to my wife Esmeralda, and our daughter, Leire, who
provided all the cooperation and inspiration needed for the success of this project.
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NOMENCLATURE

The following constitutes a common nomenclature for the book. Other specific
symbols are defined in each chapter. Units are indicated in terms of base physical
quantities: length (L), mass (M), time (t), temperature (T), amount of substance (mol),
charge (C, Coulomb), and electric current (A, ampere). In some cases, derived quantities
are also used: energy (E=ML”/t%), and electric potential (V, volt).

Aijk

Ap

B(V,V’)

BSA

CPVC

ESEM
ESR

o T o

HGG
HSA

heat transfer area (L2).
Hamaker constant for the interaction between materials i and k,

being both immersed in a phase j (E).

surface area of all particles in the system (L2).

area occupied by a single surfactant molecule when the surface is
saturated (L2).

rate coefficient for coagulation between particles of volume V and
\'A (L3 mol-1 t‘l).

Bovine Serum Albumin.

specific heat capacity (E M-1T-1 or Emol-1 T‘l).

critical pigment volume concentration.

chain transfer agent.

critical coagulation concentration (mol L‘3).

critical micelle concentration (mol L-3).

impeller diameter (L).

direct non radiactive energy transfer.

diffusion coefficient of the monomeric radicals in the aqueous phase
@? el

diameter of the unswollen polymer particle (L).

diameter of the monomer swollen polymer particle (L).
concentration of desorbed radicals in the aqueous phase (mol L‘3).
environmental scanning electron microscopy.

electron spin resonance.

electron charge (C).

molar feed flow rate of compound i (mol t'l).

efficiency factor for initiator decomposition (dimensionless).
overall initiator efficiency (dimensionless).

molar fraction of monomer i (dimensionless).
gravitational constant (L t'2)
reactor height (L).

Human Gamma Globulin.
Human Serum Albumin.
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1Q
IEP

0
Jerit

kpji

k¢
ky,w
kir, Krm

LCB
LCST
MAS
MFT

<Mn>
Moi

intersurface separation (L).
Planck's constant (E t).

concentration of initiator (mol L-3).
concentration of initiator derived oligomers of length i in the

aqueous phase (mol L-3).

scattered intensity (E L2 t'l).
isoelectric point.
Immuno Gamma Globulin.

critical degree of polymerization for homogeneous nucleation.
rate coefficient for propagational particle growth @3 )
entry rate coefficient (L3 mol-1 t'l)

exit rate coefficient (t‘l).
first order rate coefficient for desorption of a monomeric radical

«h.

rate coefficient for initiator dissociation (t‘l).

propagation rate coefficient for a j-meric radical in the aqueous phase
(L3 mol-1 t‘l)_

propagation rate coefficient (L3 mol-1 t'l)‘.

average propagation rate constant (L3 mol-1 t'l)_

rate constant for propagation to pendant double bonds (L3 mol-!
vl

propagation rate coefficient for a monomeric radical (L3 mol-1 t'l).
propagation rate constant of radical j with monomer i (L3 mol-1
tl)

termination rate constant (L3 mol-1 t'l).

termination rate coefficient in the aqueous phase (L3 mol-1 t‘l),
rate coefficient for transfer to monomer (L3 mol-1 t‘l)‘

rate coefficient for transfer to polymer (L3 mol-1 t'l).
long chain branching.

Lower critical solution temperature.

magic angle spinning.

minimum film forming temperature (T).

molecular weigth between chemical crosslinks (M mol‘l)A
entanglement length.

number-average molecular weight (M mol'l).

molecular weight of the monomer i (M mol‘l).
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[M]p,tot
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Mlw
[Mlw,sat

NA
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concentration of monomer in the polymer particles (mol L3).

total monomer concentration in the polymer particles (ol L3).
weight-average molecular weight (M mol-1).

concentration of monomer in the aqueous phase (mol L3).
saturation concentration of the monomer in the aqueous phase
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agitator speed «h.
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power number (P/pN3D5, dimensionless).

Number of polymer particles per unit volume (L‘3).
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particle number distribution function (mol L'6).
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pendant double bond.

pulsed electron beam polymerization.
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scattering vector.
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TEM transmission electron microscopy.
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u overall heat transfer coefficient (EL'2 T1 t'l).

u manipulated variable.

u average fluid velocity in the axial direction (L t‘l).

VA van der Waals’ attraction energy (E).

VB Bom repulsion energy (E).

Vm molar volume of the monomer (L3 mol'l).

Vp volume of the scattering particle @Ld).

VR electrostatic energy of repulsion (E).

vT total potential energy of interaction (E).

Wg, Ws gel and sol fractions, respectively (dimensionless).

W) molecular weight distribution.

Wp weight fraction of polymer (dimensionless).

X monomer conversion {(dimensionless).

XPS X-ray photo electron spectroscopy./,

X state variables.

y measured variables.

z critical degree of polymerization for entry of radicals in the polymer
particles.

o011 electronic polarisability (C L).

Y interfacial tension (E L-2).

€o permittivity of free space (C2 MLl t'2).

€r relative permittivity of the dispersion medium (dimensionless).
£ zeta potential (V).

n viscosity (M L1 t'l).

0 angle of the scattering.

X Debye-Hiickel reciprocal length @l

A wavelength (L).

A0 wavelength of light in vacuo (L).

Vi ith moment of the polymer chain distribution.

n 0smotic pressure.

p density of the reaction medium (M L-3).

Pa pseudo-first-order rate coefficient for radical entry (t 1).

Pinitiator pseudo-first-order rate coefficient for entry radicals resulting from



Pm> pp
Pthermal

p(x),p(x)

c
T

(p -
o7
Xij

Ys

Xix

thermal radical generation (t'l).
densities of monomer and polymer, respectively (M L'3).
pseudo-first-order rate coefficient for entry of radicals resulting from

thermal radical generation (t'l).
instantaneous and cumulative crosslinking densities.

surface charge density (C L'Z).

mean residence time in the reactor (t).

volume fraction of the organic phases (dimensionless).
volume fraction of component i in phase j (dimensionless).
Flory-Huggins interaction parameter between species i and j.
(dimensionless).

electrostatic surface potential (V).



MECHANISMS FOR RADICAL ENTRY AND EXIT
— Aqueous-phase influences on polymerization

ROBERT G GILBERT

School of Chemistry,
University of Sydney
NSW 2006,
Australia

1. Introduction

An emulsion poly merization comprises a number of phases, as illustrated in Figure 1.
Although polymeriz ation takes place within the particle phase, the generation of free
radicals usually takes place in the aqueous phase. The phase-transfer event whereby
radicals go from the aqueous into the particle phase is entry. Free-radical activity can
go from the particles back into the aqueous phase: the process denoted exit (or
desorption). Further, aqueous-phase radicals arising either from initiator or from exit
can have a number of fates which impinge upon radical activity within the particles,
which in turn has effects on the polymerization process and products. It is these various
events which form the subject of the present chapter.

Figure 1. Tllustrating the different phases in an emulsion polymerization; during particle formation,
micelles are also present.

The basic equation describing the rate in an emulsion polymerization is:

Np _
Rp = kp 3y 7 [Mlp M

where k, is the propagation rate coefficient, N A the Avogadro constant, N, the number
of latex particles per unit volume, 7 the average number of propagating radicals per

1

J. M. Asua (ed.), Polymeric Dispersions: Principles and Applications, 1-15.
© 1997 Kluwer Academic Publishers.



2

particle, and [M]p the monomer concentration within the particle. The value of 7 is in
turn controlled by entry, exit and termination; the first of these two events form the
subject of the present chapter.

2. Obtaining Entry and Exit Rate Coefficients from Experiment

Entry and exit rate coefficients can be obtained from the time evolution of the poly-
meriz ation rate in a monodisperse seeded system, in the absence of secondary particle
formation: i.e., not just the steady-state rate, but the rate at which this steady state is
attained [1]. It is convenient, when considering means of obtaining experimental rate
coefficients in emulsion poly merization, to consider two limiting but widely-applicable
cases: a zero-one system, which is where entry into a latex particle which already
contains a growing radical results in extremely rapid termination, and a pseudo-bulk
system, where termination is rate-determining and where there is no effect of
compartmentalization. The kinetics of a zero-one system are dominated by entry and
exit, while those of a pseudo-bulk system must also take termination into account.
Termination is complex to quantify because the rate coefficients depend in general on
the lengths of both chains [2]. Hence unambiguous experimental results for the rate
coefficients, and hence mechanisms, for entry and exit can best be obtained from zero-
one systems, although this may not always be possible to achieve. It is possible to
obtain entry rate coefficients from pseudo-bulk systems (e.g., [3,4]) but this requires
extensive model-based assumptions and is therefore less reliable.

The kinetics of zero-one systems are complicated by having to take into account the
fate of exited radicals. While equations describing these kinetics can readily be written
down (e.g., [5-7]), these are not suitable for general data fitting. Fortunately, it turns
out [1] that it is sufficient to consider three limiting cases for the fates of exited radicals
in zero-one systems:

Limit 1: complete aqueous-phase termination:

dn kav -
—=pa(1-2m) -k ———n 2
a pa(1-2n) tr[M]pde+kl§[M]P V)]
Limit 2a: complete re-entry:
dn k -
= Pal-2m) -2 “kka n2 6)
P
Limit 2b: re-entry and re-escape:
dn —
& = P12 = 2k Ml @

where P, = P initiatort Pthermal 18 the pseudo-first-order rate coefficient for entry,
containing components for radicals deriving directly from initiator (but not from re-
entry of exited radicals) and from thermal radical generation, ki is the rate coefficient
for transfer to monomer (it has been assumed for simplicity that all exit is by
monomeric radicals formed by transfer to monomer), k{ is the propagation rate
coefficient for a monomeric radical formed by transfer, andp kM is the first-order rate
coefficient for desorption of a monomeric radical [8]:
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where Dy is the diffusion coefficient of monomeric radicals in the water phase and rp
the swollen radius of a particle. The second term in each of eqs (2—4) represents exit,
and can be expressed in terms of a phenomenological exit rate coefficient kg
(specifically, the second term in these equations can be written as —kqn, —2kqn? and
—kgn respectively).

Solution of eqs (2), (3) or (4), depending on the particular system, in the steady
state enables 7 to be calculated for a zero-one system. The computation of 7 in a
pseudo-bulk system is rendered complex by the need to take chain-length-dependent
termination into account (e.g., [9,10]). If a suitable value of the chain-length-averaged
termination rate coefficient is known, various algorithms for finding n in a
compartmentalized system are available (e.g., [11]).

Means of obtaining entry and exit rate coefficients from appropriate experimental
data have been discussed in detail elsewhere (e.g., [1]). In brief, one uses the approach
to steady state together with the steady-state value of 7. In turn this information is us-
ually obtained from the experimental polymerization rate, which can be converted to 7
if the propagation rate coefficient is known [1,12]. The most reliable data for exit are
those obtained from the time evolution after removal from a y-radiation source, which
yields pthermal and kq directly, without the possibility of any artifact from inhibition.
Such relaxation data are especially sensitive to kq because it is exit which is the prime
cause of loss of radical activity in a zero-one system; these values of k4, when
combined with those for the steady-state n with chemical initiator, in turn yield
Pinitiator through equating the right-hand size of eqs (2—4) to zero. Means of processing
such data have been discussed in detail elsewhere [1].

Some data are shown in Figures 2 and 3. The data for chemical initiator exhibited
inhibitor artifacts: consistency tests showed that the approach to steady state in these
particular data was in fact due at least in part to the consumption of inhibitor, since the
value of kg inferred from the approach to steady state in the chemically-initiated system
was significantly different from that inferred from fy-relaxation data. Multiple re-
insertions and removals with 7y initiation/relaxation can be used to test if data are
vitiated by inhibitor artifacts. Where such artifacts are absent, the approach to steady
state in a chemically-initiated system can be used to find p, and kg (e.g., [12,13]).

As stated, the values of both entry and exit rate coefficients inferred from experim -
ent depend on the assumed fate of exited radicals, i.e., which of eqs (2—4) is obeyed.
Assuming different fates does not have a large effect on the value of p,, but can affect
kg by 30% or more. Methods have been given [14] whereby the likely fate can be cal-
culated by relatively straightforward means with data that are easily obtained, with
sufficient accuracy that one can decide which limit is obeyed with acceptable
reliability.
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In applying this methodology, one must ensure that the system is zero-one. A

necessary but not sufficient condition for this is that 7 be less than 1/5.
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A number of suggestions have been made as to how it may be determined experim-
entally if the zero-one assumption is obeyed for a given system [1]. The simplest suffi-
cient condition is that a true steady state is observed in Interval II in a system with n <
1/,. This is because if termination is rate-determining (which would vitiate the zero-
one assumption), then the rate at which termination occurs on entry in Interval II (when
monomer concentration remains constant but the particle volume increases) must
depend on particle volume (if compartmentalization is important), and thus the overall
polymeriz ation rate will change with conversion. That is, if the overall polymerization
rate does not change with conversion in Interval II, the system must be zero-one. An
example of contrary behavior is seen in MMA, when the rate and n show a steady
acceleration in Interval II in small particles with low 7 [15], showing that the system
cannot be zero-one. This is because [16] exit is rapid but the exited radical goes quickly
from particle to particle until it undergoes propagation to a significant degree of poly -
merization; when termination takes place, it is relatively slow (i.e., rate-determining),
whereas exit and re-entry are so fast that overall desorption is not rate-determining.

3. Results and Models for Entry

It is apparent that the highly hydrophilic radical arising from an initiator such as
persulfate, viz., SO4~°, cannot enter the hydrophobic environment of a latex particle,
and hence the process whereby this radical activity is transferred to the interior of a
particle must be complex. Some redox initiators may produce less hydrophilic radicals,
perhaps (in the case of an initiator such as terz-butylhydroperoxide) in the interfacial
region, but again this redox process will be complicated: geminate recombination must
be avoided, and in cases such as inisurfs, this leads to very inefficient initiation [17].

The process whereby irreversible entry occurs with an initiator such as persulfate is
illustrated in Figure 4. One has aqueous-phase propagation and termination until a
sufficiently high degree of polymerization z is achieved so that the z-mer undergoes
propagation while in the interfacial region without any other fate intervening. Now,
irreversible entry may take place over a distribution of degrees of polymerization, but
for simplicity one can consider entry as an all-or-nothing event, with z being an
effective degree of polymerization. In this section, the events leading to entry in two
simple systems are considered: persulfate initiator with particles stabilized by anionic
and by electrosteric stabilizer.

Given the mechanism just described, the value of pipitiator may be obtained by
noting that z is the effective degree of polymerization at which entry occurs and no
other fate is possible (a distribution of such degrees of polymerization, incorporating
competition between propagation, termination and desorption, can be used to develop a
more microscopic model for z in terms of the rate coefficients for the processes just
described). If k5 denotes the second-order rate coefficient for entry of a z-mer (whose
concentration is denoted [IM]), then:

Pinitiiator = ka[IM,] ©)
_ pw MlwlIM7 1] )
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Figure 4. Tllustrating the events leading to irreversible entry into the interior of a particle by a z-
meric radical.

where kzp}}, is the propagation rate coefficient for a z-meric radical in the water phase.
Eq (7) follows from the assumption that the only fate for a z-mer is irreversible entry.
The value of the concentration of (z-1)-meric radicals is in turn found by solving, in the
steady state, the rate equations for all species (taking account of the fact [18] that the
propagation of a radical such as SO4~"° is so rapid as not to be rate-determining):

2kill2]

oy M+ kew[Rlw

SMIM 1Ml o
kpl,w[N[] w+kw [Rlw
where [I7] is the initiator concentration, k; dissociation rate coefficient, f the efficiency
with which the initiator dissociates to form two propagating aqueous-phase radicals (f=
0.5), kt,w is the termination rate coefficient in the water phase (the latter is assumed
independent of the degrees of polymerization of each species; the extension to allow
for chain-length dependence is trivial) and the total radical concentration is:

(M ]= ®

(M1 =

z-1

Rlw= Y, [IM;] (10):
i=1

(the contribution of desorbed radicals being neglected). Eqs (7-10) are solved iterat-
ively. If the latex is monodisperse and there is no particle formation, then eqs (6) and
(7) imply that the entry rate coefficient is independent of particle size (all other varia-
bles, such as particle number, being constant): eq (6) is not rate-determining. However,
if there is a range of particle sizes, as for example during particle formation, then k,
varies with particle size (there is evidence [19] that this variation is given by the diffus-
ion-controlled value, at least in latices stabilized by ionic surfactants, which implies k ,
o< rp). Under such circumstances, eq (6) is rate-determining (e.g., entry occurs at
different rates for different particle sizes provided there is a range of particle sizes
present), and this size-dependence must be explicitly taken into account. This is why
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experimental determinations of p, can only be unambiguously obtained with a
monodisperse seeded system in the absence of particle formation.

If all rate coefficients are assumed independent of degree of polymerization, one
obtains [18,20]:

1-z
o _2AKIHINA {V 2fki[12 1R+ w . 1} an
Pinitiator Np kp.w My,
Eq (11) shows that the entry rate coefficient can depend strongly on the concentration
of monomer in the water phase, with implications for residual monomer (see [21]).
Initiator efficiency varies with monomer type and with initiator and particle
concentrations. While initiation with a slow-propagating, relatively water-insoluble,
monomer such as styrene leads to extensive aqueous-phase termination (low overall
initiator efficiency), a more rapidly propagating monomer such as MMA leads to a
high overall initiator efficiency [4].

3.1. ENTRY WITH IONIC SURFACTANT

It has been found (e.g., [16,18,22]) that eqs (7-10) are able to fit extensive data on
styrene particles stabilized by ionic surfactants, provided account is taken of the
observation [23-26] that ki v is extremely fast (= 4x10° dm3 mol~1 s-1) for very short
aqueous-phase radical species. The value of z so obtained is 2-3 (depending on the
values assumed for k¢  and the ’i;l,w)- Some new results are shown in Figure 5. These
illustrate the accord with the predictions of eqs (7-10), as well as verifying the
prediction of this model that the entry rate coefficient should be independent of particle
size if all other variables (specifically, initiator and particle concentrations) are kept
constant. The values used in the fit are k; = 2x10~0 51, k¢ y, = 4x10% dm3 mol~! s~1, f
= 0.6, z = 3, kL, and k,%, = 1200 and 300 dm3 mol~! s~1 (all of which are
reasonable), together with the observed values for Pthermal Of 2.5x10~% and 1.4x10~3
s~1 for the 24 and 44 nm latices, respectively.

It has been suggested [18] that the value of z can be estimated from an expression
based on hydrophobic free-energy considerations:

-1
~23 kJ mol
* RTIn My a2
where [M]y sat is the solubility of monomer in the water phase; this yields z = 2-3 for
styrene. Estimates of p, and hence z have also been obtained for butadiene [27] and
MMA [4] which are consistent with the predictions of eq (12), but in both these cases
the data are less extensive and/or less unambiguous than for styrene.

z=1



Figure 5. Experimental values for p, for styrene seeded emulsion polymerizations with persulfate
initiator (concentrations as indicated) at 50°C with different particles sizes; all data in Interval II,
unswollen radii and uncertainties as indicated. Values of Np (from left): 5.8, 5.2, 4.2, 5.2x1016 dm~
3_ Surfactant: 8x10~3 mol dm> Aerosol MA, pH = 7. Two sizes of latex were used (24 and 44 nm
unswollen radii). Re-processed from data in [22]. Parameters used for simulation given in text.

3.2. ENTRY WITH POLYMERIC SURFACTANT

Experimental values have been obtained [22] for p, for monodisperse polystyrene
latices coated with an electrosteric stabilizer [28,29]. These were made with ionic
surfactant (although not done here, one could add a small amount of styrene sulfonate
as co-monomer [30] to improve colloidal stability); the latices were then dialyzed to
remove virtually all surfactant; the latex was then swollen with styrene, acrylic acid
and initiator then added and polymerization allowed to occur for a few minutes. The
result is a latex stabilized by a block copolymer of acrylic acid and styrene, embedded
into the latex particle, with the hydrophilic poly(acrylic acid) moiety located in the
interfacial and aqueous phase regions; this is a good model for more complex systems
in common industrial use.

Some results are shown in Figure 6. It is seen that putting an electrosteric stabilizer
on a latex particle results in a dramatic reduction in the entry rate coefficient, and that
this varies with both pH and ionic strength. This result can be rationalized in terms of
the mechanism of Figure 4, if it is assumed that the electrosteric stabilizer results in a
highly viscous interfacial regime (a “hairy layer”) so that a z-mer now may undergo
termination before it diffuses through that layer to undergo propagation in the interior
of the particle. This can be quantified in terms of a higher effective value for z: e.g., the
lowest p, of Figure 6 corresponds to z = 8 rather than 3. Of course, an 8-mer would be
totally insoluble in water, and this value can be seen as a measure of the average degree
of polymerization which is achieved by those radicals which avoid termination in the
viscous layer long enough to fully enter the interior of the particle (indeed, if (5-7)-
meric species were truly present in the continuous phase, secondary nucleation would
occur, since jgrit = 5 for styrene). It is emphasized that the effect of electrosteric
stabilizer on entry is probably dependent on the degree of polymerization of the grafted
polymer, and so is likely to depend on initiator and acrylic acid concentrations as well



Figure 6. Showing the effect on p, of electrosteric compared to ionic stabilizer; the
value of p, for an electrosterically stabilized particle is sensitive to changes in pH and
ionic strength. Re-processed from data in [22]. Ionic strength was changed by the
addition of 61073 mol dm ™ NaCl. Small latices: unswollen radii 24 (ionic) and 25
(electrosteric) nm; large latices, radii 44 (ionic) and 49 (electrosteric) nm.

as on ionic strength, pH and particle size. Further quantification of this effect is seen to
be an important area for the future.

3.3 VARIATION OF INITIATOR: IONIC, INISURF AND ORGANIC-PHASE
INITIATORS

All of the data used above to infer the entry mechanism are for persulfate initiator.
However, changing initiator type may affect entry. Some early data [31] using “V-50”
(a cationic initiator which is the water-soluble equivalent of AIBN) suggested very low
efficiency, but the exit rate coefficients reported in this study were also surprisingly
low, suggesting that the data are suspect (e.g., there may have been inhibitor artifacts).
Such experiments should be repeated with better techniques for finding p,, as discussed
above. It would seem reasonable that the value of z could depend on the initiating
species, and thus that cationic or uncharged initiators could have higher efficiency.
Testing this by appropriate studies would be useful in indicating optimal initiators.

Some studies of initiator efficiency have been reported [17] using “inisurfs”, i.e.,
(PEO-based)-initiators which also function as surfactants [32]. It was found that these
initiators had extremely low efficiency (= 0.1%). This can be rationalized in terms of
facile geminate recombination of the surface-active decomposition products from
initiator when they are in the narrow confines of the interfacial region.

There is some argument as to whether that "organic-phase" initiators undergo
extensive geminate recombination inside a small particle, and that under such
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circumstances most of the radicals causing polymerization actually arise from the
initiator present in the aqueous phase (although AIBN is thought of as an organic-phase
initiator, it has an aqueous-phase solubility comparable to styrene) [33]. However, it is
more likely [34] that there is a high probability that one of the radicals formed by
AIBN dissociation within a particle will desorb. Hence it is likely that many of the
chains initiated by AIBN are from radicals generated in the particle phase. Naturally,
AIBN can be used efficiently in large particles [35] where the more spacious confines
are less conducive to geminate recombination.

4. Results and Models for Exit

4.1. TRANSFER-DIFFUSION MODEL

The transfer-diffusion model for exit quantified in eqs (2-5) is shown in Figure 7. Exit
dominates the emulsion polymerization kinetics of relatively water-soluble monomers
such as vinyl acetate (as discussed later), but can be important even for hydrophobic
monomers such as styrene. The reason for this is even though the monomeric radical
formed by transfer is relatively insoluble in water, it may be sufficiently long-lived to
desorb; eqs (5) and (3) show that while the exit rate can be reduced by a low water-
solubility (low [M]y), this can be overcome by small particles (small r,) and/or high
transfer rate coefficient. However, eq (5) suggests that exit should be negligible for
sufficiently large particles.

Figure 7. Tllustrating the mechanism leading to exit.

4.2. SOME DATA FOR EXIT

Extensive data for the exit rate coefficient in latices with ionic stabilizer have been
presented in the literature for styrene (e.g., [14]) and for chlorobutadiene [36]. Such
data are in semi-quantitative accord with the predictions of eqs (2-5) (as illustrated in
Figure 8), but not definitively so. One possible reason for this is that exit rate
coefficients show strong variability from system to system (a problem which is
discussed below), suggesting that there are other mechanisms operating in addition to
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those illustrated in Figure 7. Another cause for uncertainty is the following. In testing
models against experiment, it is essential to take into account the likelihood that k 1 js
significantly greater than kp, for a long chain, an effect predicted theoretically [37] to
arise from differences in rotational entropy of activation. Moreover, a question hangs
over this data interpretation, because it is not clear just to what species transfer occurs
in styrene, where the hydrogen atoms would appear non-labile. While it has been
suggested that transfer may be to a Diels-Alder dimer [38], such a species would be too
insoluble to undergo exit. It seems likely that transfer is in fact to styrene monomer
through abstraction of an H atom on the aromatic ring [39], since the observed
activation energy for transfer in bulk styrene, ca. 50 kJ mol—! [40], is not unzeasonable
for this process, while the frequency factor (ca. 107 dm® mol~! s~1 [40]) is again of the
magnitude predicted by theory [41,42].

The situation is rather different for latices with polymeric stabilizer. Kusters ez al.
[17] studied a latex stabilized with PEO-nonylphenyl ester and found that the exit rate
coefficient was dramatically lower than that in an equivalent system with ionic
stabilizer. Coen et al. [22] found a similar effect in electrosterically-stabilized latices
(as discussed above for entry) as shown in Figure 8, with again the exit rate coefficient
being sensitive to changes in pH and ionic strength. In both cases, it is reasonable to
suppose that a highly viscous (“hairy””) layer around the latex, originating with the
polymeric stabilizer, slows down the interfacial diffusion step of Figure 7.

A final illustration of the effect of exit is in the emulsion polymerization of vinyl
acetate. It has been pointed out on several occasions that plots of conversion against
time for this latex show a linear region over a very wide range of x (typically up to 80%
conversion). This is well beyond the transition from Interval II to Interval III [43]: i.e.,
the rate is apparently independent of [M],,. Such a result can be easily explained [44]
by noting that the rate is proportional to [ ]pﬁ, and that if the system obeys Limit 2b,
eq (4), and the exit rate coefficient is large, then n = p y2kx[M] p- These results
together yield a rate which is independent of [M]p, consistent with observation.
However, this interpretation supposes that the radical formed by transfer is sufficiently
long-lived that it will be more likely to undergo re-escape than propagation when it re-
enters a particle. The radical formed by transfer to monomer is likely to be the
butyrolactonyl radical formed by hydrogen abstraction from the methyl group followed
by cyclization. Since this is likely to be a relatively stable radical, it is likely to
propagate very slowly, a presumption in accord with the postulated mechanism. Direct
observation of the exit rate coefficient by y-radiolysis relaxation [44] gives a value in
quantitative accord with this mechanism and the predictions of eq (4).

4.3. ORIGINS OF VARIABILITY IN EXIT RATE COEFFICIENT

As stated, the exit rate coefficient seems to show significant variation from latex to
latex, for fixed particle size[14]. There are two possible origins of this effect. The first
is the interference of “hairs” (small amounts of polymeric surfactant) formed during the
production of the seed latex, perhaps from peroxide or carboxylic acid species. These
will in turn vary with exposure to oxygen, hydrolysis, and so on, and thus might show
variability from latex to latex even though the preparations were ostensibly identical.
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Figure 8. Effect of changes in surfactant (ionic vs. electrosteric), pH and ionic strength on exit rate
coefficient in seeded emulsion poly merization of styrene; same system as in Figure 5. No data were
able to be obtained for 44 nm ionically stabilized at pH4 because of coagulation. Re-processed from
data in [22]. The theoretical predictions used egs (3) and (5), with ki =2.8x102 dm? mol™! 71,
kL =2.1x103 dm® mol ! 571, Dy = 1.5x10°5 em? 571,

Another possible cause of variation is “background thermal” polymerization, which
functions as a radical loss process in a zero-one system because of “instantaneous”
termination. This may arise from peroxide species formed during or after seed-latex
preparation. Again, the thermal entry rate coefficient shows variability from latex to
latex, consistent with variable trace amounts of peroxide species.

4.4. FATE OF EXITED RADICALS

It is emphasized that aqueous-phase radical species deriving directly from initiator
(e.g., "M ;SO47) are chemically distinct from those arising from exit (*M), and thus
have very different likelihoods of entering a particle irreversibly or terminating in the
aqueous phase. Total radical concentrations in the aqueous phase are typically 10~
108 mol dm—3, while particle concentration is 10-8-10-% mol dm—3 (corresponding to
Np = 1016-1018 dm3). Because both termination and entry seem to be diffusion-
controlled (capture rate o radius), and because radicals are much smaller than particles,
it is apparent that a radical in the aqueous phase without a barrier to entry (i.e., M®) is
much more likely to enter a particle than to terminate. However, “M ;SO 4~ has a barrier
to entry (i.e., is hydrophilic) for small i, and thus an initiator-derived radical is much
more likely to terminate than entry for i <z.

The quite different fates of exited radicals in styrene and vinyl acetate, illustrated in
Figure 9, arise principally from the very different values of k Il)
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Fig 9. Illustrating the different fates dominating the behavior of exited free radicals in
styrene and in vinyl acetate.

Although the studies detailed here are for homopolymer systems, the overall
mechanistic precepts have been established (e.g., [45]) to apply to copolymerizations.
Indeed, frequently entry or exit in a copolymer system will be dominated by the
behavior of only one monomer: for example, in styrene/methyl acrylate, exit is
dominated by the MA because of its higher k¢ and its higher water solubility.

5. Technical Implications

Some influences that exit and entry have on polymerization products and
manufacturing process are as follows.

« Particle size/particle concentration is an important technical property that is controlled
inter alia by entry. This is because particle formation only stops when the rate of entry
into pre-existing particles sufficiently exceeds that at which an aqueous-phase radical
can form a new particle [46]. This has a number of implications. For example, slow
entry in a polymerically-stabilized latex means that an aqueous-phase radical has a
higher probability of forming a new particle, which explains the observation that
secondary nucleation is a common phenomenon in sterically or electrosterically
stabilized systems (e.g., those containing acrylic or methacrylic acid). This realization
in turn suggests ways around the problem, such as strategies for controlled feed of the
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co-monomer with regard to particle number and size so as to minimize secondary
nucleation, while still being able to retain the functionality of the co-monomer.

* Overall rate, of which entry is the fundamental driving force. Depending on the
kinetics, exit can be an important cause of the loss of radical activity (as is the case
with vinyl acetate, discussed above) and thus can reduce the rate. In turn, rate
influences optimal use of reactor time and safety (through control of the exotherm).

* Entry influences polymer products through the change in the rate of entry at high con-
version and its influence on residual monomer, discussed by Kukulj and Gilbert later in
this volume. The reason for this is seen in the strong dependence of p, on z in eq (11).

* The many by-products of aqueous-phase kinetics include obvious termination
products derived from species such as "M SO4~, and also products (such as
PhCH(OH)CH,CHPhCH,0S803™) from hydrolysis and transfer reactions of such
species [47-49]. These may be involved in discoloration, weathering, etc. In surfactant-
free and low-surfactant systems, species with initiator fragments (including termination
products from aqueous-phase kinetics and long chains with an initiator-derived
endgroup) are major contributors to colloidal stability.

In these and other cases, optimization of polymer product and process can be improved
through mechanistic understanding of the events controlling entry and exit [1].
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PARTICLE GROWTH IN EMULSION POLYMERIZATION
Determination of Propagation Rate Constants and Monomer Concentration.

A.M. VAN HERK
Department of Polymer Chemistry, Eindhoven University of Technology
P.O. Box 513, 5600 MB, Eindhoven, The Netherlands

1. The Rate of Particle Growth

Particle growth in emulsion homopolymerization is determined by the following
equation:

R,=-d[M}/dt =k, [M], i N/N, (1)

where R, is the rate of growth, k, the (average) propagation rate constant, [M], the
monomer concentration in the particles, fi the average number of radicals per particle,
N, the number of particles per unit volume of aqueous phase and N, Avogadro’s
number.

In the case of an emulsion copolymerization and applying the pseudo-
homopolymerization rate approach, the rate of growth is given by:

R,=-d[MJ/dt = <k,> [M], o, i N/N, )

where <k,> is the average propagation rate constant as defined by eq (4) and [M],,, the
total monomer concentration in the particles. In the case of more then two monomers
this equation gets more complicated (see section 1.2).

In the case of an emulsion copolymerization the phenomenon of composition drift
can occur. This means that the feed composition and the ratio in which the two
monomers are build in the copolymer are not equal, resulting in a drift in the monomer
ratio in the reactor and therefore also a drift in the composition of the formed
copolymer which can result in heterogeneous copolymers. In the case of an emulsion
polymerization there is an additional effect of monomer partitioning on the composition
drift (see also 1.2). When the water solubility of the two monomers differs, one of the
monomers is held back in the aqueous phase which can result in an enhancement of the
composition drift. In some special cases (where the more reactive comonomer is also
the more water soluble comonomer) the water solubility can partially compensate
composition drift. So if reactivity ratios are obtained by analysis of emulsion
copolymerizations one can either use the concept of apparent reactivity ratios or
introduce the monomer partitioning equilibria and use the reactivity ratios obtained in
homogeneous media.

17

J. M. Asua (ed.), Polymeric Dispersions: Principles and Applications, 17-30.
© 1997 Kluwer Academic Publishers.



18

In this review emphasis is put on the experimental methods to obtain accurate values
for k,and [M], .The methods of obtaining fi are only briefly discussed and were treated
more extensively in the chapter of this book by Gilbert. In another part of this book the
methods to obtain the particle diameter and thus N, will be discussed. Reference is
made to the initial sources as much as possible.

1.1. THE PROPAGATION RATE CONSTANT

The propagation rate constants are usually obtained from solution or bulk
polymerization experiments. Can these k,-values be transferred to an emulsion
polymerization one might wonder ? In turns out that in many cases the effects of the
chemical micro-environment (also solvent effects) are small. Also transferring
copolymerization rate constants from e.g. bulk to emulsion systems is in general
possible. Another aspect is the medium viscosity, it turns out that in general the k-
values remain constant up till a certain polymer content , for MMA this is up to a
weight fraction of polymer of 70 %. This critical conversion is dependent on the type of
monomer and the temperature. Above this polymer content the propagation rate
constant decreases as a consequence of the propagation becoming diffusion controlled .

1.1.1. The Pulsed Laser Polymerization/Molecular Weight Analysis Method
Determination of the propagation rate constants (k,) is preferably performed by the
pulsed laser polymerization technique (PLP) combined with size exclusion
chromatography (SEC).

laser pulse laser pulse
* ¥ % X ®
i S ~ .. |
) -,_\/_/\ﬁ o _,_\./_/‘—- .
* *
[ N \ * )
' T[T
The laser pul§e Most chains At the next pulse Most chains
generates radicals propagate, some againalotof small ~ terminate, some
that initiate terminate radicals are formed survive, process
polymerization starts again

Figure 1 Schematic representation of the pulsed laser polymerization experiment

This method is very suitable to obtain accurate propagation rate constants in
homogeneous systems because there are very little assumptions made and the
determination is yielding a value of k, not coupled to the termination constant k, in
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contrast to other techniques (see 1.1.2 and 1.1.3). For this reason extensive reference is
made to the literature on this relatively new method. The PLP-SEC technique was
described originally by Alexandrov [1] in 1977 and was further developed by Olaj in
1987 and the years after [2-7].This method comprises the generation of radicals through
a photoinitiator, activated by a laser pulse. The time of growth of a polymer chain is
directly determined by the time between pulses and this experiment gives direct access
to k, The method is schematically illustrated in Figure 1. The chain length for the
chains initiated and terminated by small laser induced radicals is given by the simple
equation [2]:

Lo;=i*k,*[M]*t 3)

where : L,; is the chain length of the polymer formed in the process of growth in the
time between two laser pulses, k, the propagation rate coefficient, [M] the monomer
concentration at the site of polymerization, t is the time between two subsequent laser
pulses and i=1,2,3,.... The higher order peaks (i=2,3,...) may occur when growing chains
survive termination by one or more subsequent pulses. The radical profile as a function
of time in a pulsed laser experiment is shown in Figure 2.

[R*]

Time >

Figure 2 Radical concentration profile in a pulsed laser polymerization experiment,
homogeneous medium , ------ microemulsions or latex systems.

In-between two pulses normal bimolecular termination can occur which results in the
so-called background polymer. Olaj [2] suggested that the inflection point at the low
molecular weight side of the peaks gives a good measure for k,. This is usually true,
however in very small microemulsion droplets indications were found that the best
measure for k; shifts from the inflection point to the peak maximum (see below). On the
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other hand, when the k, is known, eq (1) can also be used to obtain the monomer
concentration in microemulsion droplets and in latex particles (section 1.2). In Figure 3
a typical molecular weight distribution is shown of polymer produced in a PLP
experiment.

An overview of the publications of the other active groups in PLP-SEC, up to the
beginning of 1996, will be given.
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Figure 3. Molecular weight distribution (left axis) and derivative (right axis) of polymethylacrylate
obtained in a PLP experiment at 1000 bar and -15°C at a frequency of 90 Hz (conversion 3.8 %). SEC
measured at Rohm. Reproduced with permission of C. Kurz from her thesis, Gottingen 1995

Davis and O’Driscoll [8-17] extended the method to copolymerization, the average
propagation rate constant <k > is given by the general equation:

<k, >=— n ff_+_2f1 f2_+ rzfé_ @
(rify Tkp) +(rafy 7 Kpp)
with f; is the molar fraction of monomer i and k; is the propagation rate constant for
propagation of chain end i with monomer j, where in the ultimate model

n=r.n :rZ’kpll :kpll’kpZZ =kp22

Koii Kp22

with 1, = and 1, =

pi2 p2i

In the case that also the penultimate unit influences the reactivity, the penultimate
model applies and we can also define k;;, , Ky, ete., in eq (4):
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—  kyn(fin +1£) —  kpp(fhr +1)
P = and kp22 =
fir, +1f, /s, for, + 1, /s,
r; (fir; +15) r; (for, + 1)
o= T2l ad o, = 222 T
fir; +1, for; +1)
Ko K22 Kpon ) Koz Koo Kpiz
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The data in Figure 4 can be described very well by the penultimate model.
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Figure 4. k, as a function of the feed fraction f, for the copolymerization of styrene (M,) and methyl
methacrylate (M,) (unpublished data, Peeters, Manders, van Herk).

O’Driscoll simulated the PLP experiments with Monte-Carlo simulations [13] and
Davis investigated the molecular weight of the resulting polymer from a PLP
experiment of MMA with Matrix-Assisted Laser Desorption [15]. The group of Buback
[18-23] also performed PLP experiments at high pressures with subsequent SEC
analysis. In 1986 a IUPAC working party entitled “Modeling of Free Radical
Polymerization Kinetics and Processes” was founded which recommended the PLP-
SEC method as the most reliable method for the determination of k, [24-28]. Other
active groups are: Gilbert [29-35], Hutchinson [36-41]. Holdcroft and Guillet were the
first to perform PLP in transparent microemulsions [42]. This was also done by the
group of van Herk and German [43-48] in collaboration with the group of Schweer.
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Van Herk et al. performed pulsed electron beam polymerization in heterogeneous
systems [48], following the same principles as in the PLP-SEC method. Schweer [49-
54] published simulations of the PLP experiment and also used a flash light instead of a
pulsed laser to do similar experiments [49]. Recently they also applied the MALDI-
TOF technique to determine the molecular weight distribution [54]. Furthermore
simulations were done by the groups of Moad [55,56], Yan and Zhang [57], Zhang and
Yang [58, 59] and the group of McLaughlin and Hoyle [60]. The latter group published
several papers on the complete molecular weight distributions formed during a PLP
experiment, but not with the direct aim of determining k, values [60, 61].

A general review on laser-initiated polymerization, including pulsed laser
polymerization to obtain values for k, was published in 1994 by Davis [17].

Although the PLP/SEC method can result in accurate k, values there are some
problems. The method relies on accurate SEC calibration. If narrow molecular weight
standards are not available, the method of universal calibration can be applied which
again relies on the knowledge of the Mark-Houwink constants [40,41]. One solution to
this problem is the use of an in-line viscosity detector. The values for the Mark-
Houwink constants are regularly updated which is therefore also updating the values of
k, (see for example [41]).

Another problem is occurring with fast reacting monomers like vinylacetate or
methylacrylate and butylacrylate [41]. The occurrence of clear peaks in the SEC trace
that can be attributed to chains that are initiated and terminated by laser generated
radicals can be hindered by the following processes: (1) preliminary termination of the
growing chains by rapid termination or chain transfer to monomer or polymer; (2) little
termination by the small laser generated radicals because of a slow termination rate or
because of insufficient penetration of the laser beam in the sample.

In Table 1 a compilation of the latest (May 1996) k, values and activation parameters
are given which were obtained with the PLP-SEC method. In most cases the low
molecular weight inflection point is the best measure of k;, as also confirmed by several
simulations [13,57]. From the modeling studies of Schweer [52] and Manders [46] it
turns out that under certain experimental conditions the maximum of the PLP peaks can
be the best measure of k,. Especially when high radical concentrations are present in the
system under investigation, for example in the very small microemulsion droplets [43].
In microemulsion droplets and latex particles the radical concentration profile (Figure
2) in the pseudo-stationary state will consist of two decay curves following the rapid
increase in radical concentration after the laser pulse; the first one just after the rapid
increase in the radical concentration, here the rate of termination will be higher in the
(micro)emulsion droplets or particles because the local radical concentration will be
higher. The second decay curve comprises the stage where the number of radicals per
particle is less than two, here the termination rate will be lower than in a homogeneous
system because termination involves exit of a radical and entry into another particle
followed by bimolecular termination.



TABLE 1. Homopropagation rate constants obtained by the PLP/SEC method
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Monomer Solvent Arrhenius eq. | 10°C |25°C BO°C HO°C |50°C [60°C [70°C | ref
A EXP

Acrvlamide water, pH=1 20 16000 29
Methacrvlam. | water, pH=1 20 1100 29
BA bulk .51 10" |20 33
BA THF/toluene  [1.66 107 | 17.27 | 10800 | 15600 | 17500 | 21800 | 26800 | 32500 | 39000 | 35
BA* bulk 1.8 10’ 17.4 11100 | 16100 | 18100 | 22500 | 27700 | 33700 | 40400 | 41
n-BMA bulk.1000 bar [7.28 10° [22.9 [434 708 8324 1100 | 1450 | 1870 |2380 |20
n-BMA bulk 3.44 10° |23.3 274 11
n-BMA* bulk 1.81 10° [20.55 {289 454 523 676 857 1108 | 1394 |38
t-BMA bulk p.s1 10" |27.7 352 836 32
i-BMA* bulk .47 10° [21.53 | 252 417 496 633 798 1040 | 1336 |38
Butadiene chlorobenzene [8.05 107 |35.71 |20.8 |44.6 |56 85 138 204 295 49
Chloroprene | bulk 1.95 10" |26.63 [235 447 485 673 988 1300 | 1720 |36
DA bulk 17660 22113 41
DMA bulk B.44 10° [21.72 | 339 538 622 819 1060 | 1350 | 1700 {40
DMA toluene 0.9310° |16.19 | 300 427 452 601 796 848 1010 |11
EHA bulk 13180 | 18030 41
EMA bulk 1.50 10* | 20.46 258 11
EMA* bulk 3.65 10° |22.89 |206 356 400 590 676 939 1160 |38
PMOS toluene 590 10° {230 [33.7 [52 642 1859 113 146 186 10
MAN bulk/benzene .69 10° [29.7 |89 168 [20.5 1299 [425 593 |8! 55
MMA bulk 2.39 10° |22.18 | 193 311 360 470 621 769 989 36
MMA ** buik P.6510° |22.34 | 200 323 375 497 649 833 1050 |28
MMA bulk 4.94 10° |23.94 316 667 21
MMA toluene/2-but. 384 19
MMA bulk/EA/Meth. 294 8
MMA bulk 364 18
MMA bulk 313 4
'Hz-MMA bulk 270 6
*Hz-MMA bulk 342 6
Sty bulk 77 4
Stv toluene 79 4
Sty bulk/Meth./EB 78 8
Sty bulk 1.99 10’ [30.78 |41.7 1806 |989 |146 211 297 411 11
Sty buik B.04 107 [31.48 116 248 490 23
Sty** bulk 127107 [32.51 [42.9 85.9 107 161 237 341 480 27
Vinylacetate | bulk P7 10* [27.82 [1935 |3420 38
Vinvlacetate* | bulk 1.49 107 [20.39 [ 2580 {3990 |+4570 |5910 {7540 |9460 | 11700 | 40
* Most recent values

** [UPAC values
Italics, values calculated from the Arrhenius parameters
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Besides laser initiation termination some alternative sources of initiation and
termination were investigated with the same purpose of obtaining k -values; Olaj et al.
investigated the periodic variation of initiation by dropwise addition of initiator [62]
and the periodic variation of termination by addition of a radical scavenger [63]. Olaj et
al. [66,67] also analyzed the molecular weight distribution of polymer obtained in a
rotating sector experiment (1.1.3) which compared well with that from PLP. Holdcroft
and Guillet [64] controlled the initiation and termination processes independently in a
dual laser technique where two laser pulses of different wavelength were used with the
aim of producing monodispers polymer.

There are several copolymerization systems investigated with the PLP/SEC method.
Even more so than in the case of homopolymerization, calibration of the SEC
equipment introduces problems. A compilation of the systems investigated and the
observed reactivity ratios is given in Table 2.

TABLE 2. Copolymerization parameters obtained by the PLP/SEC method

Monomer 1 | Monomer 2 | Solvent [ T (°C) | kyuyi1 | ko2 | 1 I, r, r, ) S, ref
'H-MMA | 2Hi-MMA bulk 25 270 342 1 1 - - - - 6
Sty MMA bulk 25 89.1 ]299.2 10.523 10.460 | 0.523 | 0.460 {0.30 |0.80 |67
Sty MMA bulk 25 77.5 1294 1047210454 ]0.472 | 0.454 | 0.466 | 0.175 |9
Sty EMA bulk 25 78 258 0.62 1035 (062 (035 062 [021 |11
Sty EMA bulk 55 249 589 062 1035 [062 [035 045 022 |11
Sty BMA bulk 25 78 274 072 1045 |0.72 |045 056 [0.63 |11
Sty BMA bulk 55 249 656 072 | 045 10.72 {045 [0.50 |0.67 |11
Sty LMA toluene |25 78 776 10.57 (045 [0.57 |045 [033 |0.26 |11
Sty MA bulk 25 78 - 073 1019 [0.73 |0.19 |1.10 {026 |11
Sty MA bulk 50 - - 0.73 1019 1073 |0.19 [094 |o0.11 |11
Sty BA bulk 25 78 - 095 10.18 (095 [0.18 |1.89 |0.21 11
Sty BA bulk 50 - - 095 |0.18 095 [0.18 [090 |O0.11 |11
PMOS Sty toluene |25 52 86 0.82 |1.12 |- - - - 10
PMOS MMA toluene |25 52 300 032 1029 032 029 036 [0.60 |10

A special system where one of the monomers does not homopolymerize is the system
styrene/maleic anhydride where maleic anhydride does not homopolymerize[14].The
first terpolymerization system that was investigated with the PLP/SEC method is the
system styrene/methyl methacrylate/methyl acrylate [45]. Recently [65] pronounced
solvent effects were observed for the system Sty/MMA in benzyl alcohol using the
PLP/SEC technique in combination with composition data and sequence distributions.
Olaj et al. showed that the molecular weight distribution obtained in a rotating sector
experiment can be used just as well to obtain k -values from the molecular weight
distribution [66,67].
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1.1.2.  The Time-resolved Pulsed Laser Polymerization Method

In 1986 [68] with the advent of powerful UV lasers a new method was introduced
which is capable of determination of k, and k; time resolved pulsed laser
polymerization (TR-PLP). In this method the conversion of the monomer is followed as
a function of time (t), for example with an infrared detector after the generation of
radicals with a short laser pulse. The monomer concentration [M], as a function of time
is given by:

[M][ /[M]O = (Zkt[R]0t+ 1)_0'5kv/kl

&)
with [R], the radical concentration immediately after laser pulse absorption which can
be calculated from the absorbed laser energy if the quantum yield is known. With
known [R], the value for k, and thus for k, can be inferred. A combination of the
obtained ratio k,/k, with independently determined k, data, for example obtained with
the PLP/SEC method gives k, values.

Another method using pulsed laser initiation is that where the overall polymerization
rate is measured for a pulsed laser polymerization with a pulse frequency v [69,70].
When it is possible to determine quantitatively the end-groups introduced by the
photoinitiator [71,72] the initiator efficiency can be obtained.

1.1.3.  The Rotating Sector Method and Spatially Intermittent Polymerization
Analysis of the steady state kinetic expression does allow the determination of the ratio

21 .
K2/,

1/2
fkyll
R, =—%=kp[m[w=kp[%“j M) ®

The average lifetime t of the growing chain during (pseudo)stationary-state
conditions is given by:

T= ,,[R]§ o= 1, - kl’[l\f] %)
2k [R]? 2k [R]; 2kR,

A measurement of t in conjunction with R, will yield the ratio k/k,. The oldest and
most widely used method is that of the rotating sector. In this method, first applied by
Burnett et al. [73], the irradiation of a photoinitiated radical polymerization is
modulated by a rotating sector where illumination and dark periods are produced by cut
out portions in the disk. In a typical experiment, the average rate of polymerization is
measured as a function of the speed of the rotating sector, expressed in At, the period of
irradiation. The plot of R, as a function of At/t can be compared with theoretical curves
and the resulting value of 1, in combination with steady state experiments, can then be
used to evaluate k, and k, . An important drawback of this method is that, because
termination is diffusion controlled, k, is a function of chain length and viscosity and it is
difficult, if not impossible, to have identical reaction conditions in both experiments.
For a long time in copolymerization the variations in the ratio k/k, were ascribed
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(erroneously) to the termination rate constants, but as the termination process is not
chemically controlled this is very unlikely. Fukuda [74] introduced the penultimate
model for the propagation step (eq (4)). Another form of this experiment is spatially
intermittent polymerization (SIP) [75].

1.1.4.  Electron Spin Resonance
An elegant method to determine k, is by the direct measurement of the radical
concentration [R] in eq (8) by Electron Spin Resonance (ESR):

R,=k, [R] [M] ®

When the rate of polymerization is measured at the same time, with a known
monomer concentration, kp can be determined. The steady-state concentrations of
propagating radicals is however very low (107-10° mol dm™) and the accurate
measurement of the radical concentration is not an easy task. Improvements to the ESR
equipment has made it possible to measure this low concentrations [76-78]. Also the
radical concentration directly in emulsion polymerization was measured (application of
eq (1) renders k, again), either in batch [79] or semicontinuous emulsion
polymerization [80].

1.1.5.  Emulsion Polymerization

In emulsion polymerization the occurrence of the so-called zero-one kinetics makes it
possible to use compartmentalization to obtain values for k. In steady state emulsion
polymerization the value of fi is constant. In a zero-one system the value for fi may
reach the limiting value of 0.5. When a plateau is observed for the rate of
polymerization (per particle) for a zero-one system as a function of initiator
concentration or particle diameter, the value for fi at that plateau is 0.5 and when [M],
in eq (1) is known this yields a value for k,. This method was applied for butadiene [81]
and shows good agreement with, for example, the PLP/SEC method [53].

1.2. THE MONOMER CONCENTRATION IN THE LATEX PARTICLES

The concentration of monomer in latex particles can be determined by gas
chromatography [82], by conductimetry [83], but also (in reacting systems !) through
pulsed electron beam polymerization [48]. The monomer partitioning equilibria also
can be predicted from thermodynamic considerations [84] according to the Vanzo
equation [85]:

In(1- ")+ ¢+ . (1-1/P)+2. V. y. ¢ " /1o =In (M, /M e)  (9)

where ¢.F is the volume fraction of polymer in the latex particles, P, is the number
average degree of polymerization, y is the Flory-Huggins interaction parameter
between the monomer and the polymer, V,, is the molar volume of the monomer, y is
the particle-water interfacial tension and r, is the radius of the unswollen latex particles
and [M],, ., the saturation concentration of monomer in the aqueous phase.
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Equation (9) applies to partial swelling of latex particles (stage III of an emulsion
polymerization), for saturation swelling the right hand side of eq (9) equals zero.

The monomer concentration in the latex particles (can be calculated from ¢,)
depends on the interaction parameter, the particle-water interfacial tension, the particle
diameter and the molar volume of the monomer. The Vanzo equation has
experimentally been verified [84]. The contribution of the conformational entropy of
mixing of monomer and polymer dominates the free energy of mixing at higher volume
fractions of polymer in the latex particles. The interfacial free energy does not strongly
contribute to the parameters that determine the degree of partial swelling of latex
particles (stage III of an emulsion polymerization). This is in contrast with the results
for saturation swelling of latex particles where the balance between the free energy of
mixing of monomer and polymer and the interfacial free energy of the latex particles-
water interface determines the degree of latex particle swelling.

Maxwell et al. [84, 86] made some assumptions that led to a major simplification of
eq (9). He showed that partial swelling, especially at higher polymer fractions, can
mainly be described by the combinatorial entropy of mixing, taking the interaction term
and the interfacial tension term together as a constant correction term.

It was observed in emulsion copolymerization that in most systems investigated with
moderately water soluble monomers the monomer ratio in the monomer droplets equals
that in the polymer particles [82,84]. In Table 3 some saturation concentrations of
monomers in different polymer particles are shown.

TABLE 3. Saturation concentrations of monomers in different polymer particles at 20 °C

seed MA (mol/l) MMA (mol/l) BA (mol/l) S (mol/l) | ref
Poly(MA) 8.4/1.9 - 38 5.6 85
Poly(BA) 8.8" - 6.1/5.5 5.4 85
Poly(S) 6.2 54 54 85
Poly(S/MMA) - 6.9 - 5.6 82
* At 35 °C

With PEBP a value of 5.8 mol/l was found for the saturation concentration of styrene
in 46 nm diameter polystyrene particles at 23 °C [48]. It is important to note that the
fact that the monomer concentration in the latex particles determined by gas
chromatography and by PEBP are the same, means that the propagation rate constants
obtained in homogeneous polymerization (used in the PEBP experiments to calculate
the monomer concentration) can indeed be transferred to emulsion systems.

Equation (9) also predicts that the monomer concentration is decreasing when the
particle size is decreasing which was indeed observed experimentally [87].

It turns out that it is still not possible to theoretically describe monomer partitioning
in systems where one of the monomers is completely miscible with the aqueous phase,
e.g. (meth)acrylic acid or hydroxy ethyl methacrylate.

When more then two monomers are present a more general description of monomer
partitioning is possible and also eq (2) becomes more complicated (see for example

(88)).
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1.3. RADICAL CONCENTRATION

The radical concentration in the latex particles is determined by radical entry, exit and
termination. Direct determination of the radical concentration in the latex particles can
only be done with ESR [78,79].

Indirect determination of the radical concentration is done by the kinetic analysis
through, for example, eq (1). For more information the reader should refer to the
chapter in this book by Gilbert.

1.4. CONCLUSIONS

The quality of the predictions of kinetics of particle growth and of the microstructure of
the formed (co)polymer has improved very much due to the improvement of the
methods of obtaining kinetic and thermodynamic parameters relevant to homogeneous
and heterogeneous polymerization [89]. This development will also have its impact on
the possibilities of designing intelligent process strategies aimed at obtaining well
defined products with better properties [90].
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1. Introduction

The general principles of Colloid Stability, particularly as applied to aqueous systems
containing electrolytes, have been treated in a number of articles including those at
previous NATO Institutes [1,2]. Therefore in this Chapter a short summary of basic
principles will be given and then attention will be focussed on areas where Colloid
Stability, or lack of it, is particularly important in preparing and utilising polymer
colloid dispersions.

2. Basic Principles of Colloid Stability in Aqueous Media

The basis of current theories of colloid stability [3] for smooth spherical particles with
charged surfaces is to consider the total potential energy of interaction, V,, as being
composed of three terms, so that

VT= VR+ VA + VB (1)

where V= electrostatic energy of repulsion [3], V, = van der Waals’ attraction [4] and
V3, the Bom repulsion, is a very short range repulsion which arises at close approach
from molecular orbital overlap [5].

2.1. ELECTROSTATIC REPULSION

The term Vg, for spheres of radius R, can be expressed in the form,
Vg = 47,0y 2R? exp(—xh) /(h + 2R) )

where € = relative permittivity of the dispersion medium, €, = the permittivity of free
space, V= the electrostatic surface potential and h, the intersurface separation. X is the
Debye Hiickel reciprocal length given by, k= 2n,v’¢’/€ € kT, where n, is the number of
ions of each type per unit volume, v is the magnitude of the charge on each ion, e = the
fundamental electronic charge, k is the Boltzmann’s constant and T the temperature. This
expression is valid for xR<3 and for kR>10,

VR =27e,€,y 2R In[1 + exp(—kh)] 3)
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At intermediate values an approximation is given by Verwey and Overbeek [3],
Vi = 2me,£oR(4KT /e)*y? exp(—kh)/ v* @)

with y = [exp(vey/2kT)-1}/[exp(vey/2kT)+1].

2.2. VAN DER WAALS’ ATTRACTION

The van der Waals’ energy of attraction between two spheres in a vacuum is given by [4],

“An | 1 1 x% +2x
Vi = + +2Ln (®)]
AT {x2+1 x% +2x+1 X2 +2x+1

with x = h/2R, or as a useful approximation
VA =—A]1R/12h (6)

The Hamaker Constant A, for the material of the particles is given by
2
Ay =3n’hyvyp001%q1 2 /4 @)

with h, = Planck’s constant and v, = the dispersion frequency, o7 = the electronic
polarisability, and q;; = the number of atoms (or molecules) per unit volume of the
particles. A similar expression can be written for the dispersion medium to give a value
for A,,. The quantity (JaA;;-yaz)? is termed the composite Hamaker Constant and will
be given the symbol A,,, ; a few values of this quantity are tabulated in Table 1 using
A,, values for the polymers [6,7] and 3.70x10"° J for water [6].

TABLE 1. A}, and A,,, for polymers

Polymer A,/10%°] A,/10°]
Poly(tetrafluoroethylene)  3.80 0.33
Poly(isoprene) 5.99 0.74
Poly(styrene) 6.58 0.95
Poly(methylmethacrylate) 7.11 1.05
Poly(vinyl chloride) 1.78 1.30
Poly(vinyl acetate) 8.84 1.10

2.3. THE BORN REPULSION

It can be noted from the above equation that as h — 0 then V, — - oo, This is an
unphysical answer since it suggests it would never be possible to separate surfaces.
However, at short distances the situation changes. The orbitals of atoms on approaching
surfaces overlap and this leads to a very strong short range repulsion which is known as
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the Born Repulsion. This energy of repulsion changes as approximately 1/h'4. It is
usually represented as a cut-off potential at a distance of about one atomic diameter from
the distance origin.

3. The Potential Energy Diagram

Figure 1 shows a sketch of V; as a function of h for an electrolyte concentration of 10
mol dm? (1/x=10nm), R=100 nm, y,=50mV and a composite Hamaker Constant of
0.95x10™ J.
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Figure 1. Potential energy diagram for pa.niclé—partic]e interaction.

This curve exhibits a number of characteristic features which can be summarised as
follows:

a) at short distances of surface separation, a deep minimum in the potential energy
curve occurs; this is termed the PRIMARY MINIMUM and determines the distance of
closest approach, h,. The depth, from V; = 0, is related to twice the dispersive
contribution to the surface energy [9];

b) at intermediate distances, the electrostatic repulsion, which has an exponential
decay (exp(-xh)), is larger than the attraction term (changes as -1/h) and hence there is a
maximum in the curve. This is termed the PRIMARY MAXIMUM,; the magnitude can
be represented by V;;

¢) at large distances the curve is even more sensitive to the different decay rates of the
repulsive and attractive contributions with distance and a minimum can occur in the
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curve. This is known as the SECONDARY MINIMUM,; the depth represented by Vg,
tends to increase in magnitude as the particle size increases;

d) the activation energy needed to bring two particles together can be considered as
AV/KT,

e) the activation energy required to separate two particles located at a distance
corresponding to the primary minimum position and redispersing them is AV,
Typically, AV, >>AV,, so that once particles are brought together into a primary
minimum condition considerable energy is needed to redisperse them.

Although there are a number of assumptions in this so called DLVO approach [3,10]
on a semi-quantitative level it is extremely useful as a means of discussing aspects of
the stability of colloidal dispersions.

3.1. EFFECT OF ELECTROLYTE CONCENTRATION AND SURFACE
POTENTIAL

The potential energy curve enables an immediate idea to be obtained of the influence of
electrolyte concentration, electrolyte type and surface potential on the form of the
potential energy of interaction. Schematic examples are presented in Figure 2.

From these it can be observed that if the salt concentration is increased at a constant
values of ,, then Vyis depressed until at ca. 0.1 mol dm™, V,, tends to zero. Therefore
there is no longer a substantial energy barrier keeping the particles separated and they can
easily go into a primary minimum situation. Similarly, lowering the surface potential at
a constant electrolyte concentration leads to a y, value at which V, = 0. Frequently,
both y, and electrolyte concentration change together.

!

!
1
I
l
|
!
t
|
|
l
[

Figure 2. Effect of variation of electrolyte (mol dm™) concentration and /.
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3.2. PREDICTION OF LOSS OF STABILITY
From the above arguments it can be anticipated that as V; — O then a dispersion of
charged particles will tend to lose its colloid stability and coagulate. For a consideration
of this point we can ignore Vy and write,

Vi=Vg+V, ®
and putting for the instability condition, V= V,,= 0, we obtain

Vr=-V, ©

From an analysis for spherical particles using equations (4) and (6) we find the value of
¥ at which coagulation occurs is given by,

Keoag/m ™" = 2.039 x 10'° yY/AV? (11)

Moreover, since for a symmetrical electrolyte k¥ can be directly related to the electrolyte
concentration in mol dm™ at which coagulation occurs, normally called the critical
coagulation concentration, or c.c.c., we find

c.c.c./mol dm>= 3.853 x 10 y*/A%® 12)

with A in J, which for small values of y reduces to,
c.c.c/mol dm’= 3.451 x 10 y#/A%? (13)

A further approximation which has some validity is to replace y by the zeta potential
C. This is useful in the sense that {-potential values are often available from
measurements, for example, of electrophoretic mobility.

3.3. SOME EXPERIMENTAL c.c.c. VALUES

Some values of c.c.c. for anionic and cationic polymer colloid systems are listed in
Table 2.

The data given in Table 2 have been selected on the basis that the ions chosen do not
chemically react with water at the pH of the coagulation experiment. The implicit
assumption in eq (11) is that coagulation occurs as a consequence of compression of the
diffuse double layer, i.e. a decrease of 1/x. Hence, it is found in these cases that
coagulation usually occurs at a finite, but small, value of the {-potential.
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TABLE 2. c.c.c. Values for polymer colloids

Polymer Counterion c.c.c./mol dm™ Reference
Poly(styrene) H* 13 11
Carboxyl Surface Nat 160.0 12
Ba*? 143 13
La**(pH 4.6) 03 11
Poly(styrene) Cr 150.0 14
Amidine Surface Br 90.0 14
I 43.0 14

In many cases, however, particularly with trivalent and tetravalent cations, the ions
do react with water under certain pH conditions to form complex species in solution
usually of higher charge [15]. For example, in the case of aluminium, at pH values
below ca 3.5, the ion exists in the AI** form with six water molecules in the octahedral
co-ordinate positions. As the pH is increased reaction with water molecules occurs to
form the hydrolysed species [16], [Al,; O, (OH), (H,0),,]”. This change in the
chemistry of the ion has a profound effect on its behaviour. The coagulation behaviour
becomes very pH dependent, the c.c.c. decreases and because of the adsorption of the
large ion charge reversal occurs. This type of behaviour is best represented by a domain
diagram with the axes as salt concentration and pH [7,15].

4. Coagulation as a Kinetic Process
4.1. PERIKINETIC COAGULATION

As shown by Smoluchowski [17] coagulation can be considered as a series of rate
processes starting with the single particles in a stable dispersion and then forming
doublets, triplets, quadruplets etc as shown in Figure 3.

Ultimately coagulated structures can be formed which contain many particles.

In the earliest stages of coagulation the rate of disappearance of primary particles can
be written as,

O+ 0 —> 0072——>OOO———>ezc
\m

or

Figure 3. Kinetics of coagulation
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—dN; /dt =k ,N? (14)

where N, = the number of primary particles per unit volume in the initial dispersion. In
the absence of a repulsive energy barrier the rate process is diffusion controlled, so that
k,= 8nR D with R_ as the collision radius of the particle and D its diffusion coefficient.
As a first approximation R, can be taken as 2R which with n = the viscosity of the
medium gives,

k, = 8kT /3 (15)

In the presence of a repulsive field diffusion is modified [18,10] and eq. (14) has to
be rewritten as,

~dN; =k N? /W = kN? (16)

where k = the rate constant in the presence of a potential energy barrier. W is termed the
Stability Ratio and is given, assuming R .=2R, by,

W =2RJexp(V/kT)dh/(h+2R)* a7

If the total potential energy of interaction, Vr, is reduced to zero then W = 1. Since
this means that every collision should be cohesive it is spoken of as Rapid Coagulation.
In the presence of a weak energy barrier the sticking probability decreases so the process
is termed Slow Coagulation.

As an example of the effect of W we find that at an electrolyte concentration of 103
mol dm”, and a surface potential of 50 mV, W has a value of 107 so that coagulation is
not perceptible on a reasonable time scale.

The value of W can be obtained from kinetic measurements [13,20] and a typical
example is shown in Figure 4. The transition from rapid to slow coagulation is quite
clear and the sharp break gives a value for the c.c.c.

0.6
0.4 .

= 0
2 0.2
-

o S

]
-2.5 2.0 -1.5

Log[Ba(NO,),/mol dm™3]

Figure 4. Log W against log concentration of barium nitrate
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4.2. ORTHOKINETIC COAGULATION

An important external field is applied to the particles when the system is stirred; for
simplicity the stirrer can be considered to produce a simple shear gradient, S. Hence for
this situation the rate of rapid coagulation can be written as [21],

4R3SN? /3 (18)

The shear term has a third power dependence on radius so that orthokinetic coagulation
for R>ca. 0.5 pm can become the dominant effect. For colloid stability to be maintained
the requirement is,

V,, /KT > 4noR3S /KT 19)

A helpful presentation which illustrates the effect of shear rate on dispersions is to use
dimensionless quantities [22]. The. colloid forces can be represented as the ratio of the
electrostatic repulsive term to the attractive term, i.e. as €&, R/Am and the
hydrodynamic term as the ratio of the shear term to the attractive term, that is,
6mnR3S/A,,,. This is illustrated in Figure 5. The line in the direction of the arrow
shows that as shear gradient increases, the particles move out of the region of secondary
minimum flocculation to a dispersion region and then into a region of primary
minimum coagulation; high shear rates may also redisperse particles.

A recent examination of carboxylated ter-polymers [23] has shown that orthokinetic
coagulation can be sensitive to pH when raising the pH causes an increase in particle
radius and dispersion viscosity.

Secondary

Minimum Dispersion

Flocculation

Increasing

2
€5 Rws

Primary Minimum Coagulation

6nnRIS/A

Figure 5. Orthokinetic coagulation
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5. Coagulation during the Process of Particle Formation

A number of authors during the early 1970’s suggested that coagulation played an
important part in the process of particle formation in emulsion polymerisation.
Basically the concept was that once nucleation had occurred to form the first nuclear
particles, the probability was that these would be unstable in the colloid sense because
of their small particle size and low surface charge; consequently, in view of the high
number concentration coagulation would occur over a short period of time to form
particles of a sufficient size and surface charge to provide colloid stability.

Since the size of the initial stable particles controls the number concentration of the
latex during the diffusional growth period then for the same initial monomer and
initiator concentration it could be anticipated that the final diameter in the medium of
higher ionic strength would be larger. These predictions appear to be confirmed by
experimental results. An extension of this effect has been the use of electrolyte to
control the ultimate size of the particles during aqueous emulsifier-free polymerisations
[24]. On the basis of a range of experiments on the preparation of polystyrene particles
it was found that the final particle diameter could be related to the total ionic strength of
the medium, I, by,

1.723
[I]U;’L]] + 49_1‘?‘9} -0.827 (20)

with [M] = initial monomer concentration of styrene in mol dm™ based on the total
volume of the system, [P] = the potassium persulphate concentration (mol dm?) and T =
absolute temperature. A comparison of this relationship with experimental results is
shown in Figure 6.
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Figure 6. Emulsifier-free polymerisation, effect of salt concentration

As well as 1:1 electrolytes 2:1 and 3:1 electrolytes can be used and essentially as
expected show the same effects at lower concentrations. However, because of the higher
efficiency of the cation as a coagulant the range of utilisation is more restricted and there
is no gain in the range of particles sizes formed [25].
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6. Heterocoagulation

When particles of the same or different sizes, but of opposite charge, are mixed together
the association of the particles can occur. The particles can be composed of the same
polymer or different polymers. It is also possible for heterocoagulation to occur between
large and small particles if they have the same sign of charge and the surface potentials
are different.

When heterocoagulation occurs various results can be obtained and two of these are
illustrated schematically in Figure 7a. This shows that extensive coagula can be formed
with one type of particle causing bridging flocculation of the others. Alternatively, by
careful choice of the ratios of small particles to big then surface coating can occur as
shown by a scanning electron micrograph [26] in Figure 7b.

Figure 7. Heterocoagulation processes, a) schematic b) scanning electron micrograph

6.1. SURFACE COATING

For small particles of radius R, and large particles of radius R,, then assuming that the
particles on the larger sphere are hexagonaly close-packed then the number of small
particles required to saturate the surface of the larger one with a monolayer, N,,, is given
by [27],

N = 3.64[(R; +R,)/R, + 11 21)
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As an example if R;=0.25 pm and R,=0.50 um then N, =23.
An alternative concept [28] is to consider the small particles of the coating as having

a total surface area equivalent to that of the big particle, that is,
R3 =N"R} 22

which for the same values of R, and R, gives N" as 4.

Aspects of heterocoagulation are also important in the preparation of polymer colloid
particles. Two examples are the growth of particles on to a seed particle in a second
stage emulsion polymerisation and the formation of heteroparticles of complex
morphology, e.g. core-shell particles.

6.2. COAGULATION IN SEEDED GROWTH POLYMERISATIONS

It has been found that the swelling of large particles, ca 1 pm, by monomer as a
precursor to forming larger particles can be slow but if a sufficient number concentration
of seed particles is present, N, then larger particles can be formed without secondary
growth occurring [29]. As mentioned previously in the early stages of polymerisation
the small nuclear particles, Ns, formed are, in the colloidal sense, unstable and
consequently in the presence of the larger particles a number of kinetic processes can
occur. Thus we can write the various kinetic possibilities as,

i) small - small interaction  -dNg/dt = kgsN*/Ws 23)
ii) small - large interaction ~ -dNg/dt = kg NN; /Wy 24)
iii) large - large interaction -dN, /dt = k;; NgN? /W, (25)

Since the large particles are already stable and Wy, is large then these remain stable. In
the case of the small newly formed particles these are very unstable and i) is a facile
process since W is tending to unity. This could lead to the growth of new particles as
described earlier; however, provided enough seed particles are present then interaction ii)
can become the dominant process leading to the small particles being scavenged by the
larger ones. Moreover, since the small particles rapidly take up monomer and become
monomer swollen this forms a mechanism of transfering monomer to the larger particles
and hence of obtaining a particle growth process.

Figure 8 shows the variation in the amount of secondary growth obtained as AN =
(number of particles at end of reaction - number of seeds) against the number of seed
particles. It substantiates the idea that the number of seed particles present is an
important factor [30].

6.3. ENGULFMENT AND NANOENCAPSULATION

The coating of a large particle by small ones as illustrated in Figure 7 can be viewed as a
preliminary step in the process of forming core-shell particles or obtaining complex
particles by an engulfment process. These possibilities are illustrated in Figure 9. Both
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Seed Number/10° dm™>
Figure 8. Secondary growth vs number of seeds added

Figure 9. Particle engulfment and encapsulation

the surface energies and the glass transition temperatures of the particles also play an
important role in these processes [31,32].

If the larger particle has the lower glass transition temperature, T,, then on heating
to ca. 45°C above this value, but remaining below the T, of the smaller particle, with
the appropiate interfacial energy conditions [28,33], then engulfment occurs, as shown
in Figure 9.

If the smaller particles, forming the heterocoagulated coating, have the lower T, then
under similar conditions nanoencapsulation occurs to give a core-shell morphology [32].

7. Surface Coagulation

Figure 10 gives a sketch of surface coagulation, a process which takes place exclusively
at the dispersion-air interface via the combination of two particles. This process can take
place at electrolyte conditions which are much lower than the c.c.c. in the bulk phase.
Polymer colloid particles formed from perfluorinated polymers, which have a low surface
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Figure 10. Schematic illustration of surface coagulation

energy, are particularly prone to surface coagulation. A detailed investigation of this
topic has been reported by Heller and co-workers [34,35].

8. Formation of Granules

In some cases the polymer colloids formed are not used as dispersions but as a dry
powder in the form of granules which can then be shipped to processing plants for
mechanical treatments such as extrusion. A typical example is the use of latices of
poly(tetrafluoroethylene) which are coagulated by salt and then densified by shear. An
added requirement is the densification of the coagula by an appropriate choice of
electrolyte and mixing conditions.

9. Surfactants and Polymer Colloids

Surfactants play several roles in emulsion polymerisation and a major one is to provide
colloidal stabilisation of the particles formed by adsorption to the particle surfaces.

Adsorption of the surfactant depends on a number of factors including the nature of
the polymer and, in particular, the nature of the hydrophobic regions on the particle
surface. In the case of anionic and nonionic latices, adsorption primarily occurs on the
latter regions via the hydrocarbon chain of the surfactant. Particles of high surface charge
density tend to adsorb less surfactant of the same charge as a consequence of electrostatic
repulsion.

In the case of poly-(tetrafluoroethylene) particles the basic surface has a low surface
energy, ca. 12 mN m™ and the surface is both hydrophobic and oleophobic. Hydrocarbon
chains are only very weakly adsorbed and hence perfluoroalkane surfactants are used as
stabilisers. Interestingly, nonionic surfactants of the polyethylene glycol type can adsorb
via the head-group leaving the hydrocarbon chain exposed to the medium, hence
providing a site for further surfactant adsorption [36].

When cationic surfactants are added to a dispersion of negatively charged particles
then the initial stage of adsorption arises by the positive charge of the surfactant
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interacting with an anionic group on the particle surface. Once all the surface charges are
neutralised then ys— 0, and hence also V, — 0. This situation can readily be observed
experimentally since coagulation occurs and the electrophoretic mobility is reduced to
zero; there is thus coincidence between the c.c.C. and the concentration of surfactant at
which reversal of charge occurs. This is strongly dependent on chain length [37].

Once the negative charges on the surface have been neutralised, thus rendering the
surface completely hydrophobic, further adsorption on to the surface can occur via the
hydrocarbon chain of the surfactant [37]. If the initial layer is sparsely populated then a
monolayer is formed; if more tightly packed then a bilayer can be formed. The additional
adsorption provides a substantial positive charge on the particles and colloidal
restabilisation occurs with the particles in cationic form. With high additions of charged
surfactants a substantial increase in the total electrolyte can occur thus reducing 1/x and
giving a second coagulation region as a consequence of electrical double layer
compression [37].

With more polar polymers, e.g. polystyrene, and cationic surfactants a systematic
shift of the c.c.c. occurs to lower concentrations as the chain length of the surfactant
increases, a typical Traube’s rule effect [37]. With poly-(tetrafluoroethylene) particles
only very small differences are observed in the c.c.c. with variation of hydrocarbon chain
length [36].

Nonionic surfactants also adsorb on to polymer colloid particles and often produce
effective steric stabilisation of the particles (see section 10.1).

10. Steric Stabilisation

Although electrostatic stabilisation is very effective there are a number of conditions in
practice where it is not appropiate or where it cannot be used. For example, it has been
shown that in the presence of electrolyte charged particles coagulate at the c.c.c. Such
systems therefore cannot be used in high electrolyte conditions. It is also clear that such
systems are likely to coagulate on freezing, since with the separation of ice crystals the
electrolyte concentration increases in the equilibrium solution phase. Although non-
aqueous dispersions will not be discussed here this can be a situation of low dielectric
permittivity where charge stabilisation is often not viable.

An alternative mechanism is therefore needed to prevent entry of the particles into
the deep attractive well. An approach is shown schematically in Figure 11, which is to
surround the core particle of radius R with a layer of thickness 8. If the Hamaker
Constant of the layer is close to that of the medium the layer simply acts as a spacer and
prevents the surfaces of the core particles approaching to a distance of less than 29, thus
substantially reducing the depth of the attractive well to a value of the order of 1kT; the
latter being about the kinetic energy of a colloidal particle in Brownian Motion.

A more sophisticated approach shows that the energy of steric repulsion, V, can be
expressed in the form [11],

Vg = 4nck(yy — x)E - h/2)2(3R + 28 + h/2)/3Vp3 (26)

where v, is an entrophy parameter for the mixing of molecules in the ovelap region,
which for ideal mixing can be taken as 0.5; 7y, characterises the interaction of the
adsorbed molecule with the solvent. It follows that if %,=0.5, then V=0; for y,>0.5,
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Figure 11. Steric stabilisation

then Vg is negative and hence attractive and if ,<0.5, Vg is positive and hence
repulsive.

10.1. NONIONIC STABILISERS

Nonionic surfactants can be quite effective as steric stabilisers. For example, addition of
dodecylhexaoxyethylene glycol monoether at a concentration just above the critical
micelle concentration to a polystyrene latex containing particles of radius 26nm raised
the c.c.c. for lanthanum nitrate from 5.97x10* to 3.70x10° mol dm?. It was also found
with this system that flocculation occurred at or very close to the Cloud Point of the
nonionic surfactant. However, redispersion of the particles occurred on cooling below the
Cloud Point provided that the temperature was not taken more than ca 5 to 10°C above
the Cloud Point [11].

A further use of polyethylene glycol chains is to graft them directly to the particle
surface using a polymerisable monomer [38]; azo initiators have also been used for this
purpose [39]. For example, methoxy polyethylene glycol methacrylate, with 40 ethylene
glycol units, was successfully used in the emulsion polymerisation of styrene using as
the initiator system ascorbic acid and hydrogen peroxide. The particles so produced were
found to be colloidally stable in 0.75 mol dm™ barium chloride whereas similar charge-
stabilised particles had a c.c.c. of 2.1 x 10> mol dm™ barium chloride [40].
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10.2. FREEZE-THAW STABILITY

Grafting of polyethylene oxide chains to the surface of the latex particles also produced a
substantial improvement in freeze-thaw behaviour over that found with charge stabilised
particles [38]. As a method of assessing this behaviour the optical absorbance was
measured after thawing a dispersion which had been kept frozen for 3 days at 18°C. The
result was compared with a control which had been kept at ambient conditions for the
same period. Thus the freeze-thaw stability index was defined as:

T
Adsorbance of Control

The sterically stabilised system had an index of 0.60 compared with 0.03 for a charge-
stabilised system.

10.3. POLYMERIC DESTABILISATION - DEPLETION FLOCCULATION

The addition of polymeric species to a polymer colloid dispersion can produce a number
of effects including, network formation, bridging flocculation, steric stabilisation and
charge stabilisation or flocculation by reversal of charge if the polymer is a
polyelectrolyte. These effects depend, in addition to the chemistry involved, also on the
relative size of the particle and on the radius of gyration of the polymer, R.

Additional effects can be observed when the polymer does not adsorb to the particle
surface, for example, when the particle is already sterically stabilised by a species of
similar chemical structure. Phenomenologically what is observed is that at low dissolved
polymer concentrations the particles and polymer form a stable dispersion. However, on
increasing the polymer concentration a critical concentration is reached whereupon the
dispersion separates into a particle-rich phase in equilibrium with a second phase dilute
in particles. This effect has been termed Depletion Flocculation [41]. Although predicted
in 1954 [42] it has only been investigated recently in any detail. It can be treated as a
phase transition [43] and hence unlike the coagulation process discussed earlier it is
reversible, the particles redispersing on removing the polymer or diluting the system.

As in the previous sections this can be expressed as an energy of interaction given
by:

vap=nPoJ [(R+Rg)*- ] dr Q7

which for the boundary condition that V,, = 0 when h = 2R; or r = 2R + 2R¢ = 2D,
gives,

Viep = ~47Po,D°[1-3r/D +1*/D?|/3 28)
The osmotic pressure for the polymer solution can be obtained from the virial equation,

P,, = RTc, /M, + BRTc,? 29
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with M, = the molecular weight of the polymer and c, its solution concentration; B is
the second virial coefficient.

It is clear from eq. (28) that the depletion effect produces an additional attractive
effect which depends on the molecular weight of the polymer in solution. The larger the
molecular weight the longer the range of the attration. This is illustrated by some
experimental results of Sperry [44] who used five different hydroxy ethyl celluloses
which ranged in viscosity average molecular weight from 70,000 to 855,400. The
flocculation concentrations for polystyrene particles of diameter 430 nm, with an
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Figure 12. Depletion flocculation with ethylhydroxycellulose of various molecular weights.

adsorbed layer of a nonionic surfactant, Triton X-405, in 102 mol dm™ electrolyte are
shown in Figure 12. These results indicate a dependence of ¢, on molecular weight.
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1. Introduction

The question of how the particles are generated during an emulsion polymerization has
been a matter of intensive considerations since the beginning of emulsion
polymerization in the early years of this century. However, the first public scientific
papers appeared after the Second World War. During this time an intensive work was
done in each of the major companies to develop large scale emulsion polymerization
processes. Until today every year publications appear concerning particle formation in
the different kinds of heterophase polymerizations. The certainly incomplete selection
of references [1 - 50] illustrates the continuous activities in this field over the last nearly
50 years. Besides these original papers, one can find nucleation chapters also in the
following selection of monographs, proceedings and textbooks concerning polymer
colloids and heterophase polymerization [51 - 59].

It was found very early that micelles are not a prerequisite for the preparation of
latex particles [1, 6, 10]. FIKENTSCHER [1] and HARKINS [6] gave an explanation for
nucleation in non-micellar systems as they proposed a reaction of dissolved monomer
molecules with initiator radicals in water. The reason why the pioneers dealt mainly
with micellar systems is the much higher polymerization rate as well as the better
process yield [1, 6]. Especially, the work of PRIEST [9] has influenced all following
nucleation models as he discussed at the beginning of the fifties already single-chain
precipitation, primary particles, and interparticle combination, a phrase that is today
called coagulative nucleation.

With this impressive list of research activities over the last half century one could
believe that there is not anything more to do. However, at least two facts give reasons
for that this not to be the case. Firstly, there is a lack with respect to nucleation kinetics
to confirm one or the other nucleation mechanism. In most of the cases conclusions
concerning particle nucleation are based on experimental data which are obtained when
particle growth dominates compared to nucleation i.e., at already fairly high monomer
conversion. Secondly, it is the state of the art to start thinking about nucleation with the
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peculiarities of heterophase polymerization [S9] and not with the common features to
other nucleation events as for instance during crystallization and condensation
processes. The common features are governed by the thermodynamics and the
peculiarities are determined by chemistry and kinetics of the particular process. It has to
be pointed out that some approaches have been made in this direction but unfortunately,
only in a very general sense without any specific conclusions [31, 52, 57] for emulsion
polymerization. It should be noted that the thermodynamics of a nucleation process is
basically the same as for a phase formation and precipitation whereby the more general
term is phase formation.

2. Particle Nucleation in Emulsion Polymerization - a Special Case of Phase
Formation

The objective of this chapter is to recognize nucleation in emulsion polymerization or in
any kind of heterophase polymerization as a special case of phase separation that can be
described using general principles and equations. In this sense it has to be pointed out
that particle nucleation, precipitation, phase formation, and phase separation can be
used as synonyms.

The understanding of particle nucleation in emulsion polymerization as phase
separation or precipitation starting from a homogeneous solution becomes obvious by
reconsidering experimental results obtained by FIKENTSCHER [1, 10], BAXENDALE [2],
and FITCH et al. [12] for polymerization of an aqueous methyl methacrylate (MMA)
solution or by Priest [9] for an aqueous vinyl acetate (VAC) solution. The reaction starts
in a complete transparent aqueous solution but it ends with a latex.

At a distinct time the polymer phase precipitates in the form of latex particles i.e.,
particle nucleation occurs. For such a reaction the free energy function is shown in Fig-
ure 1 whereby the reaction coordinate is the concentration of polymer. The driving
force for the whole reaction (affinity) @ is given by the difference between the chemical
potential of the initial (it;) and the final state (u,). With respect to stability the curve
describes three different regions.

Free Energy
Hy

t=0

Figure 1. Change of free energy for a
reaction with phase separation (schematic
drawing)

o

Concentration

The line between points 1 and 5 describes a stability curve, i.e. the system stays in one
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phase. Two meta-stable regions are located between points 1 and 2 and between 4 and
5, respectively. In the region behind point 3 with respect to higher concentration the
system lowers its free energy by unmixing (phase separation, nucleation) into two
phases. It is obvious, that if the system overcomes the instability region between points
2-3-4 the affinity for phase separation increases. This means, point 3 corresponds to a
free energy of activation for the phase separation (AG,,,,) that strongly depends on the
experimental conditions. And, as the nucleation rate is an exponential function of
AG,,, it follows that nucleation is extremely sensitive to changes in experimental
conditions. Therefore, a fundamental understanding of the thermodynamics, kinetics,
and mechanisms of nucleation processes is of great importance for control of particle
structure and morphology. This is a very general conclusion valid for any phase
separation process (metal and polymer alloys, crystallization, bubble and droplet
formation) in different fields of material sciences but also meteorology and medicine
(formation of kidney stones or gallstones).

These considerations lead to the formulation of a general nucleation criterion that is
also valid for emulsion polymerization. Nucleation requires bringing the system into a
thermodynamic unstable intermediate state. Figure 2 illustrates this criterion by means
of a phase diagram.

A\ Temperature
one phase
TOAI ]
T —
To,z ]
Te —
. C
(lz‘“ | E two phases
T I [ i [
O m C @ @ Figure 2. Schematic phase diagram
Cs C $ ¢ G C B illustrating nucleation
Concentration

The solid line between the concentrations CB(” and CB(Z) describes the coexistance
curve that separates the system into a single phase region and a two phase region
(binodal). The dashed curves between the concentrations CS(]) and Cs(z) represents the
spinodal that controls the early initial stages of phase separation [60]. The open symbols
in Figure 2 represent two different initial states. For a phase separation the system must
be brought into the region between both curves indicated by the filled symbols. In the
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particular case depicted in Figure 2 this can be achieved either by increasing the
concentration or by decreasing the temperature. For the hypothetical initial state
characterized by T, and C,, both ways are possible whereas for that characterized by
T,; and C,, there remains only the temperature quench to Tg. The temperature quench
has a big meaning for crystallization processes and preparation of alloys. As emulsion
polymerization is carried out isothermally, the nucleation condition is reached by
increasing the polymer concentration. A quantitative estimation of the free energy for a
phase separation that leads to particles with a colloidal size is possible in the following
general way [61].

The change in the free energy (AGy) can be expressed as the difference between the
free energy of a nucleus and that of the molecules forming the nucleus according to
eq (1) where G(m) is the free energy of a nucleus (particle) consisting of m molecules
and p is the chemical potential of a single molecule in solution.

AGy = G(m)-m-p (N

G(m) is given by the free energy of the m molecules in a nucleus (eq (2)) whereby
due to its colloidal size it is necessary to distinguish between the molecules in the vol-
ume and at the surface. In eq(2) indexes v and s refer to volume and surface,
respectively, and g stands for the free energy of one molecule.

G(m)=m, -g, +mg g )
From eq (2) follows eq (4) if g, is expressed as the chemical potential p, and if the
surface tension (y,,) is defined as the surface area (As) based difference between the

free energy of a surface molecule and a volume molecule multiplied with the number of
surface molecules (eq (3)).

Tpw =(8s ~ 8y)mg/Ag ®)
G(m)=m-p,

Y pw A @

The chemical potential of the nucleating molecules for a diluted solution is ex-

pressed in a standard way by eq (5) wheie n° is the standard chemical potential, kT is
the thermal energy, and cppw is the molar fraction of molecules in solution.

n= ug + kBT~ln<p;V Q)

Equation (6) is valid for p, if the assumption is made that the molar fraction in that
case corresponds to the saturation value ¢* .

(6

%} w
wy =n +kgT-Inop
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The ratio (pwp/cpwp,Sat is the supersaturation (S) of the solution. Furthermore, it is assumed
that the nuclei have always a spherical shape and hence their surface area is expressed

as ¢y «(m- . ¢, is a constant and j is the chain length of the nucleating polymers. To
express the surface area in such a way is reasonable as the polymers in a nucleus are
randomly arranged and not ordered. So, the number of surface units is larger than the
number of chains in a nucleus. Especially, this becomes obvious for only one chain per
nucleus.

Combining eqgs (1) to (6) follows a general relation for the change of the free energy
of nucleus formation (eq (7)). This relation is well known from the classical nucleation
theory (CNT) and in the special form of eq(7) adopted for a heterophase
polymerization.

AGN =-m-kgT-InS+c¢ ~(m-j)2/3'7pw ™
¢, = (4m)"*(3My/ ppNA)ZB

Figure 3 elucidates some properties of eq (7) in dependence on m and j. These are
typical properties for the different kinds of nucleation processes.
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Thermal energy 323.15 K

4e-21
2e-21
Oe+0 -
-2e-21
-4e-21
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-8e-21

-le-20

1 1 T
25 30 35 40  Figure 3. Free energy of nucleation
m dependence on m and j; values for MMA

Equation (7) describes at a critical value m_;, a maximum that is interpreted as the
nucleation barrier. Nuclei formed with a number of molecules less than m.; will
dissolve again but if m is greater than m_; the nuclei are stable. At this point critical
conditions for the nucleation are defined. The relation to the phase diagram depicted in
Figure 2 is as follows. The polymerization starts as homogeneous isothermal reaction in
water with the formation of oligomers. At the very beginning the concentration of the
polymer molecules in water as well as their chain length increases and the system stays
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homogeneous as long as it moves into a region of the phase diagram where phase
separation is possible.

3. A Nucleation Model for Emulsion Polymerization Based on CNT

Equation (7) is the centrepart of a modeling framework for particle nucleation at the be-
ginning of an emulsion polymerization [48]. To model nucleation at this very early
stage of an emulsion polymerization means to predict the size of the nuclei, the number
of chains per nucleus, the chain length of these chains, and the number of nuclei for that
time when nucleation occurs i.e., for the critical condition (index crit). The solution of
eq (7) requires expressions to calculate the supersaturation and the chain length of the
oligomers. A calculation of S requires a relation for the solubility of the oligomers in
the dispersion medium (corresponding to ¢", ) in dependence on their chain length.
An approximation based on the FLORY-HUGGINS theory given by BARRETT [52] is very
useful in that case. The radical polymerization kinetics gives an expression to calculate
the concentration of oligomers (corresponding to ¢",) in dependence on chain length
and time. Finally, S (eq (8)) is a function of both polymerization time and chain length
of the oligomers. It combines polymer solution theory (third factor of the right hand
side of eq (8) with radical polymerization kinetics (eq (9)). For details of the derivation
it is necessary to refer to the original publication [48].

B(LY J(1 = exp(i (1= Xpw = 1/ D) ®)
S(t,j)=cy - — U |-|1h(D}|)-
hT 1+, 1)j ([ 2’0] [2 ]) exp(j- (1= Xpw — 1/ )
¢, =2My/p,
1/2
BLY = Cos EI. k[‘g]zét)]) ©)
pr-

[1,0] = [1,0] e xpt-k; -9

Equations (10) to (13) result for the size of a critical nucleus (D), for the number
of chains forming a nucleus (M), for the number of nuclei (N.;), and for the free
energy at the critical point (AG,,,,), respectively.

D, . =C3-
crit 3 kgT - InS
03 = (2/3)c)(6Mo/p,Ny) "
23 3
(J 'pr) an

Y, Cp - ————— 5
crit 4 3
= (kpT- 3ms)
¢y =((2/3)c))
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Nt = ©5 € XP(-AGna /kpT) (12)
cs=1/v,,
2 3
@)
AGpmax = 6 - 2
(kgT-nS)

6= (4127)c;

The expression for N as well as that for the rate of polymerization (eq (14)) is
based on ideas coming from Kkinetics of precipitation [62] where ky is the first order
nucleation rate constant.

RN =7 - Nerig as

Besides the kinetic constants, values for Y, and y,, are needed for a solution of
these equations. Swelling experiments with latex particles lead to values for the
interfacial tension particle to water [63], [64] whereas value for y,,, result from
investigations with inverse gas chromatography [65]. The only really unknown
parameter is AG,, that corresponds to an activation free energy of nucleation.
Nucleation occurs when the relation AG,,,, > vkgT is fulfilled. However, the value of v
is unknown and its experimental determination is a problem for any nucleation process
[66].

The most reliable prediction of this homogeneous nucleation model is the chain
length of the nucleating oligomers. This is due to the fact that after the first particles
have been formed the homogeneous model must be replaced by a heterogeneous model.

1 -£0,8
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1500 SEEESEREEL i . -
1200 0,::0:::..:..‘0.: R 15 Figure 4. Calculated nucleation
KR 20 j plane with v=10 for emulsifier

free emulsion polymerization of
Styrene, MMA, and VAC

Figure 4 shows a time-j plane (nucleation plane) calculated with a fairly high activa-
tion energy of 10k T. Nevertheless, some important features of this model approach are
visible. For different monomers, nucleation occurs at quite different times and j values.
Thus , the influence of monomer properties, especially with different water solubilities
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is clear. The higher the water solubility the higher j.; and the longer time it takes until
the first particles appear.
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Comparing results depicted in Figure 4 and Figure 5 it is clear that with decreasing
AG,,,, the number of possible nucleation events increases drastically whereby the first
nucleation (only to that applies the model) takes place at shorter polymerization times.
However, the value for j.; at which nucleation occurs changes only within a range of
+ 1. Furthermore, the strong influence of the water solubility of the monomers is clearly
seen. The higher the water solubility the longer the chain length of the nucleating
oligomers and the more nucleation events can occur. The results summarized in Table 1
, certify the predictive power of this model with respect to j.;. Furthermore, these
calculations state that more than one oligomer forms a nucleus, i.e., a multi-chain
precipitation takes place rather than a single-chain precipitation. Although the values
for m, especially if AG,,, is assumed to be 10 times kgT, are very unlikely, the
calculations never resulted in a value of m=1. The values for m obtained with v=1.01
seem to be likely as in that case also nucleus concentrations on the order of 10 m™
have been obtained.

TABLE 1. Comparison of calculated (js ) With experimental (. .) values of chain length for nucleating
oligomers

Monomer | jeiem (v=10) m (v=10) | jeritm (v=1.01) | m(v=1.01) Jerite Ref.
Styrene 6 887 5 3 5 [67]
MMA 11 223 12-11 4 10 [67]
VAC 22 110 23-25 4 18-20 [68]

Some important conclusions can be drawn from the CNT model approach with re-
spect to experimental investigations of the particle nucleation in emulsion
polymerization. Firstly, particle nucleation should start with a jump to a very large
number of particles within a very short period of time after the critical value of the
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supersaturation of oligomers in the aqueous phase has reached. Secondly, the
reproducibility of the experiments should be poor due to the exponential dependence of
the nucleation rate on AG,, (eq(14)). Thirdly, impurities in the water phase
(dispersion medium) should have a strong influence on the nucleation behavior
especially, if they influence the solubility of the nucleating polymers. Fourthly,
emulsifiers and micelles should play no direct role in the nucleation step as long as they
do not influence the solubility of the nucleating polymers. Fifthly, if surfactants are
present they lower v, as well as AG,,. (cf. eq (13)) and consequently the nucleation
should take place earlier. Points four and five describe two possible effects of emulsifier
molecules. However, the main effect of the emulsifier molecules is the stabilization of
the nuclei formed. Depending on the kind and concentration of the emulsifier the
number of nuclei may stay constant, increase or decrease after the first nucleation event
that is described by the model.

A further increase in the predictive power of this modeling strategy is possible if it
is extended to heterogeneous nucleation. This needs a modification of eq (7) as well as
of the polymerization kinetics as all species dead or alive can be captured by particles.
Today it is only a vision that the extended model can also be applied to treat radical
entry into existing particles.

4. A Strategy for an Experimental Study of Particle Nucleation in Emulsion
Polymerization

To detect and to investigate nucleation events is always a problem as at the time when
one feels the rain drop on the skin or when one sees light scattering in a formerly trans-
parent solution, it is already too late. The challenge is to be able to detect very tiny ob-
jects at low concentrations. Another problem arises from the fact that nucleation is a
very fast process compared to the whole duration of an emulsion polymerization.
Furthermore, if once the first particles are formed, the detection of another nucleation
event is still more complicated. So, to find a proper strategy is crucial for successful
experimental investigations.

It is very straightforward to use optical methods if one wants to detect the point
when a solution becomes turbid. If this method is dynamic light scattering, one can
determine a size without knowing anything about the particles even with dependence on
the polymerization time in a simple way [45]. However, any optical technique is never a
"yes-or-no" method as the response depends on at least three variables: the
concentration, the path length, and the power of the light source. This means that the
particular value of each of these variables could be insufficient to detect particles.
Nevertheless, optical methods are very useful tools and they become still more useful if
an additional method is simultaneously employed. With this second method, it should
be possible to measure changes in the composition of the solute in the dispersion. Since
in emulsion polymerization ionic species are present in the dispersion medium
conductivity measurement is such a method.

The use of an optical method requires that the only species which contribute to tur-
bidity or scattering are the particles. Especially, if a sparingly water soluble monomer is
used, a monomer feed into the dispersion must be maintained that is high enough to en-
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sure saturation for a certain time. On the other hand, this feed must be low enough to
avoid monomer droplets that disturb the experiment. The best way to realize such a
controlled monomer feed is to place a certain volume on top of the reaction mixture and
confine spreading to a known area with a glass shade. Stirring has to be adjusted to
avoid mixing of the monomer phase with the reaction medium.

Turbidity measurement is preferred as the optical method instead of dynamic light
scattering for at least two reasons. Firstly, turbidity can be used on-line in a stirred
system and secondly, it depends on both the size and the concentration of particles.
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TEM, DLS
off-line
T | 4,
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2 _1)?
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L ) ! PO .}
on-line A n,

Figure 6. Clarification of the experimental strategy to determine particle number-time curves

Figure 6 shows a scheme of the experimental investigation strategy to get particle
number - time curves based on these considerations. The basic idea is to measure the
particle size off-line (d,) and use that value and the on-line measured turbidity (1) to
calculate the polymer content (Mc) and subsequently the particle number (Np). A
detailed discussion of this procedure as well as results for the emulsifier-free styrene
emulsion polymerization are published in [49].

5. Particle Nucleation in Styrene Emulsion Polymerization - New Experimental
Results

5.1. EMULSIFIER-FREE POLYMERIZATION

During the experiments it turned out that conductivity is the only method for a detection
of the onset of nucleation. Firstly, it reacts earlier than transmission on changes during
the reaction [49] and secondly, it changes sharply within one second, the smallest time
gap between two data points for the particular conductivity set-up.

Curve A in Figure 7 illustrates this behavior and a comparison with curve B shows the
influence of styrene on the potassium persulfate (KPS) decomposition. Curve B results
are in the absence of styrene and can be used to estimate the KPS decomposition rate
constant. It results in the all-Teflon reactor at 60 °C a value of 6.5 10°s™ that is only
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slightly higher than a published value of 5.5 10°s™ obtained in a glass apparatus [69].
However, in the presence of styrene (the first part of curve A until the bend, Figure 7)
the decomposition is much faster and it results a decomposition rate constant of
8.6 107 s™'. This increase in the decomposition rate in the presence of organic material
is typical for KPS [70].

The results depicted in Figure 7 represent a very simple case as the reaction mixture
consists of only water, styrene, and KPS. The interpretation of this behavior is possible
if the following results will be considered. Firstly, when additional to the standard
procedure the pH is on-line recorded it turns out that the change of the proton
concentration, [H'], has exactly the same shape as the conductivity curve. Even the
bend occurs at the same time. Secondly, when the same experiment is conducted in the
presence of a buffer (Na,HPO,) conductivity remains unchanged during the entire
reaction. From these results it follows that under the particular experimental conditions,
the conductivity is governed by protons. With this knowledge, a recalculation of the
conductivity curve until the bend is possible [71].
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Figure 7. Conductivity change during KPS
decomposition in the presence (A) and
X+ 1.20 . ; : absence (B) of styrene; Recipe: Water, 25
’ mM KPS, styrene saturation concentration
0 500 1000 1500 2000

in water, 60 °C

t(s)

This is a proof for the conclusion that the first part of curve A in Figure 7 corre-
sponds to the pre-nucleation period. Since at the exact same time also a bend in the
[H']-time curve occurs, one can conclude that a part of the protons produced lose their
mobility. It is most likely that protons lose their mobility due to a specific adsorption or
due to an incorporation in the electrical double layer of the polymer particles nucleated
at this time. If this is true, an important conclusion is that a huge number of particles
nucleate within a time period less than a second and hence, faster methods are necessary
to investigate nucleation kinetics.

A second important conclusion is based on the reasonable assumption that the
amount of protons adsorbed is proportional to the particle surface area. If this is true
then the difference between the calculated (Z.,) and measured conductivity (Z) is
proportional to the proton concentration adsorbed at the particle surface ([H'],) and
hence, proportional to the total particle surface as described by eq (15).
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(15)

+ 2
Ztheo—Zoc[H ]S « Np -dp

Since the polymer concentration is very, low the turbidity (t) depends on the
particle number and particle diameter in a way as described by eq (16).

¢« Np -d5 (16)

As both conductivity and turbidity are measured on-line during the whole
polymerization, the combination of eqs (15) and (16) gives a possibility to calculate the
particle diameter quasi on-line from turbidity and conductivity data (eq (17)).
amn

T 4
=F-dp

Ztheo ~

In eq (17) F depends on a variety of different constants and cannot be calculated in
advance but, it can be fitted from measured particle diameters.

Figure 8 shows a result of such a fit with only one value for F over the entire
polymerization range. The error connected with the application of eq (17) increases
with increasing transmission (decreasing time). Nevertheless, particle diameter-time as
well as particle number-time curves are accessible quasi on-line over the entire
polymerization range. It is clearly seen that the particle number jumps from zero to 1,8
10 m? in that second when the bend in the conductivity curve occurs.
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5.2. POLYMERIZATION IN THE PRESENCE OF EMULSIFIER

In this case the investigation is more complicated as the on-line approach is only pos-
sible if the initiator decomposition rate constant is known. Unfortunately, the KPS de-
composition depends very strongly on the composition of the medium [70] and hence, it
has to determined for each particular case. Another problem with the use if conductivity
measurements arises if an ionic emulsifier is used as the absolute conductivity is in-
creased but the sensitivity is decreased. Nevertheless, the off-line technique is applica-
ble. Contrary to the emulsifier-free case (cf. Figure 8), the particle concentration in the
presence of SDS (concentration above cmc) increases over the entire reaction [50].
Furthermore, the particle concentration is more than two orders of magnitude higher
than in the emulsifier-free case.

In order to use conductivity measurements a non-ionic emulsifier (ANTA-
ROX ® CO 880, GAF Chemicals) was tested at concentrations below as well as above
the cmc. Figure 9 shows the on-line conductivity data.
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Figure 9. Change of conductivity during the
) emulsion polymerization of styrene in the
03 A B: 0.7 mM presence of ANTAROX ©® CO 880; Recipe:
® styrene, 25 mM KPS, 60 °C, ANTAROX ©®
ANTAROX ™ CO880 CO 880; Curve A: [S], = 0.1 mM is below
0.0 T T - cmgc; Curve B: [S],, = 0.7 mM is above cmc
0 1000 2000 3000 4000
t(s)

At first sight the curves look completely different compared to that of Figure 7 espe-
cially, if the emulsifier concentration is above the cmc (curve B). But, in both cases a
bend occurs after the initial increase in the conductivity, as well, indicating particle
nucleation.
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This interpretation seems to be likely as particles have only been detected by DLS in
samples taken after the bend. _

If the time of the bend is considered to be the nucleation time, the results depicted in
Figure 10 are obtained for variation in the emulsifier concentration [S],,. The nucleation
time decreases with increasing emulsifier concentration as it is predicted (cf. chapter 3).

6. Conclusions

A summary of the experimental findings leads to the result that four of the five predic-
tions from the model based on CNT (cf. section 3) have been clearly verified by the
experimental data. The influence of additives to the dispersion medium is not clear.
This is because in the presence of KPS any additive influences not only nucleation but
also the initiator decomposition. The poor reproducibility of investigations during the
nucleation period has been observed several times [45, 49]. Initial nucleation of
particles occurs suddenly as confirmed by the conductivity results, independent of
whether or not emulsifier is present even if its concentration is above the cmc. Finally,
nucleation occurs the faster after the start of polymerization the higher the emulsifier
concentration whereby the cmc is no special point.

A further use of CNT in emulsion polymerization may lead to models that will be
able to contribute to a better understanding of heterogeneous nucleation, secondary
particle nucleation, and capture of oligomers by particles.
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1. Introduction

Particle sizes and particle size distributions are of both technical and scientific
importance in emulsion polymerization systems. On the technical side, particle sizes
and particle size distributions are major determinants of a number of properties of a
polymer latex, such as its viscoelastic behavior. Scientifically, experimental PSDs can
furnish sensitive tests of mechanistic assumptions. Given the basic mechanisms and
component rate parameters, particle size distributions (PSDs) can be predicted (as
discussed in section 2 of this article). The problem is to find the values of those rate
parameters. The major unknowns are those involved in particle formation, and for this
reason part of this chapter examines the effect of nucleation on the PSD both
experimentally and theoretically. While physically reasonable parameter values can be
found which can reproduce experiment (e.g., the dependence of the particle number on
initiator and surfactant concentrations, and the PSD during Interval I), such models are
not yet reliably predictive. For cases where these rate coefficients have been
established independently, calculations of the PSD in the absence of new particle
formation give good accord with experiment. Moreover, appropriate comparison
between theory and experimental PSDs can be used to infer kinetic information such as
the size dependence of the entry rate coefficient.

2. Models for predicting PSD

2.1. PSDS IN ZERO-ONE SYSTEMS AND IN INTERVAL I

The correct evolution equations for particle formation and growth, which governs the
PSD in an ab initio emulsion polymerization, are one of the major unsolved
fundamental problems in the field of polymer colloids. There is no shortage of
evolution equations in the literature — indeed creating models for emulsion polymeriz-
ations is effectively a cottage industry. The problem is what are the correct equations,
and what are the correct values of the parameters that should go into them. What is
definitely known is that the nucleation event is a complex one.
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Figure 1. The events governing particle formation and the PSD in Interval 1.

Figure 1 shows one of the more complete reaction schemes for particle formation.
A charged moiety formed by initiator decomposition propagates with monomer in the
aqueous phase to form an oligomeric radical. This radical can have one of many fates.
It may be terminated in the aqueous phase, giving a dead oligomer. When the degree of
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polymerization is sufficiently high that the species is surface-active (this degree of
polymerization is denoted z), the radical may either enter a pre-existing particle or a
micelle, if micelles are present; this creates a particle by micellar nucleation.
Alternatively, it may grow further to a degree of polymerization j, when it may
undergo homogeneous nucleation. Precursor particles formed by either mechanism
grow by propagation, but are also colloidally unstable, and so may undergo
coagulation (“precursor particle” in this context meaning colloidally unstable).
Particles grow by propagation if a radical is contained within the particle, or by
coagulation. When a particle is sufficiently large, it becomes colloidally stable.
Nucleation ceases when all newly-formed aqueous phase radicals undergo either entry
into a pre-existing particle or aqueous-phase termination rather than forming a new
particle by either mechanism. At the same time, exit (desorption) can occur. During the
nucleation period, when particles are extremely small, it is reasonable to assume that
the system obeys zero-one kinetics.

Previous studies [1,2] have shown that, once what has been established as reliable
models for entry and exit are included, certain features of the PSD and of particle
formation (including the general shape of the PSD, the nucleation time, the quantitative
dependence of Np on surfactant concentration and on ionic strength) cannot be
reproduced without taking coagulation of precursors into account, even above the cmc.

The evolution equations for the PSDs are now given. These will be presented as
volume distributions, n(V,t), the particle distribution function at time ¢ and unswollen
volume V. These evolution equations are simpler in terms of unswollen volume than
those in terms of unswollen radius r, or swollen radius rp, because a growing particle
increases uniformly in unswollen volume. However, equivalent relations in terms of the
other variables exist, and indeed technically it is easier to develop numerical solutions
in terms of the radius distribution. The various distributions are related by:

n’]‘(r 07t)
= -3 1
(V) = ()
Swollen and unswollen size are related by:
. o 173
P m
—_— — 2
o (pm— [MlpMo) @

where pry and pp are the densities of monomer and polymer, and My is the molecular
weight of monomer. The average unswollen radius at complete conversion, <ry> and
the particle number are trivially related by:

total mass monomer
Np =

3

4 3
3<ro>> pp

2.2. ZERO-ONE KINETICS

The evolution of the PSD in a zero-one system are as follows (e.g., [1]). Since particles
can either contain zero or one radicals, the total particle size distribution is the sum of
the PSDs for particles that contain zero radicals, ny(V,f) and particles that contain one
radical. Because a monomeric radical (formed by transfer) can undergo desorption, it is
necessary to sub-divide the particles containing one radical into those where this
radical is monomeric, nl\{l and where it is polymeric, nll):
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n(V) = ng(V+n¥lv) + nP (1) @
These are normalized so that the number of particles per unit volume of the aqueous
phase is given by:

= J (no(V,+ (V0 +nM(v,1)) dV = _[n(V)dV )
0 0

The PSD evolution equations for zero-one systems are, from Figure 1:
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0
o (V1) 3
—= Piniciator(Vno — P — ke Mlpn} — 50 Kb+ kM1l
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The symbols are those defined elsewhere in this book [3], with some additional terms:
B(V,V) is the rate coefficient for coagulation between particles of volume V and V', V)
is the volume at which particle are deemed to form, k{ micelle iS the rate coefficient for
capture of an i-mer by micelles, the concentration of which is [micelle], and the rate
coefficient for propagational growth is given by:

K(V) = _P_IW_Q )

One also has the aqueous-phase concentratlons of radicals, both desorbed (E) and
arising from initiator ([IM;], where i is the degree of polymerization):
2fki[12]
M
M = T My +k wiR b
kl W[IMl 11M]w
(IM;] == = an

J-k;{I(V)n(V)dV +kf miceltelmicelle] + kg WM+ wlRlyw
0

10)




71

[Rlw = D [IM;] +[E] (12)
;
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The various entry rate coefficients are given by:

i-1
(V)= Pinitiator(V)#aE(V)E] ; Pinitiator = ]Zk&(mm,-] (14)

1=z

If there is no particle formation, the PSD evolution equations simplify greatly, both
because the particle formation terms are absent and because the system will normally
be colloidally stable, so that coagulation does not occur.

2.3. PSEUDO-BULK KINETICS

In the pseudo-bulk case, there is no limit on the number of radicals that may be present
in a particle and termination is no longer instantaneous. Since the very small particle
sizes that are present in nucleation mean that termination is extremely rapid, it is safe to
assume that all nucleating particles will follow zero-one kinetics (although it is
important to realize that systems with lown can follow pseudo-bulk kinetics: see
[1,3,4]). In pseudo-bulk systems, however, it is reasonable to assume that the particles
are colloidally stable, and hence both coagulation and particle formation can be
ignored. The evolution equations are:

on(V,n) _ o k7 n(V,t)) (15

ar v )

The time evolution of 7 requires that, because termination is rate-determining, chain-

length-dependent termination rate coefficients must be taken into account. Detailed
expressions for this have been given elsewhere (e.g., [1,5]).

Numerical solutions to both the zero-one and pseudo-bulk PSD equations can be
obtained by a number of techniques. Here, the finite-difference method is used, con-
verting these relations into coupled first-order differential equations; the variable is
changed from V to ry; see [1] for details. The reason that 7 is used is because this great-
ly reduces the number of equations, since if one chooses an even volume increment, the
number of equations in terms of V goes as the cube of the maximum volume.

2.4. MODELS FOR RATE PARAMETERS

Details of models and expressions for the various rate parameters in the PSD evolution
equations have been given elsewhere [1]. The micellar and particle entry rate
coefficient are obtained from the Smoluchowski equation:
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Micelle concentration is obtained as suggested by Giannetti [6]. The coagulation rate
coefficient B(V,V’) is calculated using DLVO theory with the Healy-Hogg model [7]
(see, e.g., [8,9]), and is dependent primarily on the surface charge densities and swollen
volumes of the two particles; detailed expressions have been given elsewhere [8], with
the following minor changes. The surface charge density is the sum of the contributions
from adsorbed and generated surfactant. All ionic end groups that were created through
the decomposition of initiator are assumed to be adsorbed onto the surface of a particle:
a reasonable assumption for small particles. The expression for the surface charge
density from monovalent ionic end groups is:

o1 = eNp /Ap 19
where Ap is total area of all particles in the system, e the charge on the electron and Ny
is the total number of ionic moieties that have been released through initiator
decomposition. The contribution from added surfactant is calculated assuming a
Langmuir adsorption isotherm:

where:

“=%O+m$m) @b

The Langmuir adsorption isotherm parameters are ag (the area occupied by a single
surfactant molecule) and by (which is related to the free energy of adsorption). The
amount of surfactant in the aqueous phase is given by:

Ap
[Swl =811~ (22)
Here [ST] is the concentration that added surfactant would have if there were no

adsorption.

B(V,V’) depends on the relative particle sizes, as shown in Figure 2. Large particles
coagulate more readily with small particles, than with particles of the same relative
size. This may account for the skewness observed in early-time particle size
distributions (when expressed in terms of volume) [10], as discussed in section 4.



73

Figure 2. Calculated dependence of coagulation rate coefficient (dm> mol~! s~!) on unswollen
radius of the two particles, from the Healy-Hogg model.

3. Experimental Methods of Measuring PSD

Many methods are available for measuring average particle size. Until recently, the
only reliable method for determining particle size distributions was calibrated
transmission electron microscopy. However, this technique is difficult, time consuming
and hard to apply to some polymers which have a tendency to melt under the beam
(e.g. MMA and vinyl acetate).

A more convenient method of determining particle size distributions is by Capillary
Hydrodynamic Fractionation, which can give full particle size distributions for particles
between 15 and 1100 nm in diameter. Values for average radius are typically within
5% of those achieved through electron microscopy [11]. Variations in the calibration
curve due to temperature or variations in the conductivity of the eluent can be detected
and corrected by obtaining a PSD for a sample of known size. Under typical operating
conditions, CHDF is sensitive to secondary populations that differ in diameter by 10%
of the diameter of the primary population. Sensitivity to small populations of secondary
particles can be checked by adding small amounts of a second latex of known size. The
time required to generate a full particle size distribution is usually 15 min. However,
CHDF requires dilution to low solids content. Another limitation is that the effect of
change in, e.g., the pH of eluent on systems that are suspected to be sensitive to such
changes cannot be measured by this method, since the detection method is sensitive to
changes in eluent conductivity.
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4. Experiment Results

4.1. PSD IN INTERVALS 2 AND 3

It has been shown [1,12] that values of rate coefficients obtained by kinetic means (see
elswehere in this book [3]) successfully predict the time evolution of the particle size
distribution in Interval 2, as illustrated in Figure 3. This task is relatively
straightforward, because all that is being examined is the change in size and
polydispersity in a pre-existing PSD. Nevertheless, it is one of the few occasions in
emulsion polymerization where one type of measurement is able to successfully predict
a completely different measurement without any adjustable parameters!

One particularly useful aspect of the time evolution of the PSD in a zero-one Int-
erval 2 system is furnished by competitive growth experiments [13,14], the data compr-
ising the PSDs of the two components of a bimodal seed. These experiments can, with
careful data interpretation [15] that takes into account the fate of exited free radicals,
lead to information on the dependence of entry rate coefficients on particle size (earlier
work [13,14] did not take these fates into account, and is therefore in significant error).
These data support (although do not prove!) the applicability of the Smoluchowski
expression for the entry rate coefficient of an oligomeric species, eq (16).

There seem to have been no systematic studies of the comparison between models
and theories for the PSD in a pseudo-bulk system, of the type illustrated in Figure 3.
Such an exercise is not likely to bring any surprises, and for that reason is certainly
worth performing.
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Figure 3. Comparison of measured and calculated radial PSD after 45 min growth in seed emulsion
polymerization of styrene; experimental data from [12]. Calculated PSD from values of entry and exit
rate coefficients measured from experimental conversion/time data.
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The PSD in Interval 3 is trivially obtained from a knowledge of conversion (since
virtually all monomer is contained within the particles).

4.2. SECONDARY PARTICLE FORMATION

Models for predicting particle size distributions are of great use in predicting conditions
for secondary nucleation. In addition, an important test for the validity of a model is the
ability to predict the initial conditions that will cause secondary nucleation.

The condition for the creation of a secondary population is that entry of newly-
formed radicals into particles be slow enough so that the competing process of particle
formation is significant. The PSD-based model of eqs (6-14) and section 2.4 can be
used to predict the amount of secondary nucleation in a given system, as now
exemplified (this illustration being an extension of the application of a simpler version
given previously [16]).

The system used for this study uses data [16] for the number of new particles
formed in a seeded emulsion polymerization of styrene at 50 °C over a range of N,
values, with [I5] =1x10-3 mol dm—3 persulfate, sodium dodecyl sulfate = 8x10~4 mol
dm~3, which is below the cmc, and seed particle swollen radius = 44 nm. Zero-one
kinetics hold under these conditions. Results are shown in Figure 4. It can be seem that
the observed number of new particles is reproduced excellently by the model, without
any of the parameters being adjusted. This supports the physical assumptions and
parameter values in the model, at least below the cmc.

4.3.PSD IN INTERVAL 1.

While the evolution of the PSD of a pre-formed seed is relatively easy to predict from
measured or modelled entry and exit rate coefficients, predicting the size and size
distribution of the particles formed in an non-seeded (ab initio ) polymerization is much
more difficult, because there are so many more rate parameters. There are two aspects
to such a test: quantitative (do the model calculations accurately predict Np and the full
PSD?) and qualitative (does the model correctly predict trends such as dependences on
initiator and surfactant concentrations and the qualitative shape of the PSD?). Success
in qualitative prediction supports the correctness of the underlying physical
assumptions, while correct quantitative prediction supports the full details of the model.
A comparison between theory and observation is for the PSD, Np and nobserved in
experiments [17] for the time evolution of the PSD just after the cessation of particle
formation in styrene. As such, the data should be sensitive to nucleation kinetics. The
original data interpretation [17] was without the extensive mechanistic information
subsequently obtained on entry and exit, and is therefore regarded as superseded. The
experiment used 2.38x10-2 mol dm—3 sodium dodecyl sulfate, which is above the cmc,
1.29x10~2 mol dm=3 potassium persulfate, at 50 “C. The PSD was measured 6 min
after the end of the inhibition period, when particle formation was thought to be
complete (the model however predicts that particle formation ceases at ca. 15 min after
polymerization commences). PSDs were obtained using electron microscopy.
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Figure 4. Predicted (lines) and observed (points) ratio of number of new to old particles in
styrene emulsion polymerization; conditions given in text. Experimental data re-processed
from [16].

Figures 5 and 6 show the observed and calculated radius and volume distributions.
The calculations used the zero-one PSD description, eqs (6-14). Parameter values
being given in the figure caption; the calculation used a simplified model for B(V,V’),
whereby coagulation occurs at the same rate coefficient B for interactions between any
particle and a particle with a swollen radius not exceeding a chosen value. The particle
number was poorly predicted: an order of magnitude less than the experimental value
of 3.6x1018 dm=3. Comparison of the PSDs shows that qualitative features are reprod-
uced, particularly the skewness in the early-time volume distribution. Accord between
model and experiment for Np could be obtained by parameter adjustment (e.g., by mak-
ing the saturation value of [M]p dependent on radius, as predicted by the Morton relat-
ion [18]); this curve-fitting exercise is not undertaken here. Moreover, these experim-
ents, being performed without thorough deoxygenation, may have had considerable in-
hibitor present which is known to lead to an increase in particle number (e.g., [19]), be-
cause it takes longer for precursor particles to become sufficiently large to capture all
newly-formed radicals in preference to their forming new particles. Indeed, the pres-
ence of oxygen can lead to highly variable N, unless de-gassing is carefully controlled
[20]. More extensive data of the type shown in Figure 5, under carefully controlled
conditions, will be required before truly reliable parameter values can be obtained.

5. Conclusions

In modelling the evolution of particle size distribution, it is critical that all of the mech-
anisms involved are considered. The PSD is governed by particle formation, while its
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Figure 5. Calculated (lines) and observed (points) radius PSDs (arbitrary units) for styrene emulsion
polymerization with SDS surfactant above the cmc, 6 min after the end of the inhibition period.
Parameter values in calculations: Dy, =1.5x10™ S cm? sl z2=3, Jerit=35, rmicelle = 2.6 nm, kj =
72x1077 571, k2w (dm3 mol! s71) = 1200 (z = 1), 280 (n = 2) and 260 (n > 3), kpl, kp (dm> mol™!
s71) = 2080, 260, kir = 2.9x10"2 dm® mol ! 571, k-4, = 8x10° dm® mol! s, remaining k y from
Smoluchowski equation, a = 43 A2, nagg = 162, [cme] = 3.9x10~3 mol dm >, [Mlp = 5.8 mol
dm™3 (assumed independent of particle size), B(V, V) = 10° dm® mol! s~ if either particles has rp
< 6 nm, = 0 otherwise. See [1,6] for explanation of parameter values.
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Figure 6. Data of Figure 5 plotted as volume distributions. Note positive skewness of the early-time
distributions.

subsequent evolution is readily calculated from what are now known to be reliable
models for entry and exit (testing of theory against experimental PSDs in termination-
dominated systems is yet to be carried out). The model can be used in a wide variety of
situations, including predicting where secondary particle formation occurs. Proper
quantification requires coagulation of precursors to be included, even above the cmc.

There are many situations where the parameter values are uncertain, requiring
further experiment. Since technologies are being developed that result in easily
measured full particle distributions, a better understanding of the kinetics of particle
formation and evolution can be expected. This understanding will be of great benefit in
intelligent design of both experiment and industrial applications.
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1. Introduction

The share of thermoplastic polymer produced by radical polymerization in water
dispersion is increasing steadily. This move towards water borne systems is obviously
driven by the environmental needs to reduce the use of hydrocarbons in the
manufacturing or polymer processing sites, and for the final customer to avoid exposure
to solvents. Besides, emulsion polymerization technology enjoys a number of
advantages : it is usually a kinetically fast reaction leading to high molecular weight
polymeric materials in high solids content water dispersion ; the viscosity of which
remains in the low to medium range, making temperature control during process
relatively easy. Compared with homogeneous radical polymerization, the mechanisms of
emulsion polymerization are still unclear as far as the reaction proceeds, and the level of
predictability remains poor in real systems when the number of monomers, chain
transfer agents and the range of operational variables is high. This is particularly true for
the development of molecular weight distribution (MWD) in emulsion polymers
produced at high conversions. The kinetic models for linear polymerization become
increasingly complicated as one approaches typical industrial recipes, requiring a large
number of kinetic parameters which cannot be determined independently : thus in
practice these unknown rate constants are estimated by fitting measurable characteristics
such as MWD to a given model. In non linear polymerization, i.e. systems where the
average functionality of the monomers exceeds 2, additional events like pendant or
terminal double bond polymerization and long chain branching due to chain stoppage by
radical transfer to polymer, make the kinetic scheme even more difficult to handle and
the mathematics so sophisticated that we may lose the actual physics which lies behind
it. Non-linear polymerizations however are most encountered in commercial polymers
produced in emulsions: e.g. vinyl-divinyl systems such as butadiene homo and
copolymers, polychloroprene and branched polymer such as polyvinylacetate and certain
polyalkylacrylates and ethylene copolymers. In a recent work, Gilbert [1] pointed out
that relatively little properly characterized experimental data on MWD that enables
thorough quantitative analysis, were available. They are even fewer in the field of non-
linear polymers of commercial interest such as those mentioned above. Moreover
important features of non-linear polymers such as crosslinks or branching densities are
not obtained through direct titration of chain connection points, but rather from model
dependant methods like swelling or dynamic mechanical properties. However, the
measurement of the fraction of insoluble polymer, or gel content, is a powerful but
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simple method to assess the level of connectivity of the polymer. In the first part of this
review, we will comment on some of the available techniques on gel fraction
determination, as well as on its role on latex film formation and the mechanical
properties that are derived therefrom. In the second part, the main kinetic models applied
to non-linear emulsion polymerization will be introduced.

2. Molecular Weight Distribution and Crosslinking in Relation with
Film Toughness.

A certain amount of recent work has clearly shown that the mechanical properties of a
latex film are not reached until the polymeric chains in neighbouring particles have
interdiffused across the interfaces to a depth which is equivalent to the radius of gyration
of a polymer chain situated at the interface [16-19]. SANS measurements performed in
parallel with stress-strain experiments on polybutylmethacrylate latexes [15] showed
unambiguously that the steep increase in fracture energy corresponded to the onset of the
interdiffusion process : after a 5 min annealing at 90°C the interpenetration depth is 2
nm which compares well to 3 nm, the mean molecular dimension for chain
entanglement. With increasing divinyl monomer contents (Methallylmethacrylate) this
interdiffusion process is more and more hindered, and when M., the molecular weight
between chemical crosslinks is lower than M, , the entanglement length, the films
remain extremely brittle after annealing. It is highly likely that the low molecular
weight fraction of the MWD is responsible for this fast rise of film toughness at short
annealing time. In the latter system, surfactant was used to stabilize the polymer
emulsion , wheras in commercial systems, copolymerization of hydrophilic monomers
is commonly used to impart stability as well as to obtain better adhesion properties
towards "difficult" substrates. It results in hydrophilic shell/hydrophobic core
honeycomb-like latex film morphologies [20]. In a series of poly-butylmethacrylate-co-
acrylic acid latexes, Winnik et al. [21] showed by fluorescence non radiative energy
transfer, that the mean apparent diffusion coefficient of the polymer increased with (T-
Tg), where T is the annealing temperature, and Tg the estimated transition temperature
of the particle shell. In similar systems, Joanicot et al. (Rhone Poulenc) [22] using
SANS measurements and stress-strain experiments reported that low molecular masses
were able to permeate through the hydrophilic membrane ; but only at temperatures
where the membrane happened to fragment, did a massive interdiffusion of the high
molecular weight polymer take place, eventually yielding tough films. In all of the cited
examples, the existence of crosslinked polymer and the peculiarities of the MWD of the
sol polymer are crucial in the prediction of the film formation and the development of
mechanical properties. Therefore, reliable methods for determination of these polymer
features as well as theoretical frames to predict them are strongly needed.

3. Determination of Gel and Crosslinks Densities in Emulsion
Polymers

The definition of 'gel', Wg, is for many authors a contentious issue ; diverse terms as
gel, macrogel, microgel, insoluble, organogel are often met [2]. We will limit the term
gel to every tridimensional covalent network produced within polymer particle during the
polymerization process and formed by free radical reactions, including e.g. transfer to
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polymer, copolymerization of multifunctional monomers, etc... Not considered are
crosslinking reactions which my take place after the polymerization process e.g. during
filmification, as is the case with reactive latex systems.

3.1. PHYSICALLY AND CHEMICALLY CROSSLINKED GELS

From an experimental point of view it is necessary to distinguish between a gel
produced by reversible physical interactions and a true gel consisting of covalently
crosslinked polymer chains. Linear polymer particles carrying charged surface groups
may give rise to large quantities of 'gel' when dispersed in a good solvent having a low
dielectric constant. This ionomeric effect, resulting from the interaction of ions pair and
giving rise to a three-dimensional network, is well documented [3-4] and may lead to
erroneous results during the measurements of the content of 'chemical' gel. For films
made from copolymer lattices and having the composition styrene/butylacrylate/acrylic
acid, Cohen-Addad et al. [6] have shown that W, , measured using toluene as solvent,
increased rapidly with the degree of neutralization of COOH groups ; this associative
effect disappeared when toluene was replaced with a solvent of high dielectric constant
(THF). It is clear that the choice of a solvent is critical as it must solubilize (swell) the
core polymer and disrupt the ionic bonds due to the charged groups present on the
particle shell.

3.2. METHODS OF MEASUREMENTS OF CHEMICALLY CROSSLINKED GELS
IN LATEX COPOLYMERS.

Crosslinked polymer molecules which occupy a substantial fraction of the particle
volume are likely to have sizes of a similar scale as the particle diameter, i.e. from a few
tens of nanometers to several hundreds nanometers. Hence, as opposed to crosslinked
polymer formed in an homogeneous medium which have an infinite size compared with
their soluble counterpart, microgels formed in latex particles will scale in size not too
far from the soluble chains. We thus better understand why the method of extraction
(e.g. Soxlhet apparatus) currently used for coalesced latex film have poor accuracy and
reproducibility. In this case the size threshold between gel and soluble polymer is badly
defined. Chromatographic techniques allow a better separation of gel and soluble
polymer by adjusting the porosity of the chromatographic packing. Malihi [7] has
proposed a method where the latex particles are transferred from the aqueous into the
eluting solvent (THF) and the different macromolecular species separated by a size
exclusion mechanism. The (micro)gel elute through the interstitial volume of the
packing much faster than the soluble chains which enter the internal porosity of the

stationary phase. In general the W, values obtained from this chromatographic method

(using a detector calibration procedure) tend to be higher than the extraction method. The
discrepancy is explained in terms of the microgel fraction which may go through the
filter and consequently may not be accounted for in the extraction test. The plugging of
the SEC columns remains a major drawback of this method. Thin Layer
Chromatography associated with Flame Ionisation Detection (TLC/FID) has been used
to quantify the degree of crosslinking and the level of grafting in core/shell composite
particles polybutadiene(-co-styrene)/styrene-co-acrylonitrile and polybutadiene(-co-
styrene)/polymethylmethacrylate[8]. Uncrosslinked butadiene-co styrene material is first
eluted with toluene, and a second development with methyl acetate reveals the
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polyacrylonitrile or polymethylmethacrylate grafted fractions. Quantification through
FID was possible with the aid of calibration curves.

Ultra centrifugation techniques have been optimized and have been often used to study
the sol/gel ratio of macromolecules obtained by emulsion polymerization [9]. Recently
[10] a more detailed analysis has been achieved using the determination of the
distribution of the sedimentation coefficients (s-distribution). A typical pattern of the s-
distribution of a partially crosslinked particle exhibit a bimodal curve referring to the
soluble (linear & branched species) and to the crosslinked gels respectively, and gives a
direct measure of W, . Because the force of sedimentation is independent of swelling and

the force of friction is proportional to the microgel size, the rate of swelling Q can be

obtained :

3

1 = Mmedium 1

Q — “’g pP p di __d2 ( 1 )
Sswollen n 18

with P, and Pmesim, the densities of the unswollen particles and the dispersion

medium, d the unswollen particle diameter, Ssworen the sedimentation coefficient of the
swollen particles and 7], the viscosity of the dispersion medium. This method allows,
at the same time, the determination of the percentage of gel and the crosslinks density by
applying the well known Flory-Rehner relationship [11] (high chain length
approximation) :

In(1-®,)+®, + y.D,” +%(<b;’3 —%):0 (2)

with ®D,=1/Q , the polymer volume fraction within the particle, W, the molar

volume of the solvent, ). , the solvent/polymer interaction parameter. Some
uncertainty arises however from the polymer concentration dependence of the s-
distribution which leads to a considerable underestimation of the Q and M. values
[10]. As already mentioned, (§2.1) the presence of ionic groups in the latex particles
gives rise, after film formation, to an ionomeric effect where the true covalent
crosslinking is augmented by an additional ionic crosslinking. It is possible to remove
this ionic contribution and to obtain information about the covalent gel alone, by
measuring the swelling ratio, Q, of isolated particles dispersed in water where the
ionomeric effect is at a minimum. A straightforward method was proposed by Vanzo et
al. for the accurate determination of the solvent uptake of latex polymer particles [12].
The rate of swelling is described by (2) where the surface free energy term,

(4ﬁy / doRT)Cme , is added to the left-hand side of (2), which then becomes equal

to In(P /Pg ). Y is the interfacial tension between the polymer particle and serum, P the
vapour pressure at a given volume fraction of polymer in the swollen polymer particle,
and P the vapour pressure at equilibrium swelling. Derivation of (2) shows that the
extrapolation to low solvent uptake gives the interaction parameter on one hand ; on the
other hand the contribution of the surface free energy term is shown to be negligible in
the medium solvent activity range (e.g. :P /P9 <0.7). The pressure/solubility curve
allows then a direct determination of the chemical contribution of Mc. This method
was applied to a series of copolymers styrene/butadiene/acrylic acid prepared with
increasing level of chain transfer agent (CTA) [13]. The M. values thus determined

c
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(Figure 1) , may be compared with (i) those obtained by the equilibrium swelling of
coalesced films and (ii) those obtained from DMA performed on dry films [14]. It
appears that chemical crosslinking, as measured on the water dispersed particles, is
noticeably smaller than the total crosslinking density, as measured from the elastic
modulus on the rubbery plateau, when the level of CTA approaches 1%.

106
Mci(g mole-1)
10° ° ° ¢
10 4 o o a
ﬁ (<]
° o
CTA (wt-%)
10 34
0 1 2 3

Figure 1 : Mc vs. CTA levels. (wt-% based on monomers) (1) @ : Mc values determined from pressure/
solubility curves on latex . Solvent : chloroform ; temp.: 25°C[13]. (2) Q : Mc values determined from films

swollen at equilibrium. Solvent: chloroform ; temp:. 25°C[13]. (3) O : Mc values determined from DMA
experiments [14].

4. Elementary Reactions in Non-linear Radical Polymerization

We will define systems as non-linear when, in the process of chain formation,
connection points between primary chains are established. Primary chains are imaginary
linear chains which would result if all crosslinks were severed. The most common non-
linear systems are those obtained by the copolymerization of mono-ethylenic and di-
ethylenic monomers, where the crosslinked units can be seen as tetrafunctional sites on a
macrocospic scale (Figure 2), or, on a microscopic scale, as two trifunctional branches
connected together. Actual tetrafunctional units might form if internal double bond are
attacked by a macroradical : it is doubtful however that this could happen because of the
their usually low reactivity.



*
Figure 2: Tetrafunctional link in vinyl-divinyl copolymerization. k,, k p : Tate propagation constant on
divinyl monomer and pendant double bond , respectively.

The divinyl monomers currently used commercially include for example,
divinylbenzene, ethyleneglycol and butanediol dimethacrylate, diallylphtalate, allyle
methacrylate ; their rate of use is usually in the range 0-5 %. Other divinyl monomers
such as butadiene and chloroprene are used as main components in the production of
industrially important elastomers. Cyclization reactions are an important feature of
vinyl-divinyl copolymerization : in primary cyclization the cycle forms within the
primary chain whereas in secondary cyclization the cycle forms between two or more
primary chains. Crosslinks formed in primary cyclization are not contributing to the
elastic properties of the gel molecules ; in some instances it may even delays the onset
of gelation [28]. One must keep in mind however that primary cyclization is significant
only when : (i) the pendant double bond (PDB) possesses a reactivity toward radical
addition of similar magnitude to that of the main monomer (for instance it is unlikely
that primary cyclization would play a great role in butadiene polymerization since the
vinyl 1-2 group are far less reactive than the diene) ; (ii) the monomer concentration is
low.

Chain transfer to polymer and monomer gives trifunctional connection points, as
sketched in Figure 3.

L

Figure 3a : Long chain branching through transfer to polymer. k;rp : rate constant for transfer to polymer.
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Figure 3b . Long chain branching through transfer to monomer. kmn : rate contant for transfer to

*
monomer. Kp TB : rate constant for propagation on terminal double bond.

In the transfer-to-polymer reaction (Figure 3a), a radical is formed on a dead chain
(generally through H-abstraction), which then adds monomer units to produce a long
chain branch which eventually terminates either by transfer or radical coupling. Transfer
to monomer (Figure 3b) leads to a double-bond terminated chain which can act as a
macromonomer, resulting also in long chain branching (LCB). Long chain branching is
well documented in vinyl acetate polymerization where transfer both to polymer and
monomer are known to occur [23-24]. Transfer to poly-conjugated dienes such as
polybutadiene or polychloroprene is thought to take place on the allylic protons, but it
still remains difficult to establish the respective contribution of transfer to polymer and
copolymerization of the PDB, to LCB and gel formation. Although not often quoted in
the literature, the transfer to polymer in acrylic emulsion polymerization is substantial
and leads in most cases to gelled polymer. 13C NMR has been used to identify the site
of grafting as the tertiary proton of the acrylic backbone : Lovell [5] et al. were able to
measure a level of grafting as high as 2 to 4 molar % in the emulsion copolymerization
of butyl acrylate and methyl methacrylate. In a comparative batch emulsion
polymerization of butyl acrylate (BA) and butylmethacrylate (BMA), the gel content was
50% in the case of BA, and was virtually zero with BMA since no tertiary protons
responsible for grafting are present on the polyBMA chain [15]. Radical back-biting
reactions are well known in ethylene polymerization, generating short-branched
structures [25]. Recently [26], intramolecular radical transfer reactions have been reported
for some vinylethers bearing a carbon atom on the B-position, with a capto-dative
substitution. This is the shortest branch that is possible to achieve since the back-biting
occurs on the pendant group of the propagating radical. Those short branches however do
not affect the MWD, nor they lead to any gelation. It is worth mentioning that some of
the CTA's,which are currently used in emulsion or suspension polymerization, can lead
to branched polymers : hence in the case of o-methylstyrene dimer, chain stoppage is
taking place through an addition-fragmentation pathway, resulting in a terminal double
bond on the dead chain. Even if the end chain o-methylstyrene group is sterically
hindered towards radical addition, it will eventually react when the polymerization
proceeds at high conversion. This non-linear system is virtually the same as the one
resulting from transfer to monomer as described in Figure 3b.
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5- Modelling Techniques in Non-linear Radical Emulsion
Polymerization

Mathematical models for the prediction of the evolution of molecular weight in
emulsion polymerization have been proposed (for instance [29-31] and references cited
herein), based on the elementary reactions of radical polymerization, i.e. propagation,
termination and chain transfer, and taking into account the kinetic events proper to
emulsion polymerization : water phase initiation, radical segregation and chain
desorption. Thermodynamics of monomer partitioning between water, polymer particles
and droplets has been also extensively studied [32]. Classical kinetic approaches as well
as statistic based models have been developed to compute instantaneous and cumulative
MWD's using various numerical methods such as coupled integro-differential equations
or large power probability matrix [31]. Until recently none of them actually addressed
the effect of non-linear polymerization in segregated medium. On the other hand, the
kinetic of network formation in homogeneous medium was first described by Flory and

Stockmayer more than 50 years ago [11]. Although it has been refined by a number of

authors, this mean field treatment of non-linear systems remains today a pretty good

guideline for predicting main trends in crosslinking reactions. Since then, some of the
limitations of the Flory-Stockmayer model have been removed by new theoretical
treatments :

e Generalized Flory's approach : Hamielec and Tobita [28,33,34] took into account
the history of individual chain during conversion and its role on the variance of the
crosslinks density.

e Numerical fractionation : proposed by Teymour et al. [35,36], this method describes
a cascade growth of chains subdivided in generations, that are constituted of branched
macromolecules of increasing size and branching density

e Monte Carlo simulation : Tobita et al. [37-41] shows that in the particular case of
colloidal polymer particles where the number of primary chains is finite, it is
numerically feasible through a Monte Carlo algorithm to keep track of individual
chains and to build the actual MWD including any branching and crosslinking
reactions.

5.1. GENERALIZED FLORY APPROACH

In his pioneering work, Flory made some simplifying assumptions to account for
crosslinking kinetics in vinyl-divinyl copolymerization : (i) the reactivities of all types
of double bonds are equal ; (ii) all double bonds react independently of each other ; (iii)
there is no intramolecular reaction in finite molecules. This system is actually a ternary
polymerization composed of the vinyl monomer, the divinyl monomer (symmetrical)
and the PDB. This ternary system can be eventually reduced to an homopolymerization
scheme by using pseudo-kinetic rate constants [42]. In butadiene polymerization where
the vinyl 1-2 pendant groups of polybutadiene show little reactivity, the instantaneous
and cumulative crosslinks densities are simply computed as :

*

__kx Sk _
p(x)_k,,(l—x) (3a) . p(x) a [1+(1/x)In(1-x)] @3b)
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- * . -
with X , the monomer conversion and k, , k, pseudo-kinetic rate constants for

crosslinking and propagation respectively. Beyond the gel point the fraction of gel
material is obtained according to :

r

W, =1- 3 wr)(1-pW,) @
r=1

with  and w(r) the length and weight distribution of the primary chains. This
approach suffers however from shortcomings because it considers that all the primary
chains have the same crosslinks density independent of their birth conversion
(equilibrium state). This is obviously far from reality : it is known indeed that large
heterogeneities in chain composition are produced with changes in operating conditions
(monomer feed profiles, temperature, starved vs. flooded conditions, etc...) which is a
common feature of industrial processes. A major improvement has been brought by
Hamielec and Tobita [28,33] who introduced the notion of birth conversion of primary
chains to consider the history of each chain in terms of composition and crosslinking
during reaction time : one discriminates between crosslinks formed instantaneously

during chain growth (Figure 4 : chain B, pi(x)), and the additional crosslinks
accumulated from birth conversion, @, to conversion x > 6 (Figure 4 : chain

A, p.(0,x)).

Figure 4 . Additional and instantaneous crosslinks according to [28]

When cyclization effects can be neglected, the additional crosslinks density is given

by :
9pa(6,%) _ ky [F(6) = pa(6, )]
ox  k, 1-x
with F5(0), the rate of incorporation of the divinyl monomer at conversion 6 . The
instantaneous crosslinking density is computed as :

_k[B&-p.@)x
)=,

Since each instantaneous crosslinked unit has a counterpart corresponding to an
additional crosslinked unit on a neighbour chain, it follows that :

P(x) = pa(x)+pi(x) = 2pa(x) = 2pi(x) @)

&)

©

At conversion X , the weight fraction of sol for the primary molecules formed at
conversion 8 is given by:
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W(6,x) = iw(r, 01— (0« (8, %)+ pi(0))W; (6, )] ®
r=1

If we know an analytical expression for the primary chain weight distribution w(r, ),

then W; (8, x) can be easily calculated numerically, and integrated over birth conversion
to obtain the accumulated gel fraction :

W, () = 1= Wi(x) =~ [ Wi(8,x)48 o
X 0

The form of w(r, 0) is straightforward when the radical compartimentalization has no
effect on primary chain distribution, which is the case when radical termination is
dominated by transfer. Fortunately this situation occurs quite often, for instance in vinyl
acetate and vinyl chloride emulsion polymerization, where the main event for chain
stoppage is transfer to monomer [23,24]. In the case of styrene-butadiene emulsion
copolymerization substantial amount of CTA is used ; the chain termination regime can
be estimated roughly comparing the rate of transfer to CTA ( Rcra ), to the rate of radical
flux (R = R, ) : there are usually several order of magnitude in favour of Rcra and

therefore w(r, @) is described by the most probable distribution :

w(r,0) = ’L'(x)zr—l—, 10)
(1+ (x))
with T(x) = Rera(x)/ R,(x) . This generalized Flory model was further adapted and
applied to the emulsion polymerization of dienes by allowing for semi-batch operations
and multi-monomer feeding [43,44]. The results below were obtained in the
copolymerization of styrene and butadiene in the presence of tertiododecylmercaptan
(TDM) as a CTA. The evolution of the gel content is reported in Figure 5 :

1,0
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conversion (wt-%)

0,0
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Figure 5 . Gel fraction vs. weight conversion in seeded semi-batch emulsion copolymerization of styrene
and butadiene (70-30 wt-%) in the presence of TDM (0.1 wt-%). @ : experimental points. Solid curve :
model (kp /kp set at 2.5x10'3). Conditions :[43]
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We observe a high insoluble fraction at the very beginning of reaction : as opposed to
crosslinking reactions in homogenous medium, the polymer content within the
particles, acting as micro-reactors, is relatively high even at low conversion and
corresponds in batch operation to the maximum swelling monomer to polymer ratio at
equilibrium (i.e. @, in eq.(2)). Crosslinks density of the gel fraction obtained from (2)
are compared with the model (Figure 6) : the total crosslinks density exhibits some
increase all through the conversion, but hinders the actual variance in crosslinks density
experienced by the chain according to their birth conversion , as depicted in Figure 7.

0,08

p (x10)
0,06
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e conversion (wt-%)
0,00 T T T T
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Figure 6 : Crosslinks density of the extracted gel vs. conversion. Same conditions as in Figure 5. @ : calculated
data according to eq (2) from experimental swelling ratios. Dotted curve : model
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Figure 7 . Computed additional crosslinks density (a: Dq (6 X ) ) and instantaneous crosslinks density (b :

Pi (x )) , Vvs. conversion. Same conditions as in Figure 5.
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The instantaneous crosslinks profile reflects the polymer to monomer ratio within the
polymer particle ; (i) a first rise at early conversion (batch condition) ; (ii) a plateau
during the steady-state regime and (iii) the stage III corresponding to monomer depletion.
The fast increase in the PDB polymerization during stage III could give some hint as to
the spatial inhomogeneities of the polymer particle ; the macroradicals are initiated in
the aqueous phase and captured on the particle surface, and in addition the mean average
length between crosslinks is much shorter than the kinetic length for chain transfer and
it is likely that the radical are segregated on the outer layer, leading to a crosslinks
gradient from the core to the shell of the particles.

5.2. NUMERICAL FRACTIONATION METHODS

An alternative approach to the mean field theory described above has been proposed,
based on the distribution functions of primary chains with discrete values of crosslinking
points [43]. In a vinyl-divinyl system it is shown that the instantaneous weight fraction
of primary chains of length n with m crosslinks is given by :
m m+1
w(n,m)=PP," er""—+ﬁP,P,,'""— an
m! 2 (m+1)!

with B=Ri/R, , T=R//R, , B=(R;+R)/ YR, B,=(R,)/ )R

P; =(R;)/2R , and 2R=Rf+R,+R,,+R* , i.e. the sum of the reaction

rates for transfer, termination, propagation and PDB addition, respeciively. The
derivation of the gel content is based on the assumption that only the chains with m
-values below a critical number Nrj; remain soluble. From eq.(11) and some additional
rules to account for the transitions between the different chain families with increasing
level of branching (m = 0, 1, 2) and the gelled polymer (m >Ncrj; ), a set of population
balance equations are then formulated. The gel content is finally obtained by subtracting
the amount of sol from the total mass of polymer. This model, together with the
generalized model of Flory were compared in the case of styrene-butadiene emulsion
copolymerization, and the evolution of the gel fraction can be seen in the Figure 8 given
below :
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Figure 8 . Calculated gel fraction vs. conversion in a semi-batch styrene-butadiene (70-30 wt-%) with TDM
as the CTA (0.8 wt-% based on monomer). Comparison between the generalized Flory model and the

approach of Charmot et Guillot [43]

Contrary to the Flory approach, this model generates "gel" material at very low
conversion, and interestingly as the threshold value Nrj; increases (For clarity only
Ncrit =2 and Ny =3 are represented in Figure 8) Wg converges towards the same
profile for both theoretical approaches.

In the "Numerical Fractionation" method of Teymour and Campbell [35,36 Jthe same
principle is applied but generalized to a percolation theory approach, and the gel
described as a fractal structure. The polymer in subdivided in linear and branched fractions
called polymer generations. These generations are composed of polymer molecules of
similar scale, and as one moves from one generation to the next, the average molecular
size will grow geometrically leading eventually to an infinitely large cluster (gel). The
cascade growth in a model system where transfer to polymer occurs and where the only
termination mechanism is radical coupling is sketched in Figure 9 : As reaction starts,
linear chains are being formed (L), which are subsequently reactivated through transfer to
the polymer backbone leading to branched species referred to as the first branched
polymer generation B1. Polymer in generation B1 will keep adding branches yet will be
considered to belong to the same generation. Transfer to the next generation will occur
only if a connection event takes place between 2 chains belonging to the same
generation, moving to generation B2. As the reaction proceeds, higher generation will
keep growing until gel appears, whereby these large sized clusters will be swept up by
the gel since it is known that the rate of most crosslinking reactions depend on
molecular sizes. Due to this cascade mode of growth, each generation is used to build the
next higher, and its weight fraction increases up to the gel point, after which it is
quickly consumed. Numerical application shows that the algorithm converges quite
quickly with the number of generations n ,, and a best compromise in terms of accuracy
and computing time lies somewhere between 5 to 10 generations.
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Figure 9 : Generation transfer chart . Linear (L) and branched (Bi) generations in the cascade growth as

o

proposed by Teymour and Campbell (36). km : rate constant for termination by combination

The method of computation is based on the determination of moments of live radicals
and dead chains for each generation, plus the overall moments. If n. is the highest ranked
generation before gel onset, then the model will consist in 3n¢ +5 ordinary differential
equations (ODE) and 3n. +5 algebraic equations that can be solved with any available
software package for ODE's. Thus the model enjoys a number of advantages: the
mathematics remains manageable even on a personal computer and it makes possible to
address non linear systems that otherwise could not be described and quantified properly
as far as the gel fraction is concerned. As an example, in a commonly encountered case
where transfer to polymer yields insoluble material (emulsion polymerization of
acrylics) the "Numerical Fractionation" technique will give the gel fraction whereas in
the Flory approach only the overall moments of the distribution are calculated up to gel
point, at which the 2nd moment diverges. In the same paper [36] Teymour and
Campbell proposed a method to reconstruct the MWD, wherein the molecular weight
moments of an individual generation are used to generate a Shultz distribution for that
species. It follows that multimodal MWD are produced. Although not physically
justified, this method of MWD reconstruction is supported by some experimental
evidence : for instance in the case of emulsion polymerization of chloroprene, it turned
out that some multiple peaks were visible in GPC trace in the vicinity of the gel point
[44].

Very recently and almost simultaneously, Arzamendi and Asua [45] and Mazzotti et al
[46] transposed this model to emulsion polymerization to take into account the radical
compartimentalization effects on gel and MWD development. As the MWD
reconstruction method was still questionable, Arzamendi and Asua proposed to subdivide
the first ne branched generations into sub-generations of chains with a constant number
of branches m. General balance equations were established taking into account the
whole radical distribution among particles together with the transfer rules between (sub-
)generations. An example of the application of this model is the emulsion
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polymerisation with branching arising from transfer to monomer and polymer. As
expected, while the initial fractionation technique generates multimodal MWD, the new
approach lead to a monomodal distribution skewed towards large Mw's, which seems in
better agreement with what is usually found experimentally [23,24]. Interestingly the gel
fraction was found to increase as the termination constant ke increases, but further
increase in ky. caused a drop of the gel content because under these circumstances the

average number of radicals, n, is close to 0.5 (system 0-1) and the probability of
termination between large macroradicals is very low, if not zero.

5.3. MONTE CARLO TECHNIQUE

In this model, extensively studied by Tobita and co-workers, individual primary polymer
molecules are generated at random and their fate is examined with regards to any
connection events (branching and terminal double bond polymerization, TDBP). This
technique seems particularly well suited to emulsion polymerization since the number of
polymer molecules in a particle is finite (e.g.: 3x103 for a 0.1 pum particle size and a
number-average chain length of 1000). The polymer particles are sampled at random and
all the polymer molecules in each of the particle are simulated with appropriate
probability functions, for instance : N(r), the instantaneous number-chain length
distribution of primary chain, P,, the probability that a primary chain starts growing
from a polymer backbone,P,;,, the probability of chain connection through TDBP.
Thus in the simple limiting case of emulsion polymerization of vinyl acetate with chain
transfer to polymer and transfer-dominated termination, a typical algorithm is outlined
below [40,41] :

1-determine r of the i-th primary chain (N(r))

2-start growing from a polymer backbone( P, ) ? yes goto 3 , no goto 4

3- select a polymer molecule at random on the weight basis and attach branch chain,
4- if the primary radical adds a TDB on existing polymer molecule, connect them

5- return to 1

Compared with experimental data, this method gives a good correlation with the actual
MWD for moderate conversion, but tends to overestimate the high molecular weights
tail of the MWD at high conversion. This approach ensures however that the actual
MWD development remains within the particle boundaries, whereas in bulk models
which are "forced" into segregated systems, giant molecules can be produced whose sizes
are larger than the polymer particle. When termination by radical coupling is introduced
in the model, a strong MWD broadening is observed which can be attributed to gel
formation, although the criteria for the onset of gelation and gel quantification are not
obvious [47]. Simulations were carried out in vinyl-divinyl emulsion polymerization
systems with some simplifying assumptions [48] ; the gel or microgel fraction is
assimilated to the weight of the largest cluster and appears qualitatively as a sharp peak
on the reconstructed MWD. When the gel fraction is close to 1, the MWD resembles the
particle size distribution. This narrow-shaped distribution of the so-called gel polymer
can be explained qualitatively by using the same formalism as in the Numerical
Fractionation scheme : the cascade growth will converge to a generation occupied by
only one giant molecule with a size comparable to the particle volume, whose further
growth is only allowed through transfer from lower generations. Even if this approach
has not yet received a thorough experimental validation, we can note the striking
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resemblance between the MWD's simulated by Tobita and the GPC traces of partially
crosslinked acrylic latexes that can be seen in [7].

6. Conclusions

As a conclusion to this overview in kinetic modelling of crosslinked systems we have
listed in Table 1, as a guideline for selecting the appropriate model for a given situation,
the different theoretical approaches together with their main capabilities.

TABLE 1. Fields of application of models in non linear free radical polymerization. (1) : a :
vinyl-divinyl copolymerization (low drift in crosslinks density). b : vinyl-divinyl
copolymerization (large drift in crosslinks density). c: long chain branching with radical

coupling.
Model Systems | Bulk | Segregated Gel MWD
(1) media media content
Flory a
Flory/Hamielec/Tobita ab O [ ]
Numerical Fractionation a,b,c ® ® [
(Teymour) _
Numerical Fractionation ab,c [ [ ] [
(Teymour, Arzamendi,
Mazzotti) _
Monte-Carlo (Tobita) a,bc [ () [ [

As it was first stressed, the mean field treatment from Flory and its generalized form
appear today as reliable tools, within the reach of any polymer chemist wishing to
explore a given system. Numerical Fractionation opens a new route for unravelling
complicated cases often found in the real life, such as the build-up of gel in acrylic
systems. The radical segregation adds another level of complexity to the whole scheme,
but recent work has shown that the compartimentalization effect can be incorporated
successfully. Fortunately, many emulsion polymerization systems can be reduced to
some limiting case where radical segregation plays a minimal role and the bulk or
pseudo-bulk approach applies, as least for the prediction of the primary chain
distribution. Last but not least, the Monte-Carlo technique has exhibited its enormous
potentialities to tackle the challenging complexity of free radical emulsion
polymerization, its large computing time however is so far a serious drawback. As it
was noted in the introduction, experimental studies on MWD's in emulsion
polymerization have been left behind compared with theoretical and modeling
developments, and should be the subject for much future work.
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1. Introduction

Although polymerization through to very high conversion is of great importance indust-
rially, there has been little mechanistic work published in the area. It is necessary that
there be essentially no residual monomer in a commercially viable product. The specific
definition of no residual monomer depends on current environmental legislation
requirements which are always becoming stricter, typically in the ppm range. Residual
monomer is commonly removed industrially by burn-out, which usually involves
addition of a redox initiator and/or temperature increase. However, the peculiarities of
mechanisms at high conversion are poorly understood, and increased understanding
could lead not only to better control but perhaps to new polymer properties. This paper
presents some novel facets of polymerization in the high conversion region. These
include the distribution of monomer between the phases, initiator efficiency, kinetics of
the reaction, and the resultant molecular weight distributions.

2. Initiator Efficiency

2.1. ENTRY MODEL

In emulsion polymerization it is known that initiation of chains occurs by entry of init-
iator derived free radicals from the aqueous phase (ignoring transfer). Typically a hydro-
philic initiator, e.g. a sulfate radical, needs to react with monomer in the water phase
before it is sufficiently surface active to enter a particle irreversibly. For the case of
ionically stabilized lattices the overall initiator efficiency, fi, is approximated by [1-3]:

V2fhllo] ke }
{ kow Mly T 1 )
It is apparent that as the aqueous monomer concentration [M]y, decreases, so does the
initiator efficiency. The value for the critical degree of polymerization, z, is expected to
depend on water solubility of the monomer: the (admittedly simplistic) hydrophobic free
energy model [1] (see eq (11) of [3]) predicts that z = 2-3 for styrene, 4-5 for MMA and
ca. 10 for vinyl acetate (the order follows that of the solubility of monomer in water).
With the values of [M]s, pertaining to “ordinary” conditions (e.g., Interval II and most
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of Interval III), eq (1) predicts, for example, that styrene usually has very low initiator
efficiency whereas the efficiency of initiation in MMA and VAc will be very high.
However, at high conversion, [M]s, will become small, and fi can decrease dramatically
because of the strong dependence on [M]y, for these monomers. We now further explore
this possibility.

2.2. MONOMER PARTITIONING

To calculate the entry rate, the aqueous phase monomer concentration needs to be
known as a function of conversion. This requires the partitioning of monomer between
the particles and water phase (except for very unusual circumstances, such as monomers
of very low water solubilities, the transport of monomer to particles through the aqueous
phase is not expected to be rate-determining [2]).

Several monomer partitioning relationships have been used in the literature. The
simplest is an empirical relation between unsaturated and saturation concentrations of
monomer in the particle and water phases:

My __ (M, )0'6
[M]w,sat_ [M]p,sat

A more sophisticated approach is to use the Vanzo equation [4]:

1/3
M 2Vmy (¢pP
m(u\[,[]—v]v";at) = In(1-¢pP) + gP(1-Pp 1) + x(¢pP)? + m’r’O;T ) (3)
where ¢pP = volume fraction of polymer, P, = average degree of polymerization of the
polymer, y = Flory-Huggins interaction parameter, ¥ = particle-water interfacial tension,
Vm = partial molar volume of monomer, and r, = unswollen radius of particles. This has
been shown to fit data for a number of monomer systems, including those with more
than one monomer present [5-7]. However, there have been no studies of this
partitioning at very high ¢,P.

As a start to elucidating the applicability of the Vanzo equation at high conversion,
the partitioning of MMA has been measured at very high ¢,P. A monomer-swollen latex
was centrifuged, and the amount of monomer in the aqueous phase measured by GC.
Figure 1 shows the aqueous phase monomer concentration as a function of the weight-
fraction of polymer, wp. As wp increases the aqueous monomer concentrations drops off
rapidly. Three fits are shown to the data: eqs 2 and 3, and a third-order polynomial fit.
On these scales each appear to fit the data almost equally well. However when the high
wp region is emphasised by plotting against logw, (where the weight-fraction monomer
wm = 1-wp), Figure 2, the difference in the fits becomes apparent. The 0.6 power
relationship deviates beyond wy, of 0.97 (i.e. wy, > 0.03). The Vanzo equation similarly
deviates around wy, of 0.97 wﬁen physically reasonable values for y and y are taken
(note that the Vanzo equation can be made to fit the data excellently over the whole Wp
range, but this leads to unphysical values for y and ¥, e.g., negative }) Due to the
inadequacies of the two relationships a polynomial was used to fit the data in subsequent
work. The temperature dependence of [M]y/[Mly, sat is small [S].

2
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Figure 1. Data for monomer partitioning: concentration of MMA in aqueous phase (measured by GC),
compared to saturation value, as function of weight-fraction polymer in 50 nm particles at 25 °C, and
various fits as described in text. Vanzo fit used y = 0.3, y= 21 dyne em L,

O experiment
0.0 — Polynomial fit
-------- Vanzo fit
==== 0.6 Power fit
M] -0.5 1
Iog—W
[M]w,sat
-1.0 1
-1.5 4
-2.0 T !
001 .01 1 1

Figure 2. Data of Figure 1 re-plotted as function of monomer fraction wyy, = l-wp.

2.3. PREDICTION OF ENTRY EFFICIENCY

From a knowledge of the partitioning data the initiator entry efficiency can be estimated
using eq (1). Figure 3 shows the calculated initiator entry efficiency for MMA as a
function of wp, for both the 0.6 power and the polynomial forms of the partitioning data.



100

The calculated efficiency drops markedly in the last 10% of conversion: from 0.7 at
intermediate conversion (a value which is in accord with experiment [8]) to extremely
low at high conversion (note that the 0.6 power fit overestimates the entry efficiency
above 98% conversion, as does the Vanzo fit; the latter is not shown). This suggests that
persulfate is an ineffective initiator for the removal of residual monomer, this prediction
arising from the strong dependence (fourth power, from the value of z for MMA) of the
efficiency on [M]y in eq (1).
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S 3 0.6 power
8 ] s olynomial
= L ,/ poly!
o o1+ s
8 F P
3 i.-
= 4
£ 001
s 3
5 G
3 -
.0001
3
00001 —rrrrrr——rrrrr——rrrrm
.0001 .001 .01 A

Wm
Figure 3. Dependence of initiator entry efficiency on weight-fraction monomer at high conversion for
MMA, calculated using eq (1), [persulfate] = 5%10~3 mol dm‘3, k1= 106 s‘l, z =4, for the 0.6 power
and polynomial fits to the monomer partitioning data.

Figure 4 shows the calculated entry efficiency for butyl methacrylate. The partit-
ioning of BMA has not been measured, and so the 0.6 power relationship was used for
this calculation. Since BMA is much more hydrophobic than MMA the entry efficiency
at wp = 0.9 is much lower, nor is the predicted drop in efficiency is as sudden.

2.4. LOCATION OF MONOMER

Using the measured partitioning of MMA monomer between the particle and water
phases it is straightforward to calculate the fraction of monomer in the aqueous phase as
a function of conversion. Figure 5 shows this for different solids contents. As
conversion increases, the fraction of monomer in the aqueous phase increases until a
maximum at around wp = 0.97, whereupon it drops off rapidly. This means that most of
the residual MMA monomer at the end of a reaction is located in the particle phase.
Strategies to remove residual monomer must take this into account.
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Figure 4. Predicted dependence of initiator entry efficiency on wyy, for BMA, calculated using eq (1),
[persulfate] = 5x1073 mol dm™>, k1= 108571, 2=3, assuming the 0.6 power relationship of eq (2) for
monomer partitioning.
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Figure 5. Percentage of MMA in the water phase as a function of wp, for different solids contents,
calculated using the experimental partitioning data of Figure 1.

3. Rates at High Conversion

Conventional polymerization models predict that n should always increase with
conversion. It has however been reported [9] that direct EPR measurements of 7 in an
MMA latex at high conversion show a significant decrease in 7 in the last few percent
conversion. The explanation suggested for this effect was that proposed [2,10] to explain
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the observation of an increase in the amount of low molecular weight species formed at
high conversion in a styrene emulsion polymerization, viz., a spatial inhomogeneity
arising from the surface-anchoring phenomenon, whereby the charged end-group of
entering free radical remains attached to the surface; this mechanism will be discussed
in detail in section 4. Both of these phenomena (changes inn and in the MWD) are now
explored further. In each case, seeded emulsion polymerization is employed, with a pre-
formed seed of the appropriate monomer.

3.1. PROPAGATION IN GLASSY SYSTEMS

In glassy polymers such as MMA and styrene, the propagation rate coefficient becomes
diffusion-controlled [11-13] at high conversion, resulting in a dramatic decrease in kp.
This places inherent limitations on the rate at which residual monomer may be
polymerized.

3.2. n IN RUBBERY SYSTEMS

The high conversion behavior of 7 in MMA is made complex by the glassy nature of
the system, in addition to any complexities arising from low monomer concentration per
se. To elucidate the reported behavior in n, we carry out observation in the rate at low

monomer fraction in a rubbery polymer, BMA. In a rubbery system, diffusion
coefficients also drop as conversion increases but not as drastically as in a glassy
polymer, and kp, is not expected to become diffusion-controlled. To eliminate any
peculiarities which might arise from purely physical effects of low monomer
concentration (as might conceivably arise form non-ideal mixing of monomer and
polymer, etc.), studies were also performed where the fraction of monomer wy, was very
small, but polymer fraction w, was intermediate, by adding butyl iso-butyrate, the
saturated analog of BMA. Figure 6 shows the measurements of7 as a function of w, for
undiluted BMA at different initiator concentrations, obtained from dilatometry
experiments (the relation between polymerization rate and n requires the value of kp,
which is well established for this monomer [14,15]. A decrease in 7 is seen for this

rubbery system, as was previously reported for MMA.

Figure 7 shows the corresponding results with an inert diluent present (when of
course wy, is no longer the same as 1-wp). Again a decrease in 7 was seen at high
conversion. This indicates that the drop in 7 is a real effect caused by the low monomer
concentration (consistent with the predictions of the surface-anchoring mechanism) and
not caused by an anomaly at very high wp.

It might be postulated that a side reaction of persulfate in the absence of aqueous-
phase monomer at very high conversion may somehow be responsible for the observed
decrease in n. However, a similar decrease in 7 at high conversion is seen with the
water-soluble azo-initiator 4,4'-azobis(4-cyanovaleric acid), showing that this effect is
not a peculiarity of persulfate kinetics.



103

1.5 J(initiator] / 103 mol dm—3

cot++ T T T T
0.88 0.90 092 094 0.96 0.98 1.00
Wp

Figure 6. Experimental values of n vs. wy, for undiluted BMA at different concentrations of persulfate
initiator; Np =3.0x10!7 dm_3, unswollen radius of BMA seed = 42.4 nm, 50 °C. Noise in 7 arises
because 7 is obtained by numerical differentiation of dilatometric data.
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Figure 7. High-conversion n as function of wp for BMA seeded emulsion polymerization of BMA, as in
Figure 6, but with addition of inert diluent (butyl iso-butyrate, the saturated analog of BMA); [persulfate]
=1.05x10~3 mol dm.



104

3.3. n IN GLASSY POLYMERS

The observation by Westmoreland and co-workers [9] of an increase in 7 in MMA as the
reaction went to high conversion, followed by a drop at conversions > 95%, has also
been seen by the present authors, as shown in Figure 8. The conversion at which the
drop in 7 occurs is lowered as particle size is increased.

It is emphasized that the drop at higher conversion is not predicted by “convent-
ional” emulsion polymerization models, including those which take all the complexities
of chain-length-dependent termination [16] into account [8,17,18]. As seen in Figure 8,
even those models which reproduce the observed behavior in these and other MMA
systems (including y-radiolysis relaxation data) at all except very high conversions,
nevertheless predict a monotonic increase in 7. This is in contradiction to experiment,
where n drops off dramatically at wp = 0.97. The modelling includes the monomer
partitioning and decrease in initiator efficiency discussed earlier, so the discrepancy is
not caused by errors in the aqueous phase monomer concentration. Nor can this
deficiency in model be ascribed to inaccuracies in the input dependence of kp on wy
(that used here, obtained by early EPR studies [13], is deemed to be the best available),
since there is no qualitative change if this dependence is varied within reasonable
bounds. The same holds true for the possibility that the experimental behavior of 7 in
Figure 8 is an artifact arising from calculation of this quantity from the rate obtained
from dilatometric measurements (which requires both kp(wp) and an assumed linearity
in density with polymer fraction), since the same behavior is seen both in direct
measurements of 7 by EPR [9] and in the dilute rubbery system of Figure 7.

60

S|
"

20 1
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Figure 8. Observed (points) and modelled (line) dependence of n on wp for MMA seeded emulsion poly-
merization at 50 °C. Conditions: Np = 1.6x10'7 dm‘3, [persulfate] = 2.3x1072 mol dm'3, swollen
particle radius = 54 nm. The simulations used models and parameter values in [8,17,18].

4. Spatial Inhomogeneities from Surface-Anchoring

The drop inn cannot be due entirely to a decrease in the entry rate of initiator-derived
free radicals (see Figure 3), since this was also taken into account in the model
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prediction for MMA in Figure 8. During most of the duration of an emulsion
polymerization, the dominant termination mechanism is between a long, relatively slow,
entangled polymer radical, and a short, rapidly diffusing, radical (from transfer and/or
initiator [8,17]). This should hold in a rubbery polymer even to complete conversion
because the diffusion coefficients of short species do not vary drastically as wp
increases. The predicted monotonic increase inz arises from the gel-effect phenomenon
of a decreasing average termination rate coefficient arising from these short radicals
become longer and longer prior to termination as wp increases [18]. There must be
another mechanism occurring at high conversion which is not being accounted for in the
model.

The drop in n observed can be explained by surface-anchoring: spatial
inhomogeneities occurring in the latex particle at high conversion, resulting in
localization of radicals in the outer volume (shell) of the particle, causing an increase in
the termination rate and thereby lowering 7 [2,10,19]. When an oligomeric radical enters
a latex particle, it is likely that the initiator-derived sulfate end group is anchored on the
surface due to its hydrophilicity. At intermediate conversions, where there is plenty of
available monomer, the radical end can quickly grow by propagation away from the
surface of the particle. If transfer occurs (as is very likely), this spatial randomization
will be increased even further by the rapid diffusion of the short species derived from
transfer, prior to its propagation. However, at high conversion, the monomer
concentration is much lower, and so the radical cannot grow as quickly away from the
surface; the rate of transfer will be similarly reduced. This causes the radical
concentration to be shifted from being evenly distributed throughout the particle to
being concentrated in the shell of the particle, which can lead to an increased rate of
termination by an entering radical in the shell of the particle, causing the overall drop in
7. The postulated mechanism is illustrated in Figure 9.

As initiator concentration is increased the rate of termination will also increased. The
mechanism of Figure 9 suggests that the wp, at which the drop in n occurs should then
become lower.

5. Molecular Weight Distributions

It has been pointed out above that a number of workers have observed a large increase in
the amount of low (< 105) molecular weight material formed at very high conversion in
styrene [19,20] and in MMA [9]. An example of this is given in Figure 10. This shows
the molecular weight distribution as In(number distribution) [denoted InP(M)], where
the number distribution P(M) is the number of chains with molecular weight M, this
being obtained from the GPC distribution w(logM) by means discussed elsewhere
[21,22]; approximately, P(M) = w(logM)/M 2. The appearance of a large excess of low
molecular weight species at high conversion is most apparent. This is consistent with the
surface-anchoring mechanism [2], since it is apparent from Figure 9 that this should lead
to low molecular weight polymer produced in the shell of the latex particles. This could
influence film-forming and water-resistance properties in the final application of the

polymer.
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Figure 9. The suggested mechanism whereby surface-anchoring leads to a decrease in r2because of
increased termination in the outer shell at high conversion. This shows the expected differences in
distribution of radicals between intermediate and very high conversion regimes based on chain growth
rates.

6. Conclusions

Emulsion polymerization at high conversion poses the challenge of removal of residual
monomer. However, the effects which operate at very high conversion also open up
some challenges and possibilities of extending or shortening growth in this regime (e.g.,
by controlled feed) to improve control of polymer products and processes.
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1. Introduction

The miniemulsion process is an emulsification process which involves the use of mixed
emulsifier combinations, comprising a mixture of an ionic surfactant, such as sodium
lauryl sulfate, and a cosurfactant, such as a long-chain alcohol, e.g. cetyl alcohol [1], or
a long-chain alkane, e.g. hexadecane [2]. The product of such process is a stable oil-in-
water emulsion with an average droplet diameter in the range of 100-400 nm.

Polymer latexes can be prepared by the miniemulsification process via two different
routes, depending on whether the oil phase to be emulsified is a polymer solution or a
monomer. The first route is by direct emulsification of a polymer solution into an
aqueous phase and the subsequent removal of the solvent used in reducing the original
viscosity of the polymer. The second route involves preparation of the monomer
miniemulsion followed by initiation of polymerization in monomer droplets, using
water-soluble or oil-soluble initiators.

In this paper, a review with references will be given of the principles of preparation
of miniemulsions, polymerization of monomer miniemulsions, and applications of
miniemulsions.

2. Preparation of Oil-In-Water Emulsions
2.1. PRINCIPLES OF EMULSIFICATION

The emulsification of an oil in water is the result of two competing processes: the
dispersion of the bulk oil phase into droplets and the coalescence of the droplets to form
the bulk phase. Coalescence is favored over dispersion from the point of view of the
free energy. Thus the coalescence of droplets must be prevented or retarded if the
dispersion of droplets is to be stable. The efficiency of this dynamic emulsification
process is determined by the relative efficiencies of formation and stabilization of
droplets, which are determined by: (i) the intensity and duration of agitation; (ii) the type
and concentration of surfactants; (iii) the mode of addition of the surfactant, and the oil
and water phases; (iv) the density ratio of the two phases; (v) the temperature; and (vi)
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the viscosities of both phases. Much work has been done to correlate these parameters
with the stability and droplet size of the emulsions [3-8].

Since preparation of an emulsion is a kinetic process, the droplet size is sensitive to
the intensity of the agitation employed. Many different types of emulsification
equipment are available (e.g., mixers, colloid mills, or homogenizers). Also used are
ultrasonifiers, which convert electrical energy to high-frequency mechanical energy, and
electric dispersers, in which the oil streaming through a capillary is subjected to a high
positive potential, breaking it into droplets which are collected in an immiscible
medium [9]. One interesting feature of electric dispersion is the uniformity of the
emulsion droplet size [9,10].

With increasing surfactant concentration, the emulsion droplet size decreases due to
the decrease in the oil/water interfacial tension to a low plateau value. There are several
guidelines to the choice of the surfactant [5]: (i) it must have a specific molecular
structure, with polar and nonpolar ends; (ii) it must be more soluble in the water phase
so as to be readily available for adsorption on the oil droplet surface; (iii) it must adsorb
strongly and not be easily displaced when two droplets collide; (iv) it must reduce the
interfacial tension to 5 dynes/cm or less; (v) it must impart a sufficient electrokinetic
potential to the emulsion droplets; (vi) it must work in small concentrations (vii) it
shouid be relatively inexpensive, nontoxic, and safe to handle. A wide variety of
commercial surfactants fulfill these requirements.

The temperature has only an indirect effect on emulsification because of its effect on
viscosity, surfactant adsorption, and interfacial tension. An increase in the density
difference between the oil and water phases results in a decrease in droplet size owing to
the different velocities imparted to the two phases during emulsification.

2.2. EMULSIFICATION USING MIXED EMULSIFIER SYSTEMS

The emulsification of oil in water by mechanical shear using practical concentrations of
conventional surfactants, such as sodium lauryl sulfate, usually gives average droplet
sizes in the range of 2-5 pum, and at best, as small as 1 pm. The emulsions have broad
size distribution so that an emulsion with an average droplet size of 1 pm contains
droplets as small as 0.5 um. However, it was shown that [1,2,11-14] fluid, opaque
styrene-in- water emulsions of 100-200 nm average droplet size were prepared by simple
stirring using 0.5-2% of the sodium lauryl sulfate- cetyl alcohol mixed emulsifier
system. These important and initially unexpected results have spurred a large amount of
research on the conditions under which miniemulsions may be formed and the
mechanisms for their formation and stabilization. Since this initial work, many
alternative cosurfactants have been proposed. In most cases these alternative
“cosurfactants’” have no surface activity but instead act as simple diffusion retarders (e.g.,
long chain alkanes, oil-soluble initiators, polymer of certain molecular weights).
Regardless of the cosurfactant employed the shear device has a large influence on the
droplet size obtained. The most efficient shear devices for the miniemulsification
process are the Manton Gaulin Submicron Disperser (Gaulin Corp.), the Microfluidizer
(Microfluidics Corp.) and Ultrasonication homogenizers. The following reviews some
studies on the conditions for miniemulsion preparation and stabilization.

2.2.1. Emulsification using Fatty Alcohols
When a fatty alcohol is employed as a cosurfactant, the resulting miniemulsion droplet
size distribution and stability are sensitive to a large number of variables including
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alcohol chain length, molar ratio of alcohol to anionic surfactant, order of addition of
materials, etc. In these systems it has been hypothesized that the droplet stability is
attributable to two distinct mechanisms: the formation of a surfactant/cosurfactant
interfacial complex preventing coalescence of droplets, and the reduction of the rate of
diffusion of the dispersed phase from smaller to larger droplets. In most cases it is
expected that both of these mechanisms contribute to the stabilization, but it has yet to
be conclusively determined to what extent each of these are contributing. In order to
characterize the effect of interfacial association between the fatty alcohol and the anionic
surfactant, a large amount of research has been devoted to studying dilute aqueous
solutions of these materials. The presence of liquid crystals in aqueous solutions of
sodium lauryl sulfate/cetyl alcohol has been proven using birefringence [15,16,17,18]
and viscosity measurements [5,18]. It has been hypothesized that these liquid crystals
may continue to exist to some extent even after emulsification with an oil. Proof of
this was provided by Hessel [19] who used phase-contrast light microscopy to show
multilameller structures at the surface of miniemulsion droplets prepared from aqueous
solutions of sodium lauryl sulfate/cetyl alcohol without homogenization. However,
these droplets were approximately 1pm in diameter, considerably larger than those
typically found in miniemulsion systems. The reduction of droplet size by
homogenization may change the droplet/water interface. The following summarizes
some additional results on the stability of miniemulsion droplet stabilized using fatty
alcohol/anionic surfactant systems. It will be seen below that the nature of the interface
in these systems plays an important role in not only the stability of these droplets, but
also the kinetics of miniemulsion polymerization.

Several researchers have found that the order of mixing is an important variable in
the preparation of stable miniemulsions using fatty alcohols [1, 20,21,22]. The
common conclusion of these researchers is that in order to form stable miniemulsions, a
gel phase [23] consisting of the fatty alcohol, the ionic surfactant, and the water must
first be prepared by agitation at a temperature above the melting point of the fatty
alcohol. When such a gel phase is prepared, spontaneous formation of miniemulsions
with gentle stirring has been reported to occur [22]. This behavior is consistent with the
interfacial barrier theory for stabilization of miniemulsions. On the other hand it has
also been recognized that the formation of a gel phase may not be required when
homogenization is used to prepare a miniemulsion. Again these differences may be due
to the different mechanisms operative depending upon the droplet size distribution of the
miniemulsion droplets.

The fatty alcohol chain length and the fatty alcohol-to-surfactant ratio are important
variables for the formation of stable miniemulsions. Both Choi [20] and Ugelstad [24]
found that the stability of miniemulsions prepared with fatty alcohols increases as the
chain length of the alcohol increases (C;, -C,,). These results seem most consistent
with the fatty alcohol acting as a diffusion retarder rather than forming an interfacial
barrier. On the other hand, several researchers have noted that an optimum cosurfactant
to surfactant ratio exists when fatty alcohols are used to stabilize miniemulsions. These
data suggest some type of order or packing at the droplet/water interface preventing
coalescence of droplets.

Chou et al. [25] obtained the best stability for styrene and benzene miniemulsions at
a molar ratio of cetyl alcohol to ionic surfactant between 1/1 and 3/1. Choi also
obtained maximum stability for his miniemulsions of styrene stabilized with sodium
lauryl sulfate and cetyl alcohol in this range [20]. These researchers formed their
miniemulsions by spontaneous emulsification in a pre-formed gel phase of fatty alcohol
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and anionic surfactant. In contrast, Goetz [21] showed using transmission electron
microscopy and light scattering that a miniemulsion's average droplet size decreases with
increasing cosurfactant to surfactant ratio beyond 3/1 indicating that an optimum ratio of
cetyl alcohol to sodium lauryl sulfate does not exist. This result was also found by
Miller et al [26]. using capillary hydrodynamic fractionation to determine the size of the
miniemulsion droplets. Both of these latter researchers used a sonifier to homogenize the
droplets to small size.

The apparent discrepancy between the above results may be due to the effect of
droplet size reduction through homogenization on the molecular association of fatty
alcohols with  anionic surfactants. As mentioned previously, the stability of
miniemulsions prepared using fatty alcohols may be attributed to either the formation of
interfacial complexes between the surfactant and the cosurfactant preventing coalescence
of droplets, the reduction of the rate of diffusion of the dispersed phase from smaller to
larger droplets, or a combination of both. By this reasoning, it is possible that different
mechanisms are operative depending upon the miniemulsions' droplet sizes.
Specifically, for smaller droplets, (i.e., those prepared using homogenization) the
stabilization may be mostly due to retardation of the rate of diffusion, while for larger
droplets (those not homogenized) the stabilization may be mostly due to the presence of
interfacial complexes. It follows from this mechanism that the molar ratio of cetyl
alcohol to sodium lauryl sulfate should be more important for larger droplets (prepared
without homogenization) than for smaller droplets prepared using a high shear
homogenizer.

Finally, the water solubility of the dispersed phase has also been shown to affect a
miniemulsion's droplet size and stability. Specifically, Brouwer et al. [27] showed that
the ease of formation of miniemulsions increases with increasing water solubility of the
dispersed phase, but the overall stability of the miniemulsions decreases with increasing
water solubility. This behavior is also expected for emulsions stabilized using
conventional surfactants.

2.2.2. Emulsification using Highly Water Insoluble Compounds

A large amount of research has also been conducted on miniemulsions prepared using
water insoluble compounds such as alkanes and oil soluble initiators. Ugelstad [24,28]
has suggested that the stabilization of miniemulsion using compounds such as
hexadecane as a cosurfactant could be explained by the Higuchi and Misra concepts [29].
These rationalize stabilization by retardation of the interdroplet d1ffusnon of the oil phase
due to the presence of the relatively water-insoluble hexadecane (10‘ M) inside the
droplets.

According to Higuchi and Misra, emulsion degradation by diffusion is the result of
increasing water solubility of the oil with decreasing droplet radius. Accordingly, in an
emulsion system the small droplets are thermodynamically unstable and tend to dissolve
while the larger droplets grow at their expense. Since the rate of emulsion degradation is
controlled by the diffusion rate of the compound with least water solubility, the presence
of the relatively water-insoluble hexadecane or fatty alcohol in the miniemulsion causes
its stabilization by retarding the diffusion rate of the oil phase. Smith et al. [30]
correlated the rate of emulsion degradation to the ratio of the partition coefficients of the
less water-soluble to the more water-soluble components; the higher the ratio the more
efficient the compound in stabilizing the emulsion. Ugelstad emphasized that the water-
insoluble compound must also have a relatively low molecular weight [24].
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Ugelstad [24,28] treated the emulsification process on the basis of thermodynamic
concepts where the stability of miniemulsions is considered to be the result of a semi-
equilibrium which is established when the concentration potential, developed due to the
transport of the more-water-soluble compound from the small to the large droplets,
balances the potential energy due to the difference in droplet size. Ugelstad also
explained the increased swelling capacity of the miniemulsion droplets with monomer.
The large energy of mixing, mainly entropy of mixing, due to the interaction with the
cosurfactant balances the increased interfacial energy due to large increase in particle size
as a result of swelling with monomer

Delgado [31] studied the stability of miniemulsions prepared using hexadecane and
concluded that there was no optimum ratio of co-surfactant to surfactant. This result was
also found by Rodriguez [32]. Both researchers noted that as the molar ratio of
hexadecane to surfactant was increased, the shelf-life and centrifugational stabilities of
the emulsions increased. However, they also noted for molar ratios greater than 4/1, the
stability increased only slightly. Alduncin et al. [33] showed that oil soluble initiators
can also be employed for preparing stable miniemulsions. In their studies it was found
that the stability is sensitive to the water solubility of the oil soluble initiator
employed.

Finally, it has been reported that under certain conditions polymer predispersed into
the oil phase can aid the stability of homogenized monomer droplets [34]. However, the
use of polymer as a true cosurfactant seems debatable since, as pointed out by Ugelstad
[24,28], the oil droplets should be unstable to diffusion degradation by the Morton-
Kaizerman equation [35]. In this case it is likely that polymer is dispersed by the
homogenizer forming small polymer particles at the time of polymerization initiation.
Thus these systems are probably neither conventional nor miniemulsions but rather a
form of seeded emulsion polymerization.

3. Preparation of Latexes by Direct Emulsification of Polymer
Solutions

This section describes the preparation of artificial latexes prepared by direct
emulsification of polymer solution in water. Until recently, the artificial latexes (also
referred to as pseudolatexes) were the least important of the three categories outlined in
the introduction section. Artificial latexes were typified by aqueous dispersions of
reclaimed rubber, butyl rubber, and stereoregular rubbers such as cis-1,4-polyisoprene.
Since emulsion polymerization is limited to monomers which can be polymerized by
free-radical vinyl-addition polymerization, latexes of polymers which cannot be prepared
by this method can only be prepared by dispersion of bulk polymer in an aqueous
medium, for example, by emulsification of the fluid polymer in water.

3.1. CONVENTIONAL VS. MINIEMULSION METHODS OF PREPARING
ARTIFICIAL (OR PSEUDOLATEXES)

Artificial latexes (or pseudolatexes) of polymers such as epoxy resins, polyester,
ethylcellulose, stereoregular rubber, and polyurethane, may be prepared by the dispersion
of the corresponding bulk polymer (or a solution of the polymer) in an aqueous medium
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using conventional surfactants and emulsification methods. The various methods for the
preparation of latexes by emulsification of polymer solutions were reviewed by Blackley
[36] and Warson [37]. Basically, there are three different methods for the preparation of
artificial latexes by emulsification:

1. Direct Emulsification [38-41]. The liquid polymer or polymer solution in a
volatile water-immiscible organic solvent (or mixture of solvents) is emulsified in water
containing surfactant using conventional emulsification methods, and the emulsion is
steam-distilled to remove the solvent.

2. Inverse Emulsification [42-45]. The liquid polymer or polymer solution in a
volatile water-immiscible organic solvent (or mixture of solvents) is compounded with a
long-chain fatty acid (e.g., oleic acid) using conventional rubber mixing equipment and
mixed slowly with a dilute aqueous base, to give a water-in-polymer emulsion, which
then inverts to a polymer-in- water emulsion as more aqueous base is added; the
emulsification is then steam-distilled to remove the solvent (if used).

3. Self-Emulsification [46-48]. The polymer molecules are modified chemically
by the introduction of basic (e.g., amino) or acidic (e.g., carboxyl) groups in such
concentration and location that the polymer becomes self-emulsified without surfactant
upon dispersion in acidic or basic solutions.

With all three methods, the emulsification may be carried out at elevated
temperatures to lower the viscosity of the polymer or polymer solution. Emulsification
at temperatures above that of boiling water may be carried out under pressure.

Self-emulsification gives average particle sizes as small as 100nm, much smaller
than the other two methods and fully competitive with those produced by emulsion
polymerization. However, one major disadvantage is the hydrophilic functional groups
of the polymer which make the coating films water- sensitive. Moreover, the
concentration and location of the functional groups is critical: with too low a
concentration or improper location of the functional groups, the polymer is not self-
emulsifiable; with too high a concentration, the polymer forms a polymer solution
upon emulsification-neutralization. Thus, although self-emulsification gives average
particle sizes which are competitive with those produced by emulsion polymerization,
its applications are limited by the water sensitivity of the films.

The latexes prepared by direct or inverse emulsification have average particle sizes in
the range 1-10 pm with a small- particle size tail extending to about 0.5 pm, about 5-
10-fold larger than the 100-300 nm average particle size of commercial coatings latexes
prepared by emulsion polymerization. This 5-10 fold difference in particle size is
responsible for the inferior film properties and poor shelf stability of these artificial
latexes compared to the synthetic latexes prepared by emulsion polymerization.
Consequently, a substantial decrease in the average particle size of latexes prepared by
direct or inverse emulsification would be an important contribution to the development
of water-based coatings.
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3.1.1. Critical Particle (or Droplet) Size for Settling or Creaming, and Influence
of Particle Size Latex Film Formation

The critical size for settling (or creaming) of an emulsion may be calculated from the
criterion of Overbeek [49], which states that colloidal particles that settle at a rate of
only 1 mm in 24 hrs according to Stokes’ law will never settle in practice, because of
the Brownian motion of the particles and the thermal convection currents arising from
small temperature gradients in the sample. The Brownian motion, which results from
the unbalanced collisions of solvent molecules with the colloidal particles, increases in
intensity with decreasing particle size. The convection currents depend upon the sample

size and the storage conditions.
The rate of settling (or creaming) of spherical particle according to Stokes’ law is:

Rate of settling (or creaming) = (dp2/18 M Pp - Prediom® (1)

where dp is the particle diameter, 1 the viscosity of the medium, p, and pyequm the
densities of the particle and the medium, respectively, and g the gravitational constant.
Substituting the foregoing settling rate of 1 mm in 24 hr. into eq (1) gives the critical
particle size for settling. Figure 1 shows the variation of critical particle size with
density difference between the particles and the medium as a function of viscosity of the
medium calculated from this equation.
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Figure 1. Variations of the critical particle diameter for settling (or creaming) with density difference
between the particles and the medium as a function of viscosity of the medium.

For polystyrene latex particles in water, the density difference is 0.05 g/ml and
the viscosity of the medium is about 1 cps; therefore, from Figure 1, the critical particle
diameter for settling is 650 nm. This calculated size is in good agreement with the
foregoing experimental observation [50] that monodisperse polystyrene latex particles of
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800 nm diameter settled within 3-6 months and particles of 500 nm diameter or smaller
never settled. Since most of the polymers to be emulsified to form artificial or
pseudolatexes have densities in the range 1.10-1.15 g/ml, their critical particle diameters
for settling would be 300 nm or smaller. Therefore, it is critical whether the
emulsification process produces droplets of 1000 nm or 200 nm diameter.

The artificial or pseudolatex used for coatings must form a continuous film upon
drying under given conditions. The forces exerted on the latex particles during drying
are those arising from the water-air and polymer-water interfacial tensions [51,52]. The
maximum shear modulus of a polymer particle that can coalesce upon drying from an
aqueous latex is calculated to be about 11x10° Pa for a particle diameter of 100 nm at 30
dynes/cm surface tension [53]. This maximum shear modulus decreases inversely with
increasing particle size, that is, the maximum shear moduli for coalescence of patticle
diameters of 1000 nm and 10,000 nm are 11x10° and 11x10* Pa, respectively. Thus, the
larger the latex particle size, the softer must be the polymer for the particle to coalesce
upon drying. If the shear modulus of the polymer is too high for the latex particle size,
the coalescence will be incomplete and the film properties will be poor.

3.1.2. Preparation of Artificial Latexes by Miniemulsification

The miniemulsification process, as described in Section 2.2, was used in the preparation
of a wide variety of polymer latexes [54-58]. Examples of such polymers include
polystyrene, poly(vinyl acetate), epoxy resins, €poxy resin curing agents, ethylcellulose,
cellulose acetate phthalate, polyesters, alkyd resins, rosin derivatives, synthetic natural
rubbers, poly(vinyl butyral), Kraton (triblock styrene-butadiene-styrene copolymer,
Shell Chemical Co.), EPDM, and silicons.

Fully cured and air-drying polyurethane latexes can also be prepared by
miniemulsification [55, 56, 58, 59]. The approach used in the preparation of fully-cured
polyurethane latexes involves dissolution of the urethane prepolymer (prepared by
solution polymerization) in a reactive monomer system followed by the
miniemulsification to form miniemulsion droplets. This is followed by polymerization
of the monomers in the miniemulsion droplets using oil-soluble or water-soluble
initiators to form a urethane/acrylic latex system. A similar approach was recently used
to make a alkyd/acrylic latex system [60].

3.1.3.  Preparation of Core-Shell Latexes Using the Miniemulsification Process

Latex systems with core/shell particle morphology are used in solving many practical
problems in several application areas such as adhesives, sealant, self-crosslinking
thermoset coatings, paper coatings and as impact modifiers for many polymer matrices.
Core/shell latex particles are usually prepared by a two-stage emulsion polymerization
process. The core latex is prepared in the first step, which is then used as seed in the
second stage polymerization to coat the particles with the second polymer.

An alternative approach to produce core/shell latexes is to use the miniemulsification
process to prepare the core latex which is then used as seed in an emulsion
polymerization process to overcoat the particles with the shell polymer. This approach
offers the advantage that one can select any type of polymer to be used as seed and not
be limited to polymers prepared by emulsion polymerization.

The applicability of this approach was demonstrated in the preparation of a latex
system with particles of rubbery core/glassy shell [61]. The rubbery core latex was
prepared by miniemulsification of Kraton solution (triblock styrene- butadiene-styrene
copolymer, Shell Chemical Co.). The emulsifier used in this process was a (70:30)
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mixture of Aerosol TR-70 and Aerosol-22 (American Cyanamid), and a molar ratio of
cetyl alcohol/ emulsifier of 2:1. The polymer miniemulsion was then vacuum distilled
to remove the solvent used to reduce the viscosity of the Kraton solution. The resulting
Kraton latex was subjected to two ion-exchange cycles to adjust the level of the
emulsifier. The Kraton latex was then used as seed in an emulsion polymerization
process to coat the particles with a layer of poly(methyl methacrylate) such that the
core/shell ratio was 65/35 by weight.

4. Preparation of Latexes via Polymerization of Monomer
Miniemulsions

The probability of particle nucleation in monomer droplets was dismissed in
conventional emulsion polymerization based on the unfavorably small surface area, and
fewer number, of the monomer droplets to compete effectively with the monomer-
swollen micelles. This is due to the relatively large size monomer droplets (1-10 pm in
diameter), compared to the size of the monomer-swollen micelles (generally 10-30nm
in-diameter). However, despite this unfavorable statistical probabilities some monomer
droplets capture radicals and polymerize to form large-size microscopic particle, which
can easily be seen by examination of the final latex using optical microscopy [62].

The monomer droplets could become a significant locus for particle nucleation and
polymerization if their surface area were large, i.e. if the droplet size could be made
small. This is the basis for polymerization in miniemulsion and microemulsion
monomer systems. The reduction in the monomer droplet sizes (generally 100-500 nm
in-diameter for miniemulsions, and 5-40 nm in-diameter for microemulsions) increases
both the number and surface area of the droplets by several orders of magnitude, relative
to conventional emulsion droplets. This results in an effective competition of initiation
in monomer droplets with other particle nucleation mechanisms such as micellar and
aqueous phase. Indeed, Ugelstad, El-Aasser, and Vanderhoff demonstrated experimentally
that monomer droplets could become the principal locus for particle formation in styrene
miniemulsions systems [1]. This initial work has since been verified for many other
systems and kinetic studies of this unique nucleation mechanism have been performed to
give a detailed mechanism for these polymerizations.

4.1. EARLY WORK ON MINIEMULSION POLYMERIZATION

The original work in this area started with the idea of demonstrating that monomer
droplets could serve as the main locus of initiation and polymerization in an emulsion
polymerization process [1]. For this purpose styrene miniemulsions were prepared by
emulsifying styrene monomer into an aqueous solution of sodium lauryl sulfate-cetyl
alcohol (SLS-CA) mixture. The recipe used in this early work comprised 75 parts (by
weight) water, 25 parts styrene, and three different concentration of SLS-CA mixtures
0.4-0.8,0.2-0.4 and 0.1-0.4 (by weight) parts. The polymerization was carried out using
0.25 parts of potassium persulfate initiator at 70°C. Optical and transmission electron
microscopy showed that the initial size of the emulsion droplets was approximately the
same as the latex particles. Thus, it was concluded that monomer droplets could be the
principal locus for particle formation in miniemulsion systems because of their small
size and enhanced stability. The droplet size of the styrene miniemulsion prepared with
the above recipe was typically in the range 100-400 nm. The small droplet size results
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in a relatively large number of emulsion droplets and consequently a large surface area,
which leads to an increased probability of capturing free radicals generated in the aqueous
phase. The ratio of the two components of the mixed emulsifier system was found to
play a role in determining the particle size distribution in these miniemulsion systems.
For example, a bimodal particle size distribution was obtained with 2% by weight of
SLS-CA mixture in the weight ratio of 1:4; where as a uniform particle size
distribution was obtained upon using 5% of the SLS-CA mixture in the weight ratio of
1:2. The analogous cationic styrene miniemulsions and the corresponding cationic
latexes with similar average particle size were prepared using the mixed emulsifier
system of hexadecyltrimethylammonium bromide-cetyl alcohol (HDTMAB-CA)
[63,64].

Another method for preparing miniemulsions involves the use of long-chain alkane
such as hexadecane instead of the fatty alcohol as a cosurfactant [65]. According to this
method the hexadecane, 1-2 weight percent based on the oil phase, was homogenized
into aqueous solution of the ionic emulsifier using the Manton-Gaulin Submicron
Disperser followed by the addition of the monomer which diffuses through the aqueous
phase to swell the hexadecane emulsion droplets. The initiation of polymerization of the
resulting miniemulsions, using water-soluble or oil-soluble initiators, takes place
mainly in the monomer droplets. The swelling capacity of the resulting latex particles
prepared in the presence of these types of cosurfactants, or in the presence of low-
molecular weight oligomers, was found to greatly exceed that of conventional polymer
latex particles by several orders of magnitude [28]. Ugelstad used this method to prepare
relatively uniform large-size-particles [66].

4.2. KINETIC STUDIES OF MINIEMULSION POLYMERIZATION

Kinetic studies of miniemulsion polymerization have been performed by a number of
researchers. These studies have not only demonstrated many differences between
miniemulsion and conventional emulsion polymerizations, but they have also
demonstrated differences in the polymerization mechanism for miniemulsions prepared
using different types and concentrations of surfactants and cosurfactants. As an example
of these differences, Figure 2 shows the polymerization rate versus time for a styrene
conventional emulsion prepared with SmM SLS, a styrene miniemulsion prepared with
10mM SLS and 40mM hexadecane, and a styrene miniemulsion prepared with 10mM
SLS and 30mM CA measured using a Mettler RC1 reaction calorimeter [67]. In this
experiment, the two miniemulsions were homogenized using a Microfluidizer, and the
initiator concentration was 1.33mM based on the total water. The free surfactant for all
three of these polymerizations was below the critical micelle concentration. From
Figure 2 it is clear that the conventional emulsion polymerization gives a different
polymerization rate curve than the miniemulsions, but it is also clear that the
hexadecane and cetyl alcohol stabilized miniemulsions also give unique polymerization
rate curves. Studies similar to these have led to many important mechanistic postulates
for miniemulsion polymerization.
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Figure 2: Polymerization rate vs. fractional conversion for styrene conventional emulsion polymerization
and two styrene miniemulsion polymerizations. The polymerizations were conducted in the Mettler RC1
reaction calorimeter at 70°C. The arrows indicate the end of the nucleation period as determined by
measuring the evolution of the particle size distribution [67].

4.2.1. Mechanism for Particle Formation during Miniemulsion Polymerization
using Farty Alcohol Cosurfactants

The polymerization kinetics of miniemulsions have been studied by a number of
researchers to gain more information on the unique locus of particle formation (i.e., the
droplet rather than the water phase). Several researchers have found that when cetyl
alcohol is used as a cosurfactant the polymerization kinetics are characterized by a long,
slow rise to a maximum rate of polymerization at about 40% conversion (see Figure 2).
This increasing rate period is usually considered to correspond to the particle formation
period, and its duration has spurred a number of mechanistic postulates conceming
nucleation in these systems.

Choi et al. [20,68] were the first to report that styrene miniemulsions prepared using
cetyl alcohol did not exhibit the interval-II characteristic of a conventional emulsion
polymerization of styrene, i.e., a constant rate of polymerization. They hypothesized
that the increasing rate period corresponded with the nucleation period, and the
maximum polymerization rate was taken as the end of particle formation. This work
also showed that the number of droplets becoming polymer particles varied with the
initiator (potassium persulfate) concentration employed to the 0.3 power. Calculations
were performed to estimate that approximately 20-30% of the initial droplets became
polymer particles in the range of initiator concentrations investigated.

Miller et al. [69] experimentally determined the length of the nucleation period for a
recipe similar to that employed by Choi [68] by withdrawing samples during the
polymerization and analyzing the particle size distributions. This work showed a
continuously decreasing nucleation rate ending at about 40-60% conversion, which was
always past the maximum in the polymerization rate curves investigated (e.g., as
illustrated in Figure 2). For most zero-one styrene polymerizations, formation of
particles past the maximum polymerization rate would be quite unexpected. However,
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Miller et al. [69] used thermodynamic arguments to explain how this occurs in a
miniemulsion polymerization. According to their explanation, the presence of cetyl
alcohol in the system prevents the disappearance of monomer droplets and results in a
concentration of monomer in the polymer particles which decreases continuously with
increasing conversion. As a result, the number of particles may increase but be offset by
the decrease in the concentration of monomer in the polymer particles resulting in a
maximum or decrease in the polymerization rate while particles are still being formed.
An important implication of this work is that monomer droplets are present up to
relatively high conversions. This implies that disappearance of monomer droplets by
collision with polymer particles alone cannot explain the relatively small number of
droplets which become polymer particles

Another common observation for miniemulsion polymerization using a fatty alcohol
as the cosurfactant is that the particle size distribution obtained is quite broad, with
variances on the order of 15 to 40% [1,68-71]. This result has been found even when
high efficiency homogenizers such as a Microfluidizer or sonifier are used to provide a
uniform initial droplet size distribution [70]. While the initial droplet size distribution
obviously has a large effect on the resulting particle size distribution of the latex, Miller
et al. [69] found that the length of the nucleation period was largely responsible for
these broad particle size distributions. In their work, it was found that when the initiator
(potassium persulfate) concentration was increased, the time until the maximum
polymerization rate decreased resulting in a narrowing of the particle size distribution. It
was hypothesized that given a sufficiently high initiator concentration, the final latex
particle size distribution would narrow and approach the initial droplet size distribution.
However, further analysis revealed that in order to approach this initial droplet size
distribution a prohibitively high initiator concentration would be required.

The unusually long nucleation period obtained for miniemulsion polymerization
stabilized using a fatty alcohol has been hypothesized to be caused by a “slow” entry of
radicals into miniemulsion droplets. Chamberlain et al. [71] were the first to postulate
that free radical entry into miniemulsion droplets stabilized using lauryl alcohol may be
slow compared to similarly sized polymer particles. They proposed that an entering
oligoradical must displace a surfactant molecule at the surfactant rich droplet/water
interface before entering and propagating. Follow up work by Wood et al. [72] attempted
to quantify the reduction in the pseudo first-order entry rate coefficient for a polystyrene
seed preswollen with dodecane (not a fatty alcohol, but a swelling promoter) and styrene.
Their work suggested that the entry rate coefficient was 1 to 2 orders of magnitude lower
at low weight fractions of polymer and increased with increasing weight fraction of
polymer. Choi et al. [68] also postulated slow radical entry into miniemulsion droplets.
Their work showed that only approximately 20% of the initial droplets capture radicals,
and that this fraction increased with increasing initiator concentration. Tang et al. [73]
used a seeded approach similar to that used by Wood et al. [72] but using cetyl alcohol
as a swelling promoter. This work also suggested that both the rate of entry and exit of
radicals is reduced at low weight fractions of polymer in the seed latex.

Recently, Miller and coworkers [74-78] showed some further evidence for differences
between miniemulsion droplets and latex particles formed therefrom. Their approach was
to prepare miniemulsion droplets at low weight fractions of polymer by predisolving a
small amount of polymer into the oil phase prior to preparing the miniemulsion. These
“pre-formed polymer particles” were hypothesized to be similar to latex particles at low
conversion (i.e., they looked at 0.05, 0.5, 1, and 2% polymer). It was found that the
addition of a small amount of polymer had a dramatic effect on the polymerization
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kinetics and the number of latex particles formed. A key result of this study was that
when 1% polymer was dissolved in the miniemulsion, the number of particles increased
by 1 to 2 orders of magnitude and became invariant with initiator concentration. This
result is reproduced in Figure 3. These results were taken as partial evidence that 100%
of the droplets were present as latex particles at the end of the polymerization. Further
proof of this was provided by distilling the monomer from the miniemulsion droplets
prepared from polymer solutions before polymerization and measuring the pre-formed
polymer particle size distribution. Using this technique it was shown that, within
experimental error, the initial number of pre-formed polymer particles was the same as
the final number of latex particles.
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Figure 3: Effect of potassium persulfate concentration on the final number of polymer particles for styrene
miniemulsions (x) and styrene miniemulsions with 1% polystyrene pre-dissolved in the oil phase (Q). The
miniemulsions were prepared from an aqueous gel phase consisting of 10mM SLS/30mM CA using a
Microfluidizer. The polymerizations were conducted in the Mettler RC1 reaction calorimeter at 70°C.
Reproduced from [76].

The results obtained by Miller et al. [74-78] appear to be the strongest to date for
proving a difference between miniemulsion droplets and polymer particles. These data
may ultimately provide the proof necessary to prove this important hypothesis, but as
of now many questions must still be resolved about these experiments. For example, it
is still unclear how the polymer added in this work is effective in increasing the number
of droplets which become polymer particles. If the polymer truly is able to modify the
interface allowing facile entry of radicals, some measurable property of the interface such
as surface tension or surface viscosity should reflect this behavior. To date this evidence
has not been conclusively provided. One would also expect the nature of the polymer
end groups and the molecular weight of the polymer to effect this behavior in a
predictable manner. There are also alternative explanations for the results that have not
been disproved. For example, the polymer may provide additional stability for the small,
uninitiated monomer droplets allowing them to more easily compete for radicals. While
Miller et al. have addressed this possibility and shown it to be a less likely explanation
[77], this and other explanations cannot be ignored. Finally, assuming cetyl alcohol
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does impede the particle nucleation process, the reason for this behavior is still unclear.
Among the multitude of explanations advanced, the ability of fatty alcohols to complex
with surfactants in the water phase seems to be the most probable source of an
interfacial barrier preventing entry of radicals into miniemulsion droplets. As discussed
above, a considerable amount of data exists suggesting some surface structure at the
droplet/water interface. However, even if such a surface structure is present it has yet to
be proven to effect the rate of entry into these droplets.

4.2.2. Mechanism for Particle Formation during Miniemulsion Polymerization
using Highly Water Insoluble Cosurfactants

In contrast to the broad particle size distributions obtained when fatty alcohols are used
as cosurfactants, Ugelstad, et al. [66,79] were the first to report that polystyrene latex
with narrow particle size distribution can be prepared by initiation in monomer
miniemulsion droplets by using hexadecane as a cosurfactant and adjusting the
concentration of sodium dodecylsulfate and the homogenization pressure during the
miniemulsification step. Tang et al. [70,73] studied the differences in the polymerization
kinetics of styrene conventional emulsions and miniemulsions and stabilized with either
cetyl alcohol or hexadecane. This work showed a faster initial rate of polymerization
when hexadecane rather than cetyl alcohol was used as a cosurfactant which resulted in a
more narrow distribution of latex particles. The faster initial polymerization rate is
clearly seen in the data presented in Figure 2. In addition, Tang’s work showed that the
homogenization device employed has a large effect on the particle size distribution of the
latex.

Recently, oil soluble initiators have been employed as cosurfactants for
miniemulsion polymerization [33]. The advantage of these materials is that, unlike their
long-chain alkane counterparts, they are consumed during the polymerization thus
leaving no volatile organic compounds in the latex. In this work it was found lauroyl
peroxide worked well for stabilizing miniemulsion droplets against degradation through
molecular diffusion. Although the kinetics were not reported in this work, the latex
particle size distributions were consistent with droplet nucleation when the initial
droplet sizes were homogenized and then stabilized using lauroyl alcohol and sodium
lauryl sulfate. More recently, dodecyl mercaptan was used as the cosurfactant in
miniemulsion polymerization of methylmethacrylate [80].

4.3. MINIEMULSION COPOLYMERIZATION

Delgado et. al. [81-85] investigated the kinetics and other characteristics of
miniemulsion copolymerization of vinyl acetate-n-butyl acrylate monomer mixtures and
compared them to conventional copolymerization of the same system. Hexadecane was
used as the cosurfactant along with sodium hexadecyl sulfate in preparing the
miniemulsions. The use of hexadecane in the miniemulsions led to higher adsorption of
surfactant, smaller droplet size, and higher stability of the emulsions against creaming.
The copolymer composition during the initial 70% conversion was found to be rich in
butyl acrylate monomer units for the miniemulsion process. The dypamic mechanical
properties of the copolymer films showed less mixing between the poly(butyl acrylate)-
rich core and the poly(vinyl acetate) rich shell in the miniemulsion latex films compared
to the conventional latex films.

During the copolymerization process the miniemulsions gave lower overall
polymerization rates and larger particles compared to conventional polymerizations.
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However, the polymerization rate per particle was similar in both cases and was
independent of the hexadecane concentration. The miniemulsion copolymerization
showed a long nucleation stage, up to 22% conversion, characterized by an increase in
the polymerization ratc up to a maximum. The nucleation stage in conventional
polymerization was much shorter, being completed at less than 10% conversion. Also,
the dependence of the rate and number of particles on the initiator concentration was
higher for the miniemulsion process. On the other hand, the surfactant concentration
dependence of the number of particles for the miniemulsion process was less than for
conventional process. The particle size distribution from miniemulsion polymerization
was much broader, the standard deviation was 22% compared to 10% for conventional
polymerization.

Rodriguez et al [86,87] investigated the miniemulsion copolymerization of 50:50
weight ratio of styrene:methyl methacrylate, using hexadecane as a cosurfactant. The
effects of the hexadecane concentration and ultrasonication time on the conversion-time
curves and latex particle size were studied. The results showed that an increase in
hexadecane concentration and/or ultrasonication time and intensity during the
miniemulsification process caused faster polymerization rate and smaller latex particle
size. The mechanism of mass transport from miniemulsion droplets to polymer particles
were studied by seeded emulsion copolymerization. The kinetic and particle size results
from the seeded experiments suggested that collision (coalescence) between the
miniemulsion droplets and polymer seed particles may play a major role in the transport
of the highly water-insoluble compounds, such as hexadecane.

Aside from stabilizing the miniemulsion droplets allowing them to become the
principal locus of polymerization, the cosurfactant also affects the partitioning of
monomer between the different phases during miniemulsion polymerization. This is
especially important in miniemulsion copolymerization where a different distribution of
monomers at the reaction site will affect the copolymer sequence throughout the
polymerization. A mathematical model based on thermodynamic and kinetic parameters
was developed to describe the role of the hexadecane additive on the monomer
distribution between the various phases, the polymerization rate, and the copolymer
composition during the course of the miniemulsion copolymerization process [82,85]. It
should be emphasized that the incorporation of hexadecane in the bulk monomer does
not affect the kinetics of the polymerization, unless a miniemulsification process is used
to form and stabilize the submicron droplets [83].

In addition to these copolymerization studies, miniemulsion terpolymerization has
also been studied, as has semicontinuous miniemulsion polymerization. For example,
Lépez de Arbina and Asua [88] polymerized high solids miniemulsions comprised of
styrene, 2-ethyl hexyl acrylate, and methacrylic acid using hexadecane as the
cosurfactant. They found that miniemulsion polymerizations produced more stable,
higher solids latexes than those prepared via conventional emulsion polymerization.
Tang et al. [89] investigated semicontinuous miniemulsion polymerization of vinyl
acetate and butyl acrylate. Unzué and Asua [90] investigated the semicontinuous
miniemulsion terpolymerization of butyl acrylate, methyl methacrylate, and vinyl
acetate. Both researchers found that feeding miniemulsions gave very broad particle size
distributions through continuous droplet nucleation. Unzué and Asua [90] and Leiza et
al. [91] used this approach to create high solids content latexes up to 65% solids.
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5. Potential Advantages of Miniemulsion Polymerization

The major potential advantages of miniemulsion polymerization process in latex
technology can be summarized as follows:

1. Itrepresents a novel method of introducing the monomer to the polymerization
reactor with a high degree of subdivision in the submicron size range. The result of
polymerization is a particle size distribution which is relatively broad, with about the
same average particle size as the initial droplets. Thus, it provides an approach for
controlling the particle size distribution.

2. Due to the broad particle size distribution, some times bimodal or trimodal [1],
it provides an approach for making high solids latexes [90, 91], without resorting to
scheduled additions of surfactants during the course of the polymerization process.

3. The presence of the hexadecane additive and its effect on the comonomer
distribution at the site of polymerization in a miniemulsion copolymerization process
provides an approach for controlling the microstructure of the polymer particles and the
instantaneous copolymer composition. Thus, conceivably the addition of different types
and concentrations or mixtures of cosurfactants during the miniemulsification step may
lead to a novel approach for controlling polymer microstructure in the final latex
particles.

4. The different dependence of polymerization rates and particles numbers on
various polymerization parameters, such as initiator concentration, emulsifier
concentration, and temperature, in the miniemulsion process compared to the
conventional process may allow new control strategies.

5. Nucleation of small monomer droplets provides an unique approach for
incorporating oligomers, inorganic particles, and monomers with very low water
solubility into latex particles. Using conventional emulsion polymerization, these
materials would have to be transported from the large monomer droplets to the growing
polymer particles through the agueous phase, resulting in precipitation and coagulation
during the polymerization. On the other hand, when these materials are pre-dispersed in
miniemulsion droplets, they can be more easily incorporated into the polymer particles.
In order to obtain benefits from this approach, 100% of the initial droplets must be
nucleated.

6. Finally, miniemulsion polymerization provides an approach for decreasing the
average latex particle size (and thus increasing the overall polymerization rate) without
the need to increase the surfactant content. This has been demonstrated by decreasing the
size of the initial monomer droplets via the use of more intense shear force and/or the
use of a higher concentration of hexadecane concentration during the miniemulsification
step [70,79].
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1. Introduction

In contrast with emulsion polymerization which has been extensively studied over the
past 50 years and whose kinetics and mechanism are rather well understood, the concept
of polymerization in microemulsions appeared only in the early eightees. Since then, the
field has developed rapidly, as attested by the increasing number of papers devoted to
microemulsion polymerization. The interesting features of microemulsions 1) large
overall interfacial area (ca. 100m2/ml) ; 2) optical transparency and thermodynamic
stability ; 3) small size of the domains (~ 10-2 pum), and 4) great variety of structures,
result in a unique microenvironment which can be taken advantage of to produce novel
materials with interesting morphologies or polymers with specific properties [1-3].

In this paper, we review the salient features of microemulsion polymerization at the
present state of knowledge. We discuss the formulation of polymerizable microemul-
sions and show how the incorporation of monomers can modify the initial structure of
the systems. The kinetics and mechanistics aspects are given and compared to those
obtained in conventional emulsion polymerization. We also describe some recent results
obtained on the formation of porous solid materials and functionalized microlatex
particles, which seem quite promising for future applications.

2. Structure and Phase Diagrams of Monomer-Containing Microemulsions

Microemulsions are thermodynamically stable and isotropic dispersions containing oil,
water and surfactant(s), the stability being ensured by a very low interfacial tension,
capable to compensate the dispersion entropy [4]. In most cases, it is necessary to
associate a cosurfactant (like an alcohol) to the surfactant in order to achieve the low
interfacial tension required. Microemulsions can exist either alone or in equilibrium with
water and/or oil phases in excess. Here we consider essentially the monophasic domains
of the phase diagrams.

One of the most common structures encountered in microemulsions consists of water
or oil droplets dispersed in an oil or water continuous phase respectively. The type of
dispersion results from the preferred curvature C, of the surfactant layer which is by
convention positive for oil-in-water (o/w) systems and negative for water-in-oil (w/0)
systems.

By varying several parameters such as the w/o ratio, one can induce an inversion
from an o/w to a w/o microemulsion and vice-versa. The type of structure in the
inversion domain depends essentially on the bending constant K¢ characteristic of the
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elasticity of the surfactant layer. If K¢ is of the order of kT (k : Boltzmann constant, T
absolute temperature), the persistence length of the film (i.e. the distance over which the
film is locally flat) is microscopic. The interfacial film is flexible and is easily deformed
under thermal fluctuations. The phase inversion occurs through a bicontinuous structure
formed of water and oily domains randomly interconnected [5].

The incorporation of a monomer in a microemulsion either by interchanging the
water by an aqueous monomer solution or the oil by a hydrophobic monomer may
induce large changes in the phase diagram due to the possible cosurfactant role of the
monomer and/or to the change in solubility of the surfactant in oil or water. It is
therefore important to study, prior to polymerization, the phase diagram of the systems
in the presence of monomer and to optimize the formulation procedure.

2.1. ROLE OF MONOMER
Most of the water-soluble monomers polymerized in microemulsion and in particular

acrylamide (AM) were found to act as cosurfactants, leading to a considerable extent of
the microemulsion domain in the phase diagram (Figure 1) [6-9].

E mulsifiers

T
IsoparM™ 50 Aqueous

- phase
)
W)

=

Figure 1. Pseudo-ternary phase diagram.The dotted line (-@-) is the boundary between the microemulsion
(left) and emulsion (right) domains in the absence of monomers i.e. in pure water. Addition of
monomers (acrylamide + sodium acrylate) to water (1.25 mass ratio) extends the microemulsion
domain up to the solid line (entire white area). Polymerization reactions have been carried
out in the bicontinuous M area (from ref. [7]).
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The cosurfactant role of various hydrophilic monomers was confirmed by surface-
tension experiments [9,10]. In the case of the widely studied AOT/water-
acrylamide/toluene systems (AOT : sodium 1-4 bis (2-ethylhexyl) sulfosuccinate), the
interfacial localization of the AM molecules induces attractive interactions between the
droplets as seen by light scattering, small angle neutron scattering and viscometry
experiments. It should be noted that without acrylamide, the systems display essentially
a hard sphere behavior [6,11].

Upon further addition of acrylamide, the interaction potential becomes so attractive
that transient clusters form. Above a threshold volume fraction, a large increase in the
electrical conductivity is observed which is the signature of a percolation phenomenon
[12]. This percolating structure was shown to affect the formation of polymer latex
particles and the polymerization mechanism [12,13].

Under certain conditions, the radius of curvature can become so large that the
globular configuration evolves toward a bicontinuous structure. This transition can be
induced by addition of ionic monomers and/or electrolytes to microemulsions stabilized
by nonionic surfactants [14,15]. In this case, the role of the monomer is twofold : as a
cosurfactant, it increases the flexibility and fluidity of the interface, which favors the
formation of a bicontinuous microemulsion. As an electrolyte, it decreases the solubility
in water of the ethoxylated moiety of the nonionic surfactant (salting-out effect)
with its progressive transfer in the oil phase via a bicontinuous phase. Here the role of
the monomer is clearly demonstrated, since the corresponding systems in the absence of
monomer have not a bicontinuous character but are indeed coarse emulsions. This is
illustrated by the example of the pseudo-ternary phase diagram given in Figure 1.

2.2. FORMULATION RULES

The formation of a microemulsion requires far more surfactant than an emulsion, due to
the necessity of stabilizing a large overall interfacial area. This drawback can restrict the
potential uses of microemulsion polymerization since high solid contents and low
surfactant amounts are desirable for most applications.

In the case of waters-soluble monomers, much effort has been devoted to an optimal
formulation, compatible with an economical process. The reader can refer to ref. [8] for
the details of the optimization procedure. The treatment is based on the so-called
Cohesive Energy Ratio (CER) concept developed by Beerbower and Hill for
conventional emulsions [16]. This approach lies on a perfect chemical match between
the partial solubility parameters of oil (d2()) and lipophile tail of the surfactant (d2L) as
well as those of water and hydrophile head. The CER concept has been improved to take
into account the modification of the solubility parameters of water brought about by the
presence of monomers in large proportions (~ 50% based on water) [9,15].

Another important aspect of the formulation is illustrated by the studies dealing with
the preparation of porous materials. This implies to formulate systems containing large
amounts of hydrophobic monomers (up to 70 wt%) either in the continuous phase of
globular microemulsions, or in the oily domains of bicontinuous microemulsions [17-
21]. A typical example of a phase diagram is given in Figure 2. It shows four detectable
regions, three of them being monophasic microemulsions (w/o0, o/w and bicontinuous).
The acrylic acid here acts as a cosurfactant.

There have not been such detailed formulation studies for o/w microemulsions based
on hydrophobic monomers. The main reason is that the monomer mostly investigated so
far is styrene trapped in droplets stabilized by aliphatic surfactants. According to the
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CER concept [16], there is a chemical mismatch between styrene (aromatic) and the
hydrophobic tail of the surfactants classically used. In addition, by essence, styrene has
no amphiphilic character and cannot act as a cosurfactant. As a result, the domain of
existence of microemulsions is very limited.

Figure 2.  Ternary phase diagram for the system, methylmethacrylate (MMA), acrylic acid (AA), 20 wt%
solution of sodium dodecylsulfate in water (w/SDS) and ethyleneglycol dimethacrylate
(EGDMA) at 25 + 0.1°C and 1 atm. Compositions are on wt% basis, EGDMA content is of
4% of the combined weight of MMA and AA. Domain A : 2-phaseregion, Domain B : w/o
microemulsion, Domain C : Bicontinuous micro- emulsion, Domain D : o/w microemulsion
(from ref. {20]).

3. Polymerization in Globular Microemulsions

Most of the studies have dealt either with the free radical polymerization of hydrophobic
monomers, €.g. styrene, methylmethacrylate (MMA) or derivatives [22-39] within the
oily core of o/w microemulsions or with the polymerization of water-soluble
monomers e.g. acrylamide (AM), within the aqueous core of w/o microemulsions [40-
44]. The polymerization can be initiated thermally, photochemically or under y-
radiolysis. Beside the conventional dilatometry and gravimetry techniques, the
polymerization kinetics were monitored by Raman spectroscopy [25], pulsed UV laser
source [29], rotating sector technique [42], calorimetry and internal reflectance
spectroscopy [39].
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For both o/w and w/o systems, the amount of monomer is mostly restricted to 5-
10wt% with respect to the overall mass whereas that of surfactant(s) lies within the same
range or even above. The main difficulty encountered by most of the authors and which
precludes the use of higher monomer concentrations lies in retaining the optical
transparency and stability of the microemulsions upon polymerization. In addition to
entropic factors contributing to the destabilization of microemulsions during
polymerization, the compatibility between polymer and cosurfactant also influences the
system. This is especially true when styrene is polymerized within o/w microemulsions
containing an alcohol because the latter is a non solvent for the polymer. Conversely, the
polymerization of acrylamide in alcohol-free-w/o microemulsions was already reported
in 1982 to give transparent microlatexes of small particle size (d ~ 30nm) [40].

Despite these difficulties, most of the earliest studies used an alcohol in the
formulation of o/w microemulsions and it is only since 1989 that the polymerization of
hydrophobic monomers in three-component oil-in-water microemulsions was reported
[23,24,28,31-34,35-37,39].

In order to understand the mechanism occurring in microemulsion polymerization,
one has to remember that the concentration of monomer used is low (a few percent)
while the concentration of surfactant is much larger than that used in an emulsion. The
monomer/surfactant mass ratio is around 0.3-1 compared to 30-60 in an emulsion.

The second difference lies in the structure of the initial systems. In an emulsion, the
monomer is located in large monomer droplets (d ~ 1-10 pm), in small micelles (d
~ 5-10nm) and partially solubilized in the continuous phase. In a globular
microemulsion, it is solubilized within a single class of swollen-micelles (d = 5-10nm).
These features added to the dynamic character of microemulsions are at the origin of the
differences in the mechanisms observed in both processes.

The problem of particle nucleation was first addressed in the early eightees by
Candau and coworkers in the case of water-in-oil microemulsions [6,41]. It was
apprehended only in the recent years for ternary or quaternary oil-in-water
microemulsions, likely due to the onset of turbidity and lack of stability with time
observed by most of the authors. A scheme which is now well accepted is that of a
continuous particle nucleation mechanism. This view is supported by several features.

i) The particle size of the final microlatex (d ~ 20-40nm) is larger than that of the
initial monomer-swollen micelle. This leads to a final number of polymer particles, Np,
ca. 2 or 3 orders of magnitude smaller than that of the monomer droplets.Nucleated
particles grow by addition of monomer from other inactive micelles, either by
coalescence with neighboring micelles or by monomer diffusion through the continuous
phase [6] (Figure 3).

ii) The number of polymer chains per particle, np, is in general very low, sometimes
equal [6,41] or close to one [2,22,26,27,31,32,35]. In the case of o/w microemulsions, np
was found to increase slightly with the degree of conversion [26,31]. This augmentation
was accounted for by the capture of radicals by preexisting polymer particles, these
competing more effectively with the monomer-swollen micelles, as the reaction
proceeds. Limited flocculation at later stages of the reaction was also envisioned.

iii) The number of polymer particles was found to increase continuously with the
conversion [12,26,31,37,45] (Figure 4).
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Figure 3.  Microemulsion polymerization mechanism : 1) Before polymerization : monomer-swollen
micelles (d ~5-10nm). 2) Polymer particle growth a) by collisions between particles ; b) by
monomer diffusion through the continuous phase. 3. End of polymerization : polymer
particles (d ~ 40nm) + small micelles (d ~ 3nm).
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Figure 4. Number of polymer particles versus conversion. a) for acrylamide polymerization in AOT w/o
microemulsions (fromref. [12]) ; b) for styrene polymerization in o/w microemulsions
(from ref. [26]).
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As a result of the particle growth and the large amount of surfactant used in the
formulation, small micelles of uniform size are always in excess throughout the reaction
mixture. Their high total interfacial area relative to nucleated polymer particles implies
that the micelles preferentially capture primary radicals generated in the continuous
phase. This leads to a process of continuous particle nucleation with each particle
formed in one single step. This mechanism was confirmed by transmission electron
microscopy (TEM) experiments [12]. This behavior is in contrast with what is observed
in conventional emulsion polymerization where the first nucleation stage (Interval I) is
followed by a particle growth at constant particle number (Interval II). Note that these
results do not follow the Smith and Ewart theory since each nucleated particle contains
on average one collapsed macromolecule either growing or in its final form. However,
all particles are not active at any given time and the average number of free radicals per
particle, Tl , averaged over the entire population, is less than one.

The phase diagrams of oil/water/surfactant systems allow one to make a direct
comparison between emulsion and microemulsion polymerization processes just by
varying the surfactant concentration, as shown by Gan et al. [32,35]. Figure 5 represents
the polymerization rate-conversion curves for methylmethacrylate polymerization at
different surfactant concentrations.
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Figure 5. MMA polymerization-rate curves at 60°C for emulsions (B and B3) and micro-emulsions
(B5 and B7) (from ref. [35]).
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Three distinct intervals are observed in the emulsion regime with a rate-plateau
(Interval II), as commonly observed in emulsion polymerization. Only two intervals are
observed in the microemulsion regime with a maximum occurring at around 20%
conversion. This behavior is very general and was also observed by several groups
for microemulsion polymerization of styrene [22,28,30-32] and butylacrylate [45].
The rate decrease observed above 20% conversion is due to monomer depletion in the
polymer particles, as proposed by El-Aasser and coworkers [26,27]. Termination of
chain growth in polymer particles is attributed to chain transfer to monomer.

Comparative mechanistic studies on the microemulsion polymerization of styrene
and methylmethacrylate have been carried out by several groups [23,25-28,31,35-
37].The results could be coherently interpreted in terms of the relative monomer
solubilities in water. In the case of styrene which has a very weak solubility in water
(0.031%), it was postulated that initiation takes place in the microemulsion droplets. The
experiments performed in MMA systems suggest that homogeneous nucleation can
compete with monomer droplet initiation because of the non negligible solubility
(1.56%) and the more polar and cosurfactant character of MMA.

For both monomers, the polymerization rates were generally faster with a water-
soluble initiator (potassium persulfate, KPS) than with an oil-soluble (2,2’-
azobisisobutyronitrile, AIBN) [25,30]. This behavior was discussed in terms of different
efficiencies of the initiators in producing effective radicals for the polymerization. At an
equimolar concentration of initiators, KPS generates more radicals in the aqueous phase
than AIBN. These radicals are thus more effective for initiation (in the continuous phase,
in the monomer droplets or at their interfaces) than AIBN radicals due to a significant
autotermination of AIBN radical pairs in the small droplets (cage-effect) and the low
solubility of AIBN in water. In this case, initiation is believed to occur essentially via
micellar entry of single radicals arising either from the very small portion of AIBN
dissolved in water or desorbed from other swollen micelles.

In the case of the photopolymerization of acrylamide in AOT reverse micelles with
AIBN as the initiator [I] and toluene as the organic phase, a monoradical termination
was found (polymerization rate, Rp o« [I]), caused by a degradative chain transfer to
toluene [42]. A study on the locus of initiation of the same AOT/(water-AM)/toluene
systems was performed by using initiators of various solubilities [43]. Initiation with
AIBN was shown to take place predominantly in the water/oil interlayer where the
encounter with acrylamide-cosurfactant is facilitated. With water-soluble ammonium
peroxodisulfate, initiation occurs, as expected, in the micellar water-pools.

4. Polymerization in the Continuous or Bicontinuous Phases of Microemulsions

Beside polymerization in globular microemulsions, several studies have dealt with
polymerization of monomers in the other phases of microemulsions. One of the main
goals underlying these studies was to utilize the microstructure of microemulsions as a
template to produce solid polymers with similar characteristics. For example,
incorporation of large amounts of hydrophobic monomers in the continuous phase of
w/o microemulsions should yield solid polymers with a swiss-cheese-like structure
capable of encapsulating the disperse phase (water).
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4.1. MICROEMULSIONS BASED ON HYDROPHOBIC MONOMERS

An important contribution in this field was provided by Cheung et al. who obtained
porous polymeric structures by photopolymerization of monomers in single-phase
microemulsions [18-20]. The systems consisted of methylmethacrylate (MMA), acrylic
acid (AA), a cross-linking agent, ethylene glycol dimethacrylate (EGDMA), water and
sodium dodecylsulfate (SDS) as the surfactant. Large amounts of monomers were used
in the formulation (up to 70% in some cases). An example of the richness of the
structures of the phase diagram is given in Figure 2. The polymeric materials were
characterized by scanning electron microscopy, thermogravimetry, adsorption studies,
swelling and permeability measurements and differential scanning calorimetry.
Interestingly, a close correlation was found between the microstructure of the polymeric
material and the nature of the initial microemulsion.

i) Polymerization in microemulsions with a water/oil droplet structure yields closed
cell porous polymeric solids, having a morphology characterized by a disjointed cellular
structure where the water pores are distributed as discrete pockets throughout the solid.

ii) Polymerization in microemulsions with a bicontinuous structure results in a
polymer with an open-cell structure, i.e. an interconnected porous structure with water
channels through the polymer. The surface area increases steadily upon increasing water
content in the precursor microemulsion.

However, the length scale of the porous structure obtained (1-4pm) is considerably
larger than the length scale characteristic of microemulsions (less than 0.1pm), due to
phase separation effects or structural changes during polymerization. In more recent
studies, Gan et al. have attempted to preserve to a greater extent the initial bicontinuous
structure of microemulsions by varying the nature of the surfactant and the
polymerization conditions [21]. The use of bicontinuous microemulsions based on a
polymerizable surfactant like (((acryloyloxy)-undecyl)dimethylammonio) acetate
(AUDMAA) seems the key parameter for obtaining transparent solid polymeric
materials with an open-cell microstructure. The widths of the randomly distributed
bicontinuous domains are about 50-70nm that is far below those usually obtained in the
previous reports.

The preparation of novel solid materials is a huge field for applications such as
microfiltration, separation membranes or their supports, microstructured polymer blends
and conductive composite films [46], and porous microcarriers for the culture of living
cells and enzymes. The considerable progress accomplished over the last four years
permits to envision many future developments.

4.2. MICROEMULSIONS BASED ON WATER-SOLUBLE MONOMERS

The (co)polymerization of various water-soluble monomers (neutral, anionic and/or
cationic) in the aqueous domains of nonionic bicontinuous microemulsions has been
studied by Candau and coworkers over the last decade [7-9,47-52]. By optimizing the
procedure, one can prepare microemulsions containing up to 25 wt% monomers
dissolved in the same amount of water and around 8 wt% surfactant. As for
polymerization of hydrophobic monomers in the bicontinuous phase of microemulsions,
the initial structure is not preserved upon polymerization. However, a notable difference
with the former systems is that the final system is a microlatex which is remarkably
transparent (100% optical transmission) fluid and stable with a particle size remaining
unchanged over years even at high volume fractions (~ 60%). The microlatex consists of
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water-swollen spherical polymer particles with a narrow distribution as seen from quasi-
elastic light scattering (QELS) and TEM experiments. This result is of major importance
with regard to inverse emulsion polymerization which is known to produce unstable
latexes with a broad particle size distribution [10]. The microlatex stability was
accounted for by i) reduced gravity forces (~ d3) ; i) high entropic contribution from the
droplets owing to their large number ; iii) low interfacial tension between polymer
droplets and continuous phase [2].

5. Characteristics of the Final Products

The characteristics of both particle latexes and polymers formed depend critically on the
formulation. In fact, the composition chosen for the system depends on whether the
ultimate goal of the formulator is to prepare specific polymers or to produce small-sized
latex particles. As a rule, the larger the surfactant/monomer ratio, the smaller the particle
size [2,38,52,47] and the higher the molecular weight [51,52]. Therefore, high solid
contents and small-sized particles can hardly be achieved simultaneously.

5.1. POLYMERS

The polymer molecular weights are high, usually ranging from 106-107, as expected for
polymerization in dispersed media. When alcohols are used in the formulation, chain
transfer reactions can occur which reduce the molecular weight. The distribution of
molecular weights in o/w systems is usually very broad (My/Mp = 2-7 ,up to 12 in some
cases) [32]. Note that the few polymer chains of high molecular weight (one in the
limiting case) confined in the microlatex particle must be strongly collapsed in order to
fit such small dimensions (d < 40nm) [2,6].

Candau and coworkers have performed a comparative study on the microstructure of
copolymers prepared by polymerization in microemulsion, emulsion or solution [50,51].
An interesting finding is that microemulsion polymerization seems to improve the
structural homogeneity of the copolymers with reactivity ratios close to unity. For
example, microemulsion polymerization leads to almost random polyampholytes
whereas those prepared in solution exhibit a strong tendancy to alternation [51]. The
conformation and solution properties of these ampholytic polymers are directly related
to the monomer sequence distribution : at equimolar proportions of anionic and cationic
monomers, a random polyampholyte (microemulsion process) is insoluble in water
whereas an alternated one (solution process) is soluble. These results are accounted for
by the marked differences between the microemulsion process and others, in terms of
microenvironment (charge screening and preferential orientation of the monomers at the
w/o interface) and mechanism (interparticular collisions with complete mixing) [2,50].

The applications of the polymers formed by microemulsion polymerization, concern
essentially porous polymers (see above) and water-soluble polymers. The latter can be
used in oil-recovery processes, as flocculants in paper manufacture, mining field and
water treatment. More details are given in Ref.2.
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5.2. MICROLATEXES

The size of the microlatex particles has been usually determined by QELS and EM. As a
general rule, the particle diameters prepared in microemulsions are much smaller than
those obtained by emulsion polymerization, although they still exceed significantly those
of the parental microemulsion droplets due to the particular mechanism occurring during
polymerization. They are around 20-60nm when the starting microemulsions are
globular (o/w or w/0). They are bigger and around 50-150nm if the microemulsions are
initially bicontinuous simply due to the larger monomer incorporations (~ 25%). As can
be expected, the particle size increases upon increasing the monomer content or
decreasing the surfactant [22,23,32,35,38,47] and/or the initiator concentration
[22,26,28]. The index of polydispersity is ca. dy/dy = 1.05-1.15.

Some efforts were made to control the particle size by using appropriate
formulations. For example, Antonietti and Nestl reported a study using a new class of
metallosurfactants (tetradecyldiethanolamine-copper) which allowed them to reduce
both particle size and surfactant concentration [53]. They succeeded in getting a particle
diameter as low as 14nm, with a value of the weight ratio of surfactant/monomer of 3.

This results in a considerable surface area (~ 500 m2/g) which renders these systems of
particular and technical interest for subsequent functionalization.

The effect of the nature of surfactant on particle size was investigated for
microlatexes of poly(acrylamide-co-sodium 2-acrylamido-2-propanesulfonate) obtained
by polymerization in bicontinuous microemulsions [54]. By using different nonionic
surfactant blends at the optimal conditions derived from the CER concept (section 2.2.)
the authors showed a significant effect of this parameter on particle size. The results
were accounted for by salting-out effects of variable importance of the ethoxylated
surfactants by the anionic monomer (NaAMPS).

5.3. FUNCTIONALIZED MICROLATEX PARTICLES

The large inner surface area of microemulsions can be easily modified and
functionalized by simple copolymerization reactions or embedding reactions as recently
shown by Antonietti et al. [3,33,34].

Metal-complexing microlatexes were synthesized via copolymerization of styrene in
microemulsions using two comonomers where a 2’2-bipyridine is coupled with or
without a spacer to a methacrylic acid unit (6’-methyl-2,2’-bipyridin-6-ylmethyl
methacrylate, MBM, and 4-(6’methyl-2,2’-bipyridin-6-ylmethoxy)butyl methacrylate,
BMBM, [55]. The average particle size is d ~ 30nm (width of the distribution ~ 0.3).
Binding experiments with Ni(II), Co(II), Cr(II) and Cu(II) ions in the aqueous disperse
phase show that most of the bipyridine units are located at the latex surface.

Another way to functionalize the surface of microlatex particles is to incorporate
amphiphilic block copolymers (for example polystyrene/ polyvinylpyridine) as
cosurfactants together with the classical surfactants used in the formulation [33,34].

Stable microlatexes in the nano-size range (20-30nm) can be of great interest for
biological applications, as for example in immuno-assays, adsorbants for proteins,
immobilization of enzymes and antibodies and for control release in drug delivery. Some
procedures based on inverse microemulsion polymerization have been proposed for the
preparation of nanocapsules [2]. In particular, an enzyme-nanoparticle-recognition
molecule was prepared to be used as a diagnostic tool for hybrization of nucleotide
probes [44].
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In immuno-assay experiments, the size of particles is a critical parameter for the
detection sensitivity. In a recent patent was reported the synthesis of nanoparticles
containing ca. 10wt% solid contents with good performances concerning simultaneously
reduced size, reasonable polydispersity and functionalization [56]. The examples
concerned the copolymerization of styrene with different polymerizable surfactants
bearing various functional groups (OH, SO3H, COOH ...). Typical particle sizes were
around 20-30nm.
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DISPERSION POLYMERIZATION

E. DAVID SUDOL
Emulsion Polymers Institute
Lehigh University, Bethlehem, Pennsylvania 18015 USA

1. Introduction

The term ‘dispersion polymerization’ can be considered a misnomer. The terms bulk,
solution, suspension, emulsion, miniemulsion, and microemulsion all evoke mental
images of how these polymerizations are carried out and are at least superficially correct
if not conceptually. Generally, these refer to the initial state of the system prior to
polymerization while some also describe the final state after the monomer has been
converted to polymer (i.e., bulk, solution, and suspension). On the other hand, the three
types of emulsions are considered to result in polymer colloids or latexes (although
sometimes referred to as ‘emulsion polymers’). Dispersion polymerization, as defined
here, however, does not begin with a ‘dispersion’ of monomer in another liquid phase
but rather a homogeneous solution as in solution polymerization. The end product,
however, can be called a dispersion since stable polymer particles result which are indeed
‘dispersed’ in a continuous liquid phase. Some would say it is more akin to precipitation
polymerization which has a similar initial state (i.e., homogeneous) but results in a
‘bulk’ polymer that, through polymerization, has precipitated and separated en masse
from the inert liquid phase. Others would contend that it is more like an emulsion
polymerization except for the absence of the initial emulsion; although this may on the
surface sound absurd, the mechanisms involved in the polymerization indeed have
significant similarities and much of the current knowledge of the mechanisms of
dispersion polymerization has derived from that in emulsion polymerizations, an area
where a great deal of fundamental research has been conducted and continues to be
conducted. How the two types of polymerization came together historically is described
below.

2. Historical Perspective

Dispersion polymerization as it is largely reported upon today has its roots in two
developments which began in the 1950’s, namely, the preparation of monodisperse
latexes via emulsion and seeded emulsion polymerization in aqueous systems and the
preparation of “latexes” in organic media via dispersion polymerization. Both of these
initially involved the preparation of submicron particles and grew as research areas and
businesses independently.

Monodisperse polystyrene (PS) latexes initially became available over 40 years ago
in a variety of sizes from under 0.1 mm to just over 1.0 pm [2]. These were initially
offered without charge to the scientific community, but soon their demand became so
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great that they were developed into a small business. Many applications were found
ranging from use as calibration standards to biomedical supports. As a largely academic
use, monodisperse latexes came to be used as seed particles for studying the fundamental
kinetic mechanisms of emulsion polymerization [3, 4].

The need for larger particles in the micron size range (1 - 100 pm), however became
apparent early on. Nonetheless, difficulties in producing these with narrow size
distributions made them generally unavailable for more than 25 years. By the early
1980’s, seeded polymerization techniques did advance sufficiently whereby monodisperse
polystyrene (PS) latexes in this size range could be produced [5, 6]. However, these
polymerization methods were often termed ‘tedious’ or ‘difficult to reproduce’.

In the meantime, dispersion polymerization developed rapidly driven by the
commercial needs of industry. In the 1950’s, polymers for coatings applications were
mostly available as low molecular weight materials in organic solvents, which were
cured upon application or as high molecular weight polymers in the form of latex
particles dispersed in water. Certain disadvantages inherent in each of these kinds of
systems led industrial researchers to seek an altemative which combined the advantages
of these systems, namely, high molecular- weight polymer in the form of particles
dispersed in an organic medium.

The growth in the patent literature on dispersion polymerization from the late
1950’s through the early 1970’s can be used as an indicator of the strong interest that
companies had in the prospect of using this process to make polymers for high volume
coatings applications. ICI, DuPont, and Rohm & Haas were the companies leading in
patent applications over this time period. It was ICI researchers, however, that became
best known for their work through the publication of “Dispersion Polymerization in
Organic Media” in 1975, a book edited and written in part by K.E.J. Barrett of ICI [1].
This book describes the design and development of dispersion polymerization recipes and
also the state of the mechanistic understanding of the physical and chemical processes
taking place during the polymerization. In addition, results were reported whereby
micron-size poly(methyl methacrylate) (PMMA) particles having a narrow size
distribution could be produced [7]. This is where the two developments came together.

Soon dispersion polymerization was being investigated as an alternate method for
preparing monodisperse PS and PMMA latexes in the 1 - 10 mm size range in a single
step [8]. The earlier work had shown that indeed micron size PMMA particles could be
produced by dispersion polymerization in petroleum distillates, however, little control
over the particle size was found despite variations in dispersant and initiator levels [7].
This ‘control’ became the subject of many subsequent studies which expanded the size
range and numbers of polymers that could be prepared in the form of micron-size
monodisperse particles. Many of these studies have also included kinetic data plus other
experimental information with which to infer something about the polymerization
mechanism. As in emulsion polymerization, the heterogeneous nature of the reaction
provides an increased level of complexity which for this system may be seen as being
even greater, as will be shown in the following sections.

This paper will focus primarily on the developments in the understanding of
dispersion polymerization as furthered by efforts to prepare micron-size monodisperse
polymer particles primarily in polar media. Much of this will come by extension from
the earlier works and by analogy with recent advances in the understanding of emulsion
polymerization.
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3. Mechanism of Free Radical Dispersion Polymerization

Stated simply, dispersion polymerization is a process by which stable colloidal polymer
particles are formed in a continuous liquid medium through polymerization of a
monomer (or monomers) which is completely miscible with this medium and in which
a ‘stabilizer’ has been initially dissolved. Emulsion polymerization might similarly be
described by replacing the expression in italics with dispersed in this medium. The
complexity underlying this simplistic description quickly becomes evident when
examining the individual physical and chemical processes which together must be taken
into account to understand how the entire process is controlled. By far, nucleation is the
most ill understood and yet most important process in dispersion polymerization.

The chemical reactions are those which take place in most free radical
polymerizations which include decomposition of the initiator species, initiation,
propagation, termination, and transfer. Initially, these will all occur in the medium (as
in solution polymerization) but with the appearance of polymer particles will occur to
varying extents in both phases depending on the partitioning of the various species.
This partitioning is largely controlled by the nature of the medium which also controls
much of the physical processes which occur in dispersion polymerization. These include
those phenomena which affect both the nucleation and growth of the polymer particles:
(1) formation of particle nuclei; (2) adsorption/desorption of stabilizer; (3) flocculation
of nuclei; (4) adsorption/desorption of oligomers (dead or as free radicals); and (5)
diffusion limited termination and propagation in the polymer particles.

The following sections will concentrate on how the choice of experimental variables
affects the formation of particles in dispersion polymerization.

3.1. PARTICLE NUCLEATION

The mechanism of particle formation in dispersion polymerization is subject to
uncertainty because, as in emulsion polymerization, it must be inferred from
experimental data which do not directly monitor the nucleation process at the molecular
level. No one has witnessed the growth of the polymer chains which lead to the
formation of particles. The theories of nucleation are largely based on polymerization
kinetics, particle size, and molecular weight data gained in the early stages of the
reaction with additional evidence provided by more detailed analyses of the species in the
medium and associated with the particles. In addition, much of the mechanistic
understanding has been gained by extrapolation from its nearest neighbors, namely
precipitation polymerization and emulsion polymerization (particularly for highly water-
soluble monomers and systems employing surfactants below their cmc’s)

Much more is known about how to make specific polymer particles in specific sizes
than is understood about why certain conditions ‘work’ while others do not. Recipes for
preparing a wide variety of monodisperse polymer particles in the micron size range by
dispersion polymerization are available in the literature. These recipes have been
developed largely in an empirical fashion where the choice of system components have
been guided not only by the requirements of the product but the limitations of the
process and the current understanding of what controls it. The particle size and its
distribution are known to be affected by: (1) the monomer and its concentration; (2) the
medium; (3) the amount and type of the stabilizer(s); (4) the initiator and its
concentration; and (5) the temperature of the reaction. The limitations on the process
include: (1) the monomer must be sufficiently soluble in the medium such that no
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separate monomer phase exists over the range of concentrations (and temperatures) used;
(2) the polymer formed must be sufficiently insoluble in the medium such that it is
almost completely found in the polymer particle phase; (3) the stabilizer must be
soluble in the medium and yet find its way to the surface of the particles to effect
stabilization; and (4) the initiator must be soluble in the medium over the range of
concentrations employed. All of these depend on the medium and what is termed its
‘solvency’ which can be considered to be one of the most important factors in
understanding the mechanism of nucleation in dispersion polymerization.

3.1.1 Proposed Mechanisms

Various nucleation mechanisms have been proposed to account for the formation of
particles in dispersion polymerization. For monodisperse particles, nucleation is
considered to be complete (i.e., no new and stable particles are formed) at a low
conversion (monodispersity is considered to be achieved only by having a long particle
growth stage relative to the nucleation stage). By 1% conversion, particles must be
already over 200 nm in diameter to achieve a final size of 1 pm, the lower limit that is
being considered here. This size is already larger than the latex particles typically
prepared in emulsion polymerizations.

As in any free radical polymerization, the first event is the decomposition of an
initiator species to form free radicals capable of adding monomer units via propagation
reactions. The possible fates of free radicals in a dispersion polymerization are
represented in the schematic presented in Figure 1.
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Figure 1. Schematic representation of the fate of free radicals in dispersion polymerizations;
words in italics represent physical processes.
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In the absence of absorption (or adsorption) sites (e.g., particles), these radicals (R¢)
can propagate with the monomer, terminate with other radicals or transfer to various
species including the stabilizer. The latter can continue to propagate to form grafted
stabilizer.

Particle nuclei can be formed by: (1) self nucleation where an oligomeric chain
reaches a critical chain length (jcrit) either by propagation or termination (by
combination) whereby it becomes insoluble in the medium and collapses on itself to
form a nucleus which may subsequently be stabilized by adsorbed stabilizer; (2)
aggregative nucleation where the oligomeric chains, as they grow and increase in
number, associate with each other to form an insoluble aggregate or nucleus which can
also be stabilized by adsorbed stabilizer; (3) micellar nucleation only if the stabilizer
does form some type of micelle or pseudo-micelle in the medium; this mechanism has
been largely discounted in dispersion polymerization since the monomer is available in
high concentrations in the medium; or (4) coagulative nucleation where the nuclei
formed by any of the preceding mechanisms coagulate and coalesce with each other
(homoflocculation); after nucleation has ceased these may continue to flocculate with the
existing particles (heteroflocculation). This mechanism is similar to homogeneous/
coagulative nucleation as used to describe certain emulsion polymerizations (particularly
for reactions without surfactant or where it is used in concentrations below its cmc, and
in the case of highly water-soluble monomers) [9].

Nuclei formation is a function of all the polymerization parameters. The critical
chain lengths for precipitation or aggregation are determined by the solvency of the
medium (monomer plus solvent) and the nature of the polymer. The rate of nuclei
formation is controlled by the number (concentration) and growth rate of the oligomeric
chains which are determined by the initiation, propagation, termination, and transfer
rates (in the absence of particles which can adsorb these oligomers). Stabilization of
particles is determined by the rate and extent of adsorption of the stabilizer (and its
efficiency in stabilization) which itself is a function of the solvency of the medium and
the nature of the polymer onto which it is adsorbing. In addition, in cases where
homopolymers are used as stabilizer, grafting of the stabilizer is often reported as either
an additional or essential mechanism for providing stability to the particles. Particle
nucleation ceases when any radicals being produced no longer result in the formation of
stable particles but instead are either adsorbed by existing particles in the form of
growing oligomers, form dead polymer (adsorbed or soluble in the medium), or
precipitate on the particles as unstable nuclei.

3.1.2 Effect of Solvency of the Medium

The medium consists of a reactive component, namely the monomer(s), and a non-
reactive component which itself may contain more than one component (e.g.,
alcohol/water). In most cases, the monomer is a good solvent for its own polymer and
thus its mixture with the other components must still provide for the insolubility of the
polymer. Often the choice of the solvent is optimized by trial and error to suit a specific
monomer/polymer/stabilizer system in order to achieve conditions suitable for preparing
micron-size monodisperse particles of controlled size and in a reproducible fashion. As
an illustration, recipes used to produce monodisperse PS [10], PMMA [11], and PBA
(poly(n-butyl acrylate)) [12] have employed ethanol (EtOH), methanol (MeOH), and
MeOH/H,0 (90/10 wt/wt) as the non-reactive components in the medium, respectively,
in combination with poly(vinyl pyrrolidone) (PVP) as stabilizer, and 2,2’-azobis
(isobutryonitrile) (AIBN) as initiator. These represent extensions and expansions on
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previous work by Almog et al. using similar conditions for preparing monodisperse PS
and PMMA [8].

Solubility Parameters. Based on much experimental evidence, the general observation is
that the particle size increases with increasing solvency of the medium for the polymer.
This has often been seen by simply increasing the amount of monomer in a given
reaction, the increased solvency being the chief reason for the increased size. In attempts
to quantify the effect of solvency on the resulting particle size, a number of authors have
tried to find correlations between the particle size and the difference in solubility
parameters of the polymer and the medium [8, 13]. Indeed some correlations have been
found particularly within given systems (i.e., same initiator, stabilizer, and monomer),
however, extensions to vastly different solvents or monomers have not correlated as well
by simply using solubility parameters [14].

A second critical interaction is between the stabilizer and the medium. Paine used the
three dimensional Hansen solubility parameters to correlate the particle size of
polystyrene particles produced by dispersion polymerization in polar solvents using
hydroxypropyl cellulose (HPC) as stabilizer [15]. Notable among his findings was that
the largest particles were produced in solvents where the polarity and hydrogen bonding
terms of the Hansen parameter were the closest to that of the HPC and not polystyrene.
His conclusion from this was that the HPC was more the controlling factor in
determining particle size in these dispersion polymerizations; the difference in the
solubility properties of the polymer and the stabilizer should be sufficient to allow
control of the particle size through adjustment of the solubility of the medium. Finally,
Paine was also able to show that if all three Hansen solubility parameters were matched
by using various solvent combinations, the same particle size resulted.

Viscosity. The viscosity of a polymer solution is not only a function of the molecular
weight and concentration of the polymer but also the configuration of the polymer in
solution which is determined by the interaction of the polymer with the medium
(solvency). In an effort to reconcile differences found in the dispersion polymerization of
n-butyl acrylate in MeOH/H,0 and EtOH/H,0 systems using PVP as stabilizer,
solution viscosities were measured at two shear rates as a function of the percent alcohol
in the alcohol/water mixture [12]. The results, illustrated in Figure 2, show a number of
important differences. First, it should be noted that conditions suitable for dispersion
polymerizations are indicated for each system by the horizontal arrows (i.e., limits were
established by required solubilities of BA monomer and limited solubilities of PBA
polymer). Two series of dispersion polymerizations were run at 70/30 EtOH/H,0 and
90/10 MeOH/H,O (indicated by the vertical dashed lines). Poor stability and
reproducibility were found for the former reactions with particle sizes in the range of 1
to 2 um while good stability and reproducibility were indicated for polymerizations in
the MeOH/H,0 medium with monodisperse particles ranging from 1 to 5 pm being
obtained by varying the stabilizer and initiator levels. These results are at least partly
explained by the difference in the conformation of the stabilizer in the medium and its
ability to adsorb on the flocculating nuclei to provide stability. In the EtOH/H,0
system, the high viscosity and shear thinning indicate that the stabilizer molecules are
well solvated (expanded) by the medium and that the molecules entangle to some extent.
These would not be expected to have as strong an affinity for the resulting polymer
particles as in the MeOH/H,0 system where the stabilizer molecules are more coiled in
solution and do not appear to interact with each other (no shear thinning). In this case,
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their adsorption onto the PBA particles would be expected to be even greater than in a
comparable aqueous phase system. (It should be noted that PVP has also been used
successfully to stabilize large-particle-size latexes in seeded emulsion polymerizations of
styrene [5].) These results may also help to explain why methanol proved to be a better
medium than ethanol for the dispersion polymerization of MMA [11].
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Figure 2. Solution viscosities of 1% PVP K-90 solutions in alcohol/water media.

3.1.3 Effect of Stabilizer

As alluded to earlier, the stabilizer plays a crucial role in the formation of stable
particles in dispersion polymerization, often being used as the primary means of
controlling the resulting particle size. The stabilizer is typically an amphipathic
polymer which is able to adsorb onto the surface of the particles imparting stabilization
via the steric mechanism. Block and graft copolymers are often used in dispersion
polymerizations where, by definition, one segment favors the medium and the other the
particle surface. Another category of stabilizer has been termed a graft copolymer
precursor; in this case, the monomer in the dispersion polymerization grafts onto the
stabilizer during the polymerization whereby it can become incorporated chemically or
physically on the surface of the polymer particles.

Yet another type of stabilizer is the homopolymer which can adsorb onto the surface
of the particles being in equilibrium with that dissolved in the medium,; the true nature
of this stabilization has been subject to debate, however. An example of this is the use
of PVP as stabilizer. This homopolymer has found extensive use in stabilization
systems in both aqueous [5] and non-aqueous (polar) media [8, 10-12, 17, 18]. In
addition, it has been used in combination with other stabilizers such as Aerosol OT
(sodium dioctyl sulfosuccinate) [10, 12], Triton N-57 (nonyl phenyl polyether alcohol)
[10, 16], and Aliquat 336 (methyl tricaprylyl ammonium chloride) [8]. To illustrate the
effect of the concentration of PVP on the resulting particles, a compilation of some
results for the dispersion polymerization of three different monomers are presented in
Figure 3.



148

Figure 3. Log-log plots of particle diameter (left) and number of particles (right) as a function of the
stabilizer concentration for three monomer systems. (n represents the slope of the regression analysis.)

The same data are represented here in two ways, as particle diameter (left) and
number of particles (right) as a function of the stabilizer concentration. Both are log-log
plots, the former being typical of those presented in dispersion polymerization
publications while the latter is more often used to present results of emulsion
polymerizations. The slopes (n), obtained by regression analysis and given in the
parenthesis, represent the power dependencies (D o< [S]", N, o< [S]). These results were
all obtained in the same laboratory and yet illustrate the variation in recipe conditions
that are used to obtain monodisperse micron-size particles from different monomers,
namely, styrene [10], methyl methacrylate [11], and n-butyl acrylate [12]. The same two
molecular weight PVP’s were used in all three of these studies. The general results are
that the particle size decreased with both increasing concentration and molecular weight
of the stabilizer. Note that the concentration is represented as weight percent and not a
molar concentration which indicates that fewer molecules of the higher molecular weight
PVP (PVP K-90, average molecular weight of 360,000) are required to stabilize smaller
and thus more numerous particles than the lower molecular weight (PVP K-30, average
molecular weight of 40,000). This may be indicative of the stronger adsorption of the
higher molecular weight polymer leading to greater numbers of particles. Further
comparisons are difficult when one notes the other differences in the conditions of these
polymerizations as described in Table 1. As can be seen, no set of conditions is
duplicated in these polymerizations. Suffice it to say that optimization of recipes for
preparing micron-size monodisperse particles will often preclude a direct comparison of
results, at least without much more in-depth knowledge of the interaction leading to
such conditions being established.

Evidence for grafting onto the stabilizer has been presented for several systems.
Material balances on the stabilizer [11], the ability of the dissolved polymer recovered
from cleaned dispersion particles to be redispersed as stable colloids [19, 20}, and
electron microscope examination of the surface and interior of the particles [20], among
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TABLE 1. Comparison of reaction conditions for preparing micron-size monodisperse particles via
dispersion polymerization

Monomer Medium Costabilizer ~ Imitiator ~ Temperature ~ Reference
BA MeOH/H,0" none ACPA* 70°C 12
MMA MeOH none AIBN? 55°C 11
Styrene EtOH Aerosol OT AIBN 70°C 10
790/10 wt/wt

4,4" azobis(4-cyanopentanoic acid)
32,2’ azobis(isobutyronitrile)

other methods, have all provided indirect evidence for grafting onto stabilizers which
includes not only PVP but also poly(acrylic acid) (PAA) and HPC. Although this
evidence is compelling, the adsorption mechanism of stabilization cannot be discounted.
It is more likely that both of these mechanisms play a role in the stabilization of the
particles. It should be noted that a similar mechanism has been proposed for the
emulsion polymerization of vinyl acetate in the presence of poly(vinyl alcohol)
polymeric stabilizer. Evidence for significant grafting has been found for this system as
well [21].

3.1.4 Effect of Initiator
Nucleation in dispersion polymerization is expected to be affected by the rate of
production of free radicals in the medium as determined by the concentration and the
decomposition rate of the initiator. In emulsion polymerization, an increase in the
initiator concentration typically leads to an increase in the number of particles, more
radicals nucleating more particles via either micellar or homogeneous/coagulative
mechanisms. However, in dispersion polymerization, the opposite trend has been
reported, i.e., increased initiator producing fewer particles. This result is not universal,
however, as illustrated by the results compiled in Figure 4 for the same systems reported
in Figure 3. Both PMMA and PS particles increase in size (Figure 4, left) and decrease
in number (Figure 4, right) with increasing AIBN concentration. However, the number
of PBA particles produced has a slight but positive dependence on the initiator
concentration. Again note that the polymerization conditions are not identical for each of
these series as noted in Table 1 (AIBN used in all reactions); in addition, PVP K-30 was
used to prepare the PMMA and PS particles while PVP K-90 was used in the BA
polymerizations which can account for the greater numbers of particles but not the trend.
How can the above results be reconciled with the proposed nucleation mechanisms
in dispersion polymerization? A number of authors have offered qualitative explanations
for the seemingly paradoxical result of decreasing particle number with increasing
initiator concentration. In fact, this phenomenon has also been reported for the emulsion
polymerization of vinyl acetate using sodium persulfate as initiator and a reactive
surfactant (sodium dodecyl allyl sulfosuccinate) as stabilizer where the dependency of the
number of particles on the initiator concentration ranged from -0.21 to -0.41 depending
on the surfactant level [22]. Although, the cause of this was not investigated, it was
tentatively attributed to an electrolyte effect causing destabilization of the particles. Of
course, this cannot explain the results reported above. The most popular explanation for
this phenomenon is that by increasing the radical production rate, the average molecular
weight of the polymer formed in the medium is decreased by termination reactions
which subsequently reduces the number of chains which either aggregate or grow long
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enough to form nuclei thus reducing the number of particles [8, 23 - 25]. Two other
variations on this reasoning have also been offered: (1) lower molecular weight grafts are
formed on the stabilizer (for the same reasons) which make it more soluble in the
medium and thus not as effective a stabilizer [16]; and (2) more chain transfer involving
the initiator occurs with more radicals being produced, lowering the number of nuclei
formed [26]. Another explanation which differs significantly from the preceding ones is
that there is a competition between limited aggregation of nuclei and the adsorption (and
subsequent stabilization) by the stabilizer; smaller particles are favored by faster
adsorption of stabilizer and slower production of oligomers which form the nuclei [10].
Thus, lower initiator concentrations produce smaller and more numerous particles.

Figure 4. Log-log plots of particle diameter (left) and number of particles (right) as a function of the initiator
(AIBN) concentration for three monomer systems. (n represents the slope of the regression analysis).

Additional outside evidence which might shed more light on this phenomenon
comes from results reported for anionic dispersion polymerizations of styrene in hexane
[27]. In this case, the particle size (3 - 5 mm) was also found to increase with increasing
initiator (sec-butyllithium) concentration (and also decreasmg stablllzer (diblock
copolymer of styrene and butadiene) concentration); D o [°** o< [I1*Y. In these
polymerizations, all chains are initiated at the same time and are not termmated as in
free radical polymenzatlon These chains grow simultaneously to nearly the same final
molecular weight (10° - 10° g/mol). Chain aggregation and flocculation of nuclei are
also considered to be the mechanism of nucleation operative in this system. These
results would tend to support the last explanation given above since the number of
chains growing beyond their jcrit are not reduced by termination reactions.

Still, the reason for the different dependencies in Figure 4 is not clear. The relative
rates of the various physical and chemical processes must be understood more fully to
characterize this behavior.
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4. Kinetics of Dispersion Polymerization

To varying degrees, polymerization takes place in both the continuous phase and
particle phase in any dispersion polymerization system. The extent to which each of
these occurs depends on the partitioning of the monomer and free radicals between these
phases. And this partitioning is a function of variables mentioned previously,
particularly the solvency of the medium and the nature of the monomer/polymer system.
Therefore, the reaction kinetics is a combination of solution polymerization and
polymerization inside swollen polymer particles. The latter often becomes more
important for polymers in which the gel effect is notable which can increase the rate
substantially over solution kinetics.

During the nucleation stage of a dispersion polymerization, the kinetics begin as in
a solution polymerization, the rate depending on the number of free radicals, the
monomer concentration, and the reaction temperature. As particles are formed, the
partitioning described above determines the relative rates of polymerization in the two
phases. This partitioning of monomer, solvent, initiator, and free radicals are largely
governed by thermodynamics. Indeed, a thermodynamic model for the partitioning, based
on Flory-Huggins theory [28] as extended by Morton et al. [29], was successfully
applied to the dispersion polymerization of styrene in ethanol [30]. This work showed
that the monomer concentration in the two phases decreased throughout the reaction,
although the relative concentrations in the particles and the medium (partition
coefficient) increased slightly from about 0.85 to 1.1. (It should be noted that the
ethanol also partitions into the particles to a small degree.) The fraction of polymer in
the particles was initially about 0.7 and increased with conversion. This high and
increasing polymer content led to an increase in the polymerization rate as the
termination rate decreased. These kinetics resemble the pseudo-bulk region in emulsion
polymerization where the rate has little if any dependence on the particle size since they
are so large and can accommodate many radicals. Therefore, the rate of reaction generally
lies in between that of solution and emulsion polymerization. This effect is also seen in
the molecular weights which also increase with conversion and lie between these two
types of polymerization.

The phenomena described above are highly dependent on the choice of system
components which can vary significantly, making it risky to generalize about the
kinetics of dispersion polymerization.

5. Variety in Dispersion Polymerization

As illustrated earlier, the difficulty in comparing results, even from the same
laboratory, stems from the variability in the experimental conditions either chosen or
required for preparing micron-size monodisperse particles. Although this is not unique to
dispersion polymerization, the added dimension of the medium (in contrast to emulsion
polymerization) and its affect on the polymerization process greatly complicates any
comparison.

Over the past fifteen years, styrene has been the mostly widely used monomer for
studying dispersion polymerizations, as well as emulsion polymerizations. Reactions
are typically run in polar media which might comprise a pure alcohol (CH,OH to
C,,0OH) or may contain either a more polar (e.g., H,0) or less polar component, these
being added to control the size and monodispersity of the particles. Monomer levels
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range from under 5% to 50%. Three stabilizers have been most popular: PVP, HPC, and
PAA (all varying in molecular weight). Costabilizers (e.g., Aerosol OT, Aliquat 336,
Triton N57) may or may not be used. Other stabilizers include macromonomers (e.g.,
methacryloyl terminated poly(ethylene glycol) [31]) which copolymerize with the
monomer and chain transfer agents (e.g., CH;(OCH,CH,),;5-)C)CH,SH [32]) onto which
the monomer grafts. Initiators are typically peroxides (BPO) or an azo type (AIBN,
AMBN, ADVN, ACPA). Temperatures range from 55°C to 80°C. Particles typically
achieve sizes up to 10 mm.

Styrene has also been popular for performing dispersion copolymerizations with
monomers such as divinyl benzene [10, 17], butadiene [18], n-butyl acrylate [33], and
butyl methacrylate [13, 34].

Methyl methacrylate is the next most popular monomer to study, stemming
initially from the early work at ICI [1]. Block copolymers (e.g., polystyrene-poly-
dimethylsiloxane [35]) and graft copolymers (e.g., poly(12-hydroxy stearic acid)-g-
PMMA [36]) have continued to be used as stabilizers in hydrocarbon media (e.g.,
alkanes). In addition, homopolymers (e.g., polyisobutylene) in mixed solvents (e.g.,
CCl,/2,2,4-trimethylpentane) have been used to make monodisperse particles up to 13
mm [37]. Alcohols (CH;0H) have been used in a more limited way, paralleling work in
polystyrene using PVP as stabilizer [8, 11].

A number of other polymers have been synthesized by this technique including:
poly(N-vinyl formamide) [38], poly(1-methacryloxybenzotriazole) [39], poly(butyl-2-
cyanoacrylate) [40], polyacrolein [41], polyacrylonitrile [42], polychloromethylstyrene
[43], polypyrrole [44], and glycidyl methacrylate copolymers [45].

Other areas of interest include the preparation of structured particles by dispersion
polymerization or seeded dispersion polymerization (this has largely been accomplished
by first preparing particles via dispersion polymerization and then replacing the medium
with water, followed by seeded emulsion polymerization [46, 47]). In a more ‘exotic’
process, dispersion polymerizations have been conducted in supercritical CO,, this
requiring design of different stabilizers such as poly(1,1-dihydroperfluorooctyl acrylate)
[48]. All of these examples serve to illustrate the ongoing interest and potential for
further developments in dispersion polymerization.

6. Prospects

Based on the preceding, dispersion polymerization appears to be firmly entrenched as a
means of preparing micron-size monodisperse polymer particles. The variety of these
particles is expected to expand into many areas of specialty application. On the other
hand, much work is still required on even the ‘simplest’ systems (e.g., styrene) to gain a
more fundamental understanding of the mechanisms of particle formation and growth,
and how these are affected by the various process variables. Mathematical modeling of
dispersion polymerization holds promise as one avenue for increasing this understanding
as illustrated by several recent efforts to model various aspects of the process [30, 49,
501.

References

1. K.E.J. Barrett (ed.) (1975) Dispersion Polymerization in Organic Media, Wiley, London.
2. Bradford, E.B. and Vanderhoff, J.W. (1955) J. Appl. Phys., 26(2), 864-871.



153

Sudol, E.D., El-Aasser, M.S., and Vanderhoff, J.W. (1986) J. Polym. Sci.: Part A: Polym. Chem., 24,
3499-3513.

Gilbert, R.G. (1995) Emulsion Polymerization: A Mechanistic Approach, Academic Press, London.
Vanderhoff, J.W., El-Aasser, M.S., Micale, F.J., Sudol. E.D., Tseng, C.M., Silwanowicz, A., Kornfeld,
D.M., and Vicente, F.A. (1984) J. Disp. Sci. Tech., 5(3&4), 231-246.

Ugelstad, J., Mork, P.C., Berge, A., Ellingsen, T. and Khan, A. (1982) in I. Piirma (ed.) Emulsion
Polymerization, Academic Press, New York, 383-413.

Barrett, K.E.J. and Thomas, H.R. (1975) in K.E.J. Barrett (ed.) Dispersion Polymerization in Organic
Media, Wiley, London, pp. 115-199.

Almog, Y., Reich, S., and Levy, M. (1982) Brit. Polym. J., 14, 131-136.

Hansen, F.K. (1992) in E.S. Daniels, E.D. Sudol, and M.S. El-Aasser (eds.) Polymer Latexes:
Preparation, Characterization, and Applications, ACS Symposium Series 492, Washington D.C., pp. 12-
27.

. Tseng, CM,, Lu, Y.Y., El-Aasser, M.S., and Vanderhoff, J.W. (1986) J. Polym. Sci.: Part A: Polym.

Chem., 24, 2995-3007.

. Shen, S., Sudol, E.D., and El-Aasser, M.S. (1993) J. Polym. Sci.: Part A: Polym. Chem., 31, 1393-1402.
. Wang, D., Dimonie, V.L., Sudol, E.D., and El-Aasser, M.S. (1996) Graduate Research Progress

Reports, Emulsion Polymers Institute, Lehigh University, 45, 191-202.

. Ober, C.K. and Lok, K.P.. (1987) Macromol., 20, 268-273.

. Lok, K.P. and Ober, C.K. (1985) Can. J. Chem., 63, 209-216.

. Paine, A.J. (1990) J. Polym. Sci.: Part A: Polym. Chem., 28, 2485-2500.

. Paine, A.J., Luymes, W., and McNulty, J. (1990) Macromol., 23, 3104-3109.

. Hattori, M., Sudol, E.D., and El-Aasser, M.S. (1993) J. Appl. Polym. Sci., 50, 2027-2034.

. Huy, R,, Dimonie, V.L., Sudol, E.D., and El-Aasser, M.S. (1995) J. Appl. Polym. Sci., 55, 1411-1415.

. Paine, AJ. (1990) J. Coll. Int. Sci., 138(1), 157-169.

. Paine, A.J,, Deslandes, Y., Gerroir, P., and Henrissat, B. (1990) J. Coll. Int. Sci., 138(1), 170-181.

. Magallanes, G.S., Dimonie, V.L., Sudol, E.D., Yue, H.J., and El-Aasser, M.S. (1996) J. Polym. Sci.:

Part A: Polym. Chem., 34, 849-862.

. Urquiola, M.B., Dimonie, V.L., Sudol, E.D., and El-Aasser, M.S. (1992) J. Polym. Sci.: Part A: Polym.

Chem., 25, 2631-2644.

. Ober, C.K. and Hair, M.L. (1987) J. Polym. Sci.: Part A: Polym. Chem., 25, 1395-1407.

. Kobayashi, S., Uyama, H., Yamamota, I, Matsumoto, Y. (1990) Polym. J., 22, 759-761.

. Tuncel, A., Kahraman, R., and Piskin, E. (1990) J. Appl. Polym. Sci., 50, 303-319.

. Uyama, H. and Kobayashi, S. (1994) Polym. Int., 34, 339-344.

. Awan, M.A,, Dimonie, V.L., and El-Aasser, M.S. (1996) J. Polym. Sci.: Part A: Polym. Chem., 34,

2651-2664.

. Flory, P.J. (1953) Principles of Polymer Chemistry, Cornell University Press, Ithaca, New York, Chaps.

12 and 13.

. Morton, M, Kaizerman, S., and Altier, M.W. (1954) J. Coll. Sci., 9, 300-312.
. Lu, Y.Y., El-Aasser, M.S., and Vanderhoff, ].W. (1988) J. Polym. Sci.: Part B: Polym. Phys., 26,

1187-1203.

. Capek, I, Riza, M., and Akashi, M. (1992) Polym. J., 24(9), 959-970.

. Bourgeat-Lami, E. and Guyot, A. (1995) Polym. Bull., 35, 691-696.

. Séenz, J M. and Asua, J.M. (1995) J. Polym. Sci.: Part A: Polym. Chem., 33, 1511-1521.

. Horék, D., Svec F., and Fréchet, 1.M.J. (1995) J. Polym. Sci.: Part A: Polym. Chem., 33, 2961-2968.

. Dawkins, J.V. and Taylor, G. (1979) Polymer, 20, 599-604.

. Antl, L., Goodwin, J.W., Hill, R.D., Ottewill, R.H., Owens, S.M., Papworth, S., and Waters, J.A. (1986)

Coll. Surf., 11, 61-T8.

. Williamson, B., Lukas, R., Winnik, M.A., and Croucher, M.D. (1987) J. Coll. Int. Sci.,119(2), 559-564.
. Uyama, H., Kato, H., and Kobayashi, S. (1994) Polym. J., 26(7), 858-863.

- Yoshida, M., Yokota, T., Asano, M., and Kumakura, M. (1989) Colloid Polym. Sci., 267(11), 986-991.

. Douglas, S.J., Illum, L., and Davis, S.S. (1985) J. Coll. Int. Sci., 103(1), 154-163.

. Margel, S. and Wiesel, E. (1984) J. Polym. Sci., Polym. Chem. Ed., 22, 145-158.

. Ansarifar, M.A. and Luckham, P.F. (1988) Colloid Polym. Sci., 266(11), 1020-1023.

. Margel, S., Nov, E., and Fisher, I. (1991) J. Polym. Sci.: Part A: Polym. Chem., 29, 347-355.

. Digar, M.L,, Bhattacharyya, S.N., and Mandal, B.M. (1994) Polymer, 35(2), 377-382.

. Hosaka, S., Murao, Y., Tamaki, H., Masuko, S., Miura, K., and Kawabata, Y. (1993) Polym. Int., 30,

505-511.

. Shen, S., El-Aasser, M.S., Dimonie, V.L., Vanderhoff, J.W., and Sudol, E.D. (1991) J. Polym. Sci.:

Part A: Polym. Chem., 29, 857-867.

. Okubo, M. and Nakagawa, T. (1994) Colloid Polym. Sci., 272(5), 530-535.
. Hsiao, Y.L., Maury, E.E., DeSimone, J.M., Mawson, S., and Johnston, K.P. (1995) Macromol., 28,

8159-8166.

. Paine, A.J. (1990) Macromol., 23, 3109-3117.
. Poehlein, G.W. and Ahmed, S.F. (1995) Int. Polym. Coll. Newsletter, 26, 87-93.



METALLOCENE CATALYSTS IN DISPERSED MEDIA

J.B.P. SOARES
University of Waterloo, Department of Chemical Engineering
Waterloo, Ontario, Canada N2L 3G1

A.E. HAMIELEC
McMaster University, Department of Chemical Engineering
Hamilton, Ontario, Canada L8S 4L7

1. Introduction

Metallocene catalysts are organometallic coordination compounds in which one or two
cyclopentadienyl rings or substituted cyclopentadienyl rings are bonded to a central
transition metal atom, as shown in Figure 1. The nature and number of the rings and
substituents (S), the type of transition metal (M) and its substituents (R), the type of
the bridge, if present, and the cocatalyst type determine the catalytic behaviour of these
organometallic compounds towards the polymerization of linear and cyclic olefins and
diolefins.

S
|
s S
M :transition metal of groups 4b, Sb or 6b
s R : hydrocarbyl, alkylidene, halogen radicals
S: hydrogen, hydrocarbyl radicals
B: alkylene, alkyl radicals, heteroatom groups
\M
R~
S
S
S s

Figure 1. Generic structure of a metallocene catalyst

The importance of these new catalytic systems is revealed by the number of patents
issued in this field since 1980. It has been reported that 179 metallocene patents have
been granted in the U.S. in 1995 [1]. Currently, there are five review articles published
in the literature on metallocene catalysts [2-6]. These review papers cover metallocene
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catalyst synthesis, nature of active sites, polymerization conditions and mechanisms,
patent literature, and polymerization reactor engineering.

What is so great about metallocene catalysts? In brief, metallocene catalysts have
excellent: (1) Polymer microstructure control - metallocene catalysts can produce
polymer with narrow distributions of molecular weight, chemical composition, and
stereoregularity. (2) Catalytic activity - metallocene catalysts have very high activities
and therefore are adequate for the production of commodity polymers. (3) Versatility -
metallocene catalysts can produce several different types of polymers with enhanced or
entirely novel properties. (4) Compatibility - metallocene catalysts can be used in
existing polymer manufacturing processes with minimal modifications.

In this article we will describe the leading features of metallocene catalysts and
polymerization processes, focusing in their improved ability of polymer microstructure
control.

2. Comparison of Conventional Ziegler-Natta and Metallocene
Catalysts

Metallocene catalysts have been used mainly for the synthesis of polyolefins, and are
therefore seen as complementary (and possible substitute) to conventional Ziegler-Natta
catalysts. In its broadest definition, Ziegler-Natta catalysts are composed of a transition
metal salt of metals of group IV to VIII (known as the catalyst) and a metal alkyl of a
base metal of groups I to III (known as the cocatalyst or activator). For industrial use,
most Ziegler-Natta catalysts are based on titanium salts and aluminum alkyls. Several
industrial processes using a variety of reactor types (monomer bulk-slurry, diluent-
slurry, gas-phase fluidized-bed, gas-phase stirred-bed, loop reactor, solution) exist today
for the production of polyolefins using these catalysts.

The most important innovations introduced in the manufacture of polyolefins with
Ziegler-Natta catalysts were the synthesis of linear high-density polyethylene (HDPE),
the copolymerization of ethylene and o-olefins to produce linear low-density
polyethylene (LLDPE), and the production of highly isotactic and syndiotactic
polypropylene. HDPE has few or no short chain branches and no long chain branches,
and because of its greater rigidity, it is used in structural applications. Copolymerization
of ethylene with o-olefins disrupts the order of the linear polyethylene chain by
introducing comonomer units that form short chain branches. As a consequence, the
density, crystallinity, and rigidity of the polymer is decreased. By varying the amount
and type of a-olefin, the type of catalyst, and the polymerization conditions, one can
produce several grades of copolymers to meet specific market demands. LLDPE shares
the market with high-pressure low-density polyethylene (HP-LDPE) produced by free-
radical processes. Both HP-LDPE and LLDPE are used predominantly for manufacture of
films.

Several types of Ziegler-Natta catalysts are stereospecific, i.e., the insertion of
asymmetric monomers into the growing polymer chain in a given orientation is
favoured over all other possible orientations. This characteristic of Ziegler-Natta
catalysts permitted for the first time the production of highly isotactic and syndiotactic
polypropylene. Isotactic polypropylene is used in several injection molding and
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extrusion processes due to its excellent rigidity, toughness, and temperature resistance.
Only atactic polypropylene of low molecular weight, which has little commercial value,
is obtained in free-radical polymerization.

Most industrial processes today utilize heterogeneous Ziegler-Natta catalysts.
Conventional soluble Ziegler-Natta catalysts have not found widespread industrial
applications, mainly because of insufficient catalytic stability and stereochemical
control. Important exceptions are some vanadium-based systems for the production of
ethylene-propylene copolymers and ethylene-propylene-diene terpolymers [7,8] and
syndiotactic polypropylene [9].

Polyolefins made with heterogeneous Ziegler-Natta catalysts have a polydispersity
index for molecular weight distribution significantly greater than the theoretical value of
two and non-uniform stereoregularity and copolymer composition (the chemical
composition of LLDPE, as measured by temperature rising elution fractionation is
generally bimodal [10]).

The non-uniformity of polymer made with Ziegler-Natta catalysts has been linked to
the presence of multiple site types on their surface and also to intraparticle mass and heat
transfer resistances during polymerization, but it is generally accepted that the presence
of multiple site types is the dominating mechanism [11]° In this way, the whole
polymer is considered to be a microscopic blend of chains with different average
properties made on each site type. In fact, it has been claimed that the nature of these
active sites can be inferred from the analysis of the molecular weight and chemical
composition distributions of the produced polymer [12-14].

One of the main reasons why metallocene catalysts are considered by some to be
revolutionizing the polyolefins production technology is the fact that they can make
polymer with narrow distributions of molecular weight and chemical composition, as
illustrated schematically in Figures 2 and 3. When compared to heterogeneous Ziegler-
Natta catalysts, metallocene catalysts have a much better control over polymer
microstructure, and therefore can produce polymer with well-defined mechanical and
theological properties. Additionally, it is possible to combine different types of
metallocene catalysts to design the molecular weight and composition distributions of
polymers [15], and from the knowledge of structure-property relationships, produce
polymer with properties to match specific market demands.
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3. Types of Metallocene Catalysts

One of the first researchers to use metallocene catalysts for polymerization were Breslow
and Newburg [16]. They used soluble bis(cyclopentadienyl)titanium derivatives and
alkylaluminums for ethylene polymerization. Several other researchers followed this
original work, using the same catalytic system or modifications of that system,
including G. Natta [16]. However, these catalytic systems had low activity and stability



159

for the polymerization of ethylene and produced only low molecular weight
polyethylene. Additionally, they were not active for propylene polymerization [17].

It was noticed later that the activity of metallocene/alkylaluminum catalysts could
be significantly increased by the controlled addition of water to the polymerization
reactor [18]. This enhanced activity was attributed to the reaction between water and
alkylaluminum to form alkylaluminoxane. This single discovery led to the development
of an entirely new class of soluble catalytic systems that are today the most promising
branch of Ziegler-Natta catalysis.

3.1. ALUMINOXANES

The type of aluminoxane has a marked influence on the efficiency of a
metallocene/aluminoxane catalytic system. Methylaluminoxane (MAQO) is generally
more effective as a cocatalyst than other aluminoxanes such as ethylaluminoxane (EAO)
and isobutylaluminoxane (IBAO) [19]. More remarkably, the catalytic activity of the
metallocene complex is directly proportional to the degree of oligomerization of the
aluminoxane [18]. Additionally, for most homogeneous metallocene catalysts, a large
excess of aluminoxane is required for the polymerization to reach its optimum value.
Aluminum/transition metal ratios varying from 1,000 to 50,000 are commonly reported
in the literature.

Despite its marked influence in catalytic performance, the exact role of the
aluminoxane component is not known precisely. Experimental evidence seem to indicate
that besides acting as an alkylation agent and impurity scavengers, aluminoxanes are
involved in the formation of active sites and in the prevention of their deactivation by
bimolecular processes. More recently, due to the discovery of aluminoxane-free cationic
metallocene complexes it has been proposed that the aluminoxane may be involved in
the production of the cationic active site and in the stabilization of the anion [20,21].

The exact structure of aluminoxanes is still a matter of controversy. They
supposedly exist as a mixture of different cyclic or linear oligomers with degree of
oligomerization commonly varying from six to twenty. Some recent experimental
evident suggest that MAQO can also have a three-dimensional, open cage structure. Reddy
and Sivaram [4] recently published an extensive review of techniques for the synthesis of
aluminoxanes.

3.2. NON-STEREOSPECIFIC METALLOCENES

The most commonly used catalysts for polyethylene production are achiral
cyclopentadienyl derivatives of zirconium, titanium, and hafnium. Titanium and hafnium
catalysts show a smaller activity and are less stable at temperatures above 50 °C than
zirconocenes[19]. These catalysts are capable of producing polyethylene with activities as
high as 40,000 kg of polyethylene (g Zr.h)' for bis(cyclopentadienyl)zirconium
dichloride/MAO (Cp,ZrCl,/MAOQ) at a polymerization temperature of 95 °C and ethylene
pressure of 8x10° Pa [22]. Catalytic activity is a strong function of the
aluminum/transition metal ratio [23]. The catalytic activity of Cp,ZrCl,/MAO for
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ethylene polymerization increases steadily from 0.25 kg polyethylene (g Zr.h.Pa)' to
4.8 kg polyethylene (g Zr.h.Pa)' by varying the aluminum/zirconium ratio from 1,070
to 46,000.

The molecular weight of polymer made with Cp,ZrCl,/MAO is very sensitive to
temperature, ranging from 1,000,000 at 0 °C to 1,000 at 100 °C [18]. Most soluble
metallocene catalysts show the same relation between molecular weight and
polymerization temperature, presumably due to an intensification of P-hydride
elimination with increasing temperature. At polymerization temperatures below -20 °C,
transfer reactions are so reduced that the molecular weight becomes only a function of
polymerization time, thus behaving as in a living polymerization system [25].

Hydrogen is an efficient chain transfer agent when used with metallocene catalysts.
However, contrary to what is observed with conventional Ziegler-Natta catalysts, only
traces of hydrogen are necessary to significantly reduce the molecular weight of the
polymer. The presence of hydrogen also lowers the activity of Cp,ZrCl,/MAQO system
[26], but this effect is reversible; removal of hydrogen results in a increase of the
polymerization rate to its original value. Hydrogen also have a reversible effect (increase
or decrease, depending on the catalytic system used) on the rate of polymerization with
conventional Ziegler-Natta catalysts [27].

Achiral metallocene catalysts have also been used to produce olefin copolymers. The
most remarkable property of these catalysts when used for copolymerization is their
ability to produce copolymers with narrower chemical composition distribution than the
ones produced with heterogeneous Ziegler-Natta catalysts. This permits an improved
control of copolymer composition and it is also essential for the production of
elastomers free of crystallinity. Additionally, metallocene catalysts can produce
copolymers with almost random incorporation of comonomers, which results in a
maximum decrease in polymer crystallinity for a given amount of comonomer
incorporation, a desirable feature for the synthesis of elastomers.

Non-stereospecific metallocenes are also active for the polymerization of propylene,
but only atactic polypropylene is formed.

3.3. STEREOSPECIFIC METALLOCENES

By the appropriate selection of metallocene catalysts, it is possible to produce
polypropylene with different chain microstructures. Polypropylene with atactic,
isotactic, isotactic-stereoblock, atactic-stereoblock and hemiisotactic configurations have
been produced with metallocene catalysts (Figure 4). It is also possible to synthesize
polypropylene chains that have optical activity, by using only one of the enantiomeric
forms of the catalyst [25].
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According to Fierro et al. [28], C, symmetric precursors are necessary to obtain a
catalyst for isospecific polymerization, and C, symmetric precursors to produce a catalyst
for syndiospecific polymerization. Asymmetric precursors can be used to synthesize
metallocene catalysts that produce hemiisotactic and isotactic-stereoblock polypropylene.

Ewen [29] was the first to report the synthesis of isotactic polypropylene with
bis(cyclopentadienyl)titanium diphenyl (Cp,TiPh,) and MAO, and
ethylenebis(indenyl)titanium dichloride (Et(Ind),TiCl,) and MAO. Et(Ind),TiCl, was
produced as a mixture of 56% racemic and 44% meso forms. Of the total polypropylene
produced, 63% was isotactic, and the mechanism of monomer insertion was site-
controlled. The meso form of the catalyst produced the 37% atactic polymer fraction.

The bridge extending between the two indenyl rings imparts stereorigidity to the
metallocene complex, preventing the rotation of the rings about their coordination axes.
The spatial arrangement of the chiral racemic isomeric form favours the coordination of
propylene molecules in such a way as to produce mainly isotactic chains. For the meso
form, both monomer orientations are equally favoured and therefore only atactic chains
are formed.

The first stereospecific metallocene catalysts could only produce polymer with low
molecular weight, and although they could polymerize propylene with high degree of
isotacticity (as measured by '*C NMR) several regio-irregularities, such as 2-1 and 1-3
insertions, were detected in the chains. Consequently, these polypropylene resins had a
melting temperature (T,) significantly smaller than the ones of polypropylene resins
made with heterogeneous Ziegler-Natta catalysts [30]. Catalysts for the production of
polypropylene has evolved considerably and today it is possible to synthesize
polypropylene with high molecular weight averages and high T,. Figure 5 illustrates the
evolution of metallocene catalysts for the production of polypropylene.
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3.5. SUPPORTED METALLOCENE CATALYSTS

Since most of the conventional Ziegler-Natta polyolefin industrial plants are designed to
use heterogeneous catalysts (with exception of EPDM plants that use soluble vanadium-
based catalysts), the commercial application of soluble metallocene catalysts would
require the design of new plants or the adaptation of existing ones to operate with
soluble catalysts. One way of overcoming this problem is by supporting the
metallocene catalyst on a “inert” carrier, hopefully without significantly losing its
catalytic activity, stereochemical control, and ability to make polymer with narrow
molecular weight and chemical composition distributions and, when desired, long chain
branching.

Metallocenes can be effectively supported on several inorganic oxides, the most
commonly used being SiO,, MgCl,, Al,O;, MgF,, and CaF,. Polyolefin particles and
natural polymers such as cellulose have also been used to support metallocene catalysts
[5]. ‘

The type of support as well as the technique used for supporting the metallocene and
MAO have a crucial influence on catalyst behaviour. Several techniques for supporting
metallocenes and MAO have been proposed, such as [34]: (1) Adsorption of MAO onto
the support followed by addition of the metallocene, (2) Immobilization of the
metallocene on the support, followed by contact with MAO in the polymerization
reactor, (3) Immobilization of the metallocene on the support, followed by treatment
with MAO.

By the appropriate choice of supporting conditions, stereo- and regioselectivity can
be improved and transfer reactions can be minimized with consequent production of
polymers with improved regio- and stereoregularity, and higher molecular weights.

Additionally, supported metallocenes usually require smaller aluminum/transition
metal ratios than the equivalent soluble systems and some can be activated in the
absence of aluminoxanes by common alkylaluminums [35-38]. This reduced dependence
on the presence of aluminoxanes and on high aluminum/transition metal ratios has been
related to a reduction in catalyst deactivation by bimolecular processes due to the
immobility of the active sites on the surface of the support.

Aluminoxanes can be either synthesized separately and then supported on the carrier
or they can be produced in situ by reacting an alkylaluminum directly with the water
adsorbed on the support. Several patents have been issued regarding supporting
technology for metallocene catalysts. For a more detailed description on supporting
techniques, the reader is referred to Soares and Hamielec [5].

Supported multiple-site type catalysts can also be designed to produce polyolefins
with broad molecular weight distribution. Polyolefins with broad molecular weight
distributions are desired for certain applications because of their easier processability. In
a series of patents, Welborn [15] claims that it is possible to produce LLDPE and HDPE
with polydispersity indexes between 2.5 and 100 by combining at least one metallocene,
at least one non-metallocene transition metal compound, an aluminoxane and an
organometallic compound on a support.

The catalytic activity of supported metallocenes is usually inferior to the one of the
equivalent soluble catalyst, probably due to deactivation of catalytic sites or inefficient
production of active sites during the supporting process. Broadening of the molecular
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weight distribution for supported catalysts can also occur under certain supporting
conditions. Although it is generally accepted that this might be caused by the formation
of sites of different types due to support-metallocene interactions, recent experimental
results seems to indicate that mass transfer resistances can play an important role as well
[391.

3.6. CATALYSTS FOR LONG CHAIN BRANCHING FORMATION

The most suitable catalyst types for long chain branch formation appear to be those with
an “open” metal active center, such as the Dow Chemical constrained geometry
catalysts. The active center of these catalysts is based on group IV transition metals that
are covalently bonded to a monocyclopentadienyl ring and bridged with a heteroatom,
forming a constrained cyclic structure with the titanium center (Figure 6). Strong Lewis
acid systems are used to activate the catalyst to a highly effective cationic form. This
geometry allows the titanium center to be more “open” to the addition of ethylene and
higher a-olefins, but also for the addition of vinyl-terminated polymer molecules [40].
A second and very important requirement for the efficient production of polyolefins
containing long chain branches by these catalytic systems is that a high level of dead
polymer chains with terminal unsaturation be produced continuously during the
polymerization. Hamielec and Soares [6] discussed the reactor engineering requirements
for the optimum formation of long chain branches with these catalytic systems.

Lai et al. [41] presented some remarkable data on the effect of polydispersity on I,/1,
(ratio of melt flow indices measured at two different conditions, generally correlated with
shear thinning and breadth of molecular weight distribution for linear polyolefins) for
polyolefins synthesized using classical heterogeneous titanium-based Ziegler-Natta
catalysts and produced with a constrained geometry catalysts. Shear thinning, as
expected, increases as the molecular weight distribution broadens for  polyolefins
produced with heterogeneous Ziegler-Natta catalysts. On the other hand, polyolefins
synthesized with constrained geometry catalysts have narrow molecular weight
distribution, with polydispersity near the theoretical value of two for single-site type
catalyst. However, the I/, ratio can be increased at almost constant polydispersity, by
increasing the long chain branching frequency. In fact, these authors have shown how to
synthesize polyolefins with narrow molecular weight distribution and sufficient degree of
long chain branching that combines the excellent mechanical properties of polyolefins
with narrow molecular weight distribution (impact properties, tear resistance,
environmental stress cracking resistance, and tensile properties) with the good shear
thinning of linear polyolefins with broad molecular weight distribution. Polyolefins
with narrow molecular weight distribution and containing no long chain branches
generally have poor rheological properties.
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Figure 5. Evolution of metallocene catalysts for polypropylene synthesis

3.4. MAO-FREE SYSTEMS

Cationic metallocenes are catalysts in which the transition metal atom is positively
charged. The metallocene complex is therefore a cation associated with a stable anion.
Cationic metallocenes are prepared by combining at least two components: The first is a
metallocene and the second is an ion exchange compound comprising a cation and a non-
coordinating anion. The cation reacts irreversibly with at least one of the first
component’s ligands. The anion must be capable of stabilizing the transition metal
cation complex and must be labile enough to be displaced by the polymerizing
monomer. The relationship of the counterion to the bridged structure control monomer
insertion and isomerization [31]. There is now enough experimental evidence to support
the hypothesis that all active center types operative with metallocenes are cationic.

The hypothesis that the catalyst center is polar or ionic is further supported by the
electronic effects observed in some metallocenes of the type (X,C,H;),ZrCl,/MAOQ,
where X can be a chlorine, a hydrogen, or a fluorine atom, or a CH; or a OCHj, group. It
was observed that, for ethylene polymerization, electron withdrawing atoms such as
fluorine significantly lowered the catalytic activity and molecular weight of the produced
polymer, while electron donors such as CH, had little influence over the polymerization.
For the case of polypropylene production, electron withdrawing groups reduced
considerably the stereochemical control of the catalysts. This has been related to changes
in the degree of association of the metallocene and the MAO counterion or to the
increase in the strength of the metal-carbon bond between metallocene and ligands
[32,33].
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Figure 6. Constrained geometry catalysts

A suitable cocatalyst specified by Lai et al. [41] is tris(pentafluorophenyl)borane.
There is no evidence in the literature that methylaluminoxane cocatalysts are suitable
for the synthesis of polyolefins containing long chain branches. It can be speculated
that the presence of methylaluminoxane will promote transfer to aluminum and therefore
produce dead polymer chains with saturated chain-ends, which are unavailable for long
chain branch formation.

4. Mechanisms and Chain Growth Kinetics

Despite intense research activity, no definite, unequivocal polymerization mechanism
has yet been defined to describe the behaviour of metallocene and Ziegler-Natta catalysts.
This is hardly surprising, given the complex nature of the catalytic systems considered:
the catalyst may be soluble or insoluble in the reaction medium, a cocatalyst is
generally required but some catalysts are able to polymerize olefins alone, the monomers
may be liquid or gaseous, electron donors may be present or not, and the polymerization
can take place in gas phase, liquid monomer or suspended in a diluent with various
residence-time distributions. Good reviews on polymerization mechanisms with Ziegler-
Natta catalysts are available in the literature [9,42,43].

It is well established now that the two key steps in Ziegler-Natta and metallocene-
catalyzed polymerizations are the complexation between the monomer and the active
center, followed by insertion into the growing polymer chain. For these mechanisms,
the cocatalyst acts as an alkylating and reducing agent, and polymer growth takes place
via insertion of monomer into the transition metal-carbon bond.

One of the models with the greatest impact on the further development of
monometallic polymerization mechanisms was proposed by Cossee [43]. In this model,
the active site is composed of a transition metal atom having an octahedral
configuration, with four chlorine ligands from the crystal lattice, an alkyl group
introduced by the cocatalyst, and a coordination vacancy [3,5].

In Cossee’s model, the polymer chain has to flip back to the position occupied before
the monomer insertion step in order to explain isotacticity. Besides, several important
phenomena, such as monomer reaction orders higher than one and copolymerization rates
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higher than homopolymerization rates of both comonomers can not be explained by
Cossee’s model [44]. Because of these shortcomings, several alternative monometallic
models have been proposed based on Cossee’s model. There is no agreement about the
general validity of these models, but it is generally accepted that Cossee’s model
provides the best representation to date of the leading mechanisms governing Ziegler-
Natta polymerization [45].

Recently a new mechanism has been proposed which can overcome some of the
deficiencies of Cossee’s mechanism [44]. This model was called trigger mechanism and
involves a two-monomer transition state, where the insertion of a complexed monomer
is triggered by another monomer unit. The main assumptions of this model are: (1) the
monomer site is never free, since a new monomer will enter the site when the monomer
that previously occupied this site is inserted in the growing chain, (2) the insertion step
will not proceed, or will proceed very slowly, in the absence of another monomer unit,
(3) in the transition state, two monomer units interact with each other and with the
transition metal atom. The trigger mechanism is able to predict polymerization rate
dependency upon monomer concentration from first to second order, and increase in
polymerization rate of ethylene upon adding propylene.

Farina et al. [46] presented a general mechanism for polymerization with
metallocenes catalysts. They pointed out that metallocene catalysts differ from
conventional heterogeneous Ziegler-Natta catalysts because they have two active sites
bound to the same metal atom, allowing the growing chain to shift from one site to the
other. Two mechanisms are proposed for monomer insertion: in the alternating
mechanism, the chain shifts positions between monomer insertions; in the retention
mechanism, the chain always occupies the same position in the active site. Four
statistical insertion models were proposed: (1) alternating mechanism combined with
site control, (2) alternating mechanism combined with site and chain-end control, (3)
alternating and retention mechanisms combined with site control, (4) alternating and
retention mechanisms combined with site and chain-end control. Unfortunately no
simulation results were presented.

The most likely long chain branch formation mechanism with metallocene catalyst
systems is terminal branching, a mechanism which has been known in the free-radical
polymerization literature for many years [47]. In free-radical polymerization,
macromonomers (a long chain molecule with a reactive carbon-carbon double-bond at its
end) are generated via termination by disproportionation and via chain transfer to
monomer. With metallocene catalyst systems, the facile B-hydride elimination reaction
appears to be responsible for in-situ macromonomer formation. Other reaction types,
such as B-methyl elimination and trans may also generate dead polymer chains with
terminal unsaturation [48].

It is generally accepted that the most effective macromonomer for addition to the
active center with the generation of a long trifunctional branch is the one with terminal
vinyl unsaturation, probably due to steric effects.
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5. Mathematical Modelling

Mathematical models of polymerization with metallocene catalysts are similar to the
ones for Ziegler-Natta-catalyzed polymerization. Molecular weight averages are
conventionally estimated using the method of the moments. The number average chain
length is expressed as the ratio of the first moment to the zeroth moment of the
molecular weight distribution. Similarly, the mass average chain length is expressed as
the ratio of the second moment to the first moment of the distribution. Higher averages
(z, z+1, ...) are obtained in a analogous way. Population balances can be derived for the
living and dead polymer chains and solved for the moments of the distribution. In this
way, one does not need to solve the population balances directly, which, for most cases,
requires enormous computational effort.

For the case of steady-state operation (or instantaneous properties), analytical
solutions can be easily derived for these population balances. This approach should be
used whenever possible, because it permits the calculation of the whole distribution of
molecular weights at minimum computational effort. Since several rheological and
mechanical properties of polymers depend upon the whole distribution of molecular
weight, this approach will become increasingly more important as our knowledge of
property-structure relationships increases.

Flory’s most probable distribution is simply expressed as [49]:

w(r) =1t'rexp(-Tr) @D

where 7 is the ratio of transfer to propagation rates.

This well known expression can be used to calculate the chain length distribution of
linear homopolymers produced with single-site type metallocene or Ziegler-Natta
catalysts and predicts a theoretical value of two for the polydispersity index.

For the case of multiple-site-type catalysts, Flory’s distribution can be applied to
predict the chain length distribution of polymer molecules made on each site type (and
therefore having different values of 7). The instantaneous chain length distribution of the
total polymer produced with the catalyst will be a weighted average of the individual
Flory’s most probable distributions for each site type:

Wwr) = 2 mw;(r) )

where m; is the weight fraction of polymer made on each site type i.

Figure 7 illustrates the predicted chain length distribution of a polymer made with a
three-site-type catalyst as a superposition of individual Flory’s most probable chain
length distributions. This model can be used to analyze actual molecular weight
distributions, as obtained by gel permeation chromatography, and to obtain information
about the nature of the active sites present on the catalyst [12,13].

Soares and Hamielec [50] derived a phenomenological model for the chain length
distribution of polymers produced with metallocene catalysts that allow long chain
branching formation via terminal double-bond mechanism and obtained an analytical
solution for the chain length distribution of the populations containing different number
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of long chain branches per polymer molecule. The frequency distribution of chain
length for polymer populations with n long chain branches per chain is given by:

I 2n_2n+1
f(r,n)=——r“"1 expl-T r 3)
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where, r represents chain length and 7 is given by:
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and Rgis the rate of B-hydride elimination, R, is the rate of monomer propagation, R,
is the rate of transfer to chain transfer agent, and R, is the rate of macromonomer
propagation or long chain branch formation. Notice that equation (3) reduces to Flory’s
most probable distribution for linear chains, i.e., when n = 0.

Molecular weight averages of copolymers can be easily calculated with the method of
moments by using pseudo-kinetic rate constants, and average copolymer compositions
can be obtained from the relative rate of comonomer polymerization [11,47]. However,
as for the case of homopolymerization, whenever possible it is advantageous to predict
the whole distribution of molecular weight and chemical composition for
copolymerization. For the case of linear chains and binary copolymerization, this
instantaneous bivariate distribution is given by Stockmayer’s distribution [51].

Stockmayer’s bivariate distribution is given by the expression:

2
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where,
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and y is the deviation from the average mol fraction of monomer 1 in the copolymer,

F1 is the average mol fraction of monomer 1 in the copolymer, and r, and r, are the
reactivity ratios.

For the case of multiple-site-type catalysts, one can assume that each active site
instantaneously produces copolymer chains that follow Stockmayer’s bivariate
distribution. In this way, the bivariate distribution of chain length and chemical
composition for the product copolymer can be obtained as a weighted average of
individual Stockmayer’s distributions over all site types:
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w(r,y) = Zm;w;(r,y) @®)

Figure 8 shows the predicted chemical composition distribution for a LLDPE made with
a three-site-type catalyst. Stockmayer’s bivariate distribution can also be used as a
mathematical model for temperature rising elution fractionation detector response for
polymer made with multiple-site type catalysts [52].

r)
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Figure 7. Chain length distribution of whole polymer as a superposition of different
Flory’s most probable distributions per site type

f(F1)

g e D
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Figure 8. Copolymer composition distribution of whole polymer as a superposition of
different Stockmayer’s distributions per site type

s

For copolymerizations involving three or more monomer types, Stockmayer’s
bivariate distribution is no longer valid. However, Flory’s most probable distribution is
valid, providing a working analytical expression for the molecular weight distribution
for multicomponent polymerization. The dimensionless parameter 7 in Flory’s equation
is defined in the same general way in terms of ratios of rates. To evaluate 7 for a
multicomponent polymerization, one must evaluate these rates in the appropriate
manner using pseudo-kinetic constants in the context of the terminal model for
copolymerization or for any other copolymerization model which is applicable (e.g. the
penultimate model).

For lack of any analytical expression for chemical composition distribution for a
terpolymerization or higher, one can make the reasonable assumption that, for long
copolymer chains, all of the chains have the same composition at an average value

(7-'1, 7-'2_, etc.). In this manner, one can construct a multi-dimensional distribution of
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chain length and mole fractions of the different monomer types, for single-site and
multiple-site-type catalysts.

When dealing with supported Ziegler-Natta or metallocene catalysts, it is necessary
to take into account the heterogeneous nature of the catalyst, since mass and heat transfer
resistances may affect the properties of the formed polymer. Heterogeneous Ziegler-Natta
and supported metallocene catalysts consist of porous secondary particles, formed by
loosely aggregated primary particles [53]. During polymerization, the growing polymer
chains fragment these secondary particles, forming an expanding particle containing
primary particles and living and dead polymer chains. This catalyst fragmentation
mechanism has been documented for several types of Ziegler-Natta catalysts. One of its
consequences is the well-known replication phenomenon: the shape of the particle size
distribution of the polymer particles at the end of batch or semi-batch polymerization
closely approximates the shape of the particle size distribution of the catalyst at the
beginning of polymerization.

Based on this experimental evidence, some researchers advocate that, due to diffusion
resistances, catalysts fragments at different radial positions in the polymer particle are
exposed to different concentrations of monomer and chain transfer agent, and
consequently produce polymer with chain length averages that differ radially inside the
polymer particle. For copolymerization, monomers with different effective diffusivities
and reactivities may be responsible for radial composition heterogeneity in the polymer
particle. In addition, if there are appreciable heat transfer resistances, hot spots can occur
inside the polymer particle, altering reaction rates and further broadening molecular
weight and chemical composition distributions. Some strong experimental support for
this hypothesis has been presented recently [39,54,55]. Several mathematical models
accounting for intraparticle mass and heat transfer resistances have been published in the
literature, especially for modelling conventional heterogeneous Ziegler-Natta catalysts.
The polymeric flow model [56], the multigrain model [57], and modifications of these
models have been applied extensively for different polymerization conditions. For a
comprehensive review on physical models and on mathematical modelling of olefin
polymerization in general, the reader is referred to Soares and Hamielec [11]. Only a few
of these models have been used to simulate polymerization with supported metallocene
catalysts. It is clear, however, that most of these mathematical models can be readily
modified to simulate these new catalytic systems.

Soares and Hamielec [11] applied the polymeric multilayer model for supported
metallocene catalysts as well as for conventional heterogeneous Ziegler-Natta catalysts.
In the case of supported single-site-type metallocene catalysts, the only factors
responsible for broadening of the molecular weight and chemical composition
distributions are intraparticle mass and heat transfer resistances. This model can calculate
the complete distributions of molecular weight and chemical composition in each model
layer and for the whole polymer particle using Stockmayer’s bivariate distribution. It is
well known that several important mechanical and rheological properties of polyolefins
depend on these distributions [58].

For copolymerization, the combined effect of different effective diffusivities and
reactivities for the comonomers can generate a radial profile of chemical composition. If
mass transfer resistance is significant, the mole fraction of propylene (the slower
polymerizing monomer) in a ethylene-propylene copolymer increases from the surface to
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the center of the particle. This behaviour can be attributed to the higher reactivity of
ethylene. Since ethylene is more reactive than propylene, its consumption will be
affected more by mass transfer than propylene consumption (larger Thiele modulus).
Consequently, the radial profile of ethylene concentration will be steeper than the one for
propylene. In this way, the inner layers of the polymer-catalyst particle will produce
polymer that is richer in propylene than in ethylene. For smaller diffusivities, the radial
profile of copolymer composition becomes more prominent, especially for short
polymerization times, in good agreement with the experimental results published by
Hoel et al. [39] for the copolymerization of ethylene and propylene using a supported
metallocene catalyst. It is important to notice that this effect is less marked for longer
polymerization times due to particle expansion and consequent decrease in the
concentration of catalyst sites per particle.

For single-site-type catalysts, the main conclusions that can be drawn from these
models are: (1) mass transfer resistances can reduce the polymerization rate and decrease
molecular weight averages, (2) particularly important for supported catalysts, increasing
the concentration of highly active catalytic sites can increase the effect of mass transfer
resistances and reduce catalyst performance and product quality, (3) mass transfer
resistances may also be a source of composition heterogeneity for highly active and large
catalyst particles, if the comonomers have reactivities that differ significantly, (4)
temperature gradients in the polymeric particle are not expected to be a significant factor
for reactions carried out in slurry reactors. These conclusions obtained with single-site-
type models are especially important for the technology of supported metallocene
catalysts, where single-site, highly active species, may be subjected to considerable
resistances for mass and heat transfer.

The replication phenomenon in heterogeneous Ziegler-Natta and metallocene
catalysts permits one to readily predict the particle size distribution of the polymer
particles from the knowledge of the catalyst’s particle size distribution. The particle size
distribution of the polymer is an important variable in designing and operating polymer
recovery, treatment, and processing units. Good replication is supposed to occur when
there is an adequate balance between the mechanical strength of the particle and catalyst
activity. If the reactivity is too high and the particle very weak, the fast growing
polymer chains can rupture the catalyst particle into smaller, isolated fragments, forming
undesirable fine polymer powder. On the other hand, if the particle is too strong, there
will be litde or no fragmentation and the polymer chains will block the catalyst pores,
making the internal active sites inaccessible to monomer. Replication factors of forty to
fifty (ratio of average polymer particle diameter to average catalyst particle diameter) can
be obtained with third and fourth generation Ziegler-Natta catalysts.

A necessary condition to obtain a perfect replication of the catalyst particle size
distribution is that the residence time of all catalyst particles in the reactor be the same.
For the case of continuous operation, this requirement is only possible in plug flow
reactors. In a continuous stirred tank reactor (commonly used in slurry and mechanically
agitated gas-phase processes) and fluidized bed reactors (such as UNIPOL gas-phase
reactor) the catalyst particles experience a distribution of residence times in the reactor
which does influence the size distribution of the formed polymer particles [59].

Soares and Hamielec [59] developed a model to account for the influence of the
reactor residence-time distribution on the particle size distribution of the polymer
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product. This model considered an average polymerization rate for all catalyst particles,
and assumed that the active sites were homogeneously distributed on the catalyst
particle. Two types of sites were considered: Stable sites which did not deactivate, and
unstable sites which were allowed to deactivate following an exponential deactivation
rate law. A numerical algorithm for predicting the polymer particle size distribution
from knowledge of the catalyst particle size distribution and from the residence-time
distribution of the polymerization reactors was developed. Polymerization reactors could
have any residence-time distribution and could be used alone or in series. The effect of
mass transfer resistance on the replication factor as calculated with the polymeric
multilayer model was also accounted for. Mass transfer resistance was not found to
significantly influence the growth of the polymer particle even for very low effective
diffusivities. In reality, the polymeric multilayer model predicted near perfect replication
for the studied polymerization conditions. However, the reactor residence-time
distribution had a significant influence on polymer particle size distribution. The
conclusions drawn are specially important for the case of ethylene-propylene impact
copolymers. With these resins, it is necessary to produce a copolymer with an optimum
ratio of isotactic polypropylene to ethylene-propylene rubber to maximize the impact
properties of the product. However, a broad residence-time distribution in the
polymerization reactor will produce polymer particles with varying ratios of isotactic
polypropylene to ethylene-propylene rubber, consequently decreasing the quality of the
product. Narrow reactor residence-time distributions are clearly beneficial for the
production of impact copolymers.

In most polymerizations using soluble Ziegler-Natta catalysts in general, and
metallocenes in particular, the polymer is not soluble in the reaction medium and
precipitates after a critical chain length is achieved. If, after chain termination, the active
site returns to solution, then intraparticle mass and heat transfer effects should not
influence the polymerization. However, if the active sites are trapped inside the polymer
particles, intraparticle mass and heat transfer resistances could become significant.

A mathematical model for particle growth during ethylene polymerization catalyzed
with soluble metallocenes was proposed by Hermann and Bohm [60]. Unfortunately,
very little detail about their model was given. They found out that the process of
polymer particle formation in a slurry reactor consisted of aggregation by Brownian
motion followed by diffusion controlled particle growth, leading to the formation of
particles with high surface area and low bulk density.

Koivumiki et al. [61] studied the mechanism of polymer particle formation in a
heat balance calorimeter for the polymerization of ethylene and 1-hexene with
Cp,ZrC1,/MAO. For homopolymerization of ethylene, the particles formed were five
times larger in size and had lower bulky density than particles formed via
copolymerization. This caused a significant increase in slurry viscosity and decreased the
overall heat transfer coefficient. For copolymerization, the presence of comonomer
apparently favoured the formation of smaller polymer particles, causing no measurable
increase in slurry viscosity. Actually, if during a homopolymerization run, comonomer
is introduced in the reactor, the viscosity stops increasing after a lag time. This particle
size difference can be used to explain polymerization rate enhancement during
copolymerization, due to a decrease in mass transfer resistances. The authors, however,
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acknowledged that their model assumed Newtonian behaviour for the slurry and that this
could lead to some data distortion.

6. Adaptation of Metallocene Catalysts to Existing Olefin
Polymerization Processes

Metallocene catalysts have the potential of significantly changing the polyolefin market
if production costs can be reduced and if new polymer grades can be implemented
without significant processing difficulties.

Although metallocene-produced polyolefins can compete with commodity
polyolefins synthesized with conventional Ziegler-Natta catalysts, they will not
probably be restricted to the polymer commodity market. Because of the better polymer
microstructure control obtained with metallocene catalysts, it will be possible to produce
specialty polyolefins to compete with non-olefinic polymers, thus opening an entire
new market for polyolefin applications.

The following companies are already commercializing metallocene-made polyolefins:
Exxon (39 grades), Dow Chemical (39 grades), Hoechst (3 grades), BASF (3 grades), and
Mitsui (3 grades). Most are polyethylene co- and terpolymers with butene, hexene and
octene, but 7 grades of isotactic polypropylene are also available (4 from Exxon and 3
from Hoechst) [1,62].

Metallocene catalysts need to be supported to be used in gas-phase reactors, such as
Union Carbide’s fluidized-bed UNIPOL process, or BASF-NOVOLEN stirred-bed
process. For these processes it is necessary to have a free-flowing catalyst powder which
will form polymer particles with adequate size distribution, avoiding the formation of
fine powder or particle agglomerates. In other words, good replication of the catalyst
particles is essential for the efficient performance of these reactors.

Langhauser et al. [63] reviewed the industrial production of polypropylene
(homopolymer, random copolymer, and impact copolymer) using Me,Si(2-
Melnd),ZrCl,/MAQO-supported catalyst and the NOVOLEN-BASF process. This catalyst
can produce polypropylene with high molecular weight even at elevated temperatures.
The polymer particles replicate well the size distribution of the catalyst particles. This
catalyst can produce polypropylene with new properties, such as low extractables for
food wrapping and medical applications, which is a consequence of the homogeneous
microstructure of polymers produced with a single-site-type catalyst.

Impact copolymers can also be produced with this catalyst. Impact copolymers made
with heterogeneous Ziegler-Natta catalysts show some crystalline domains in the
amourphous elastomeric phase, while the elastomeric phase of the metallocene-produced
copolymer is entirely amorphous. This new microstructure will likely enable the
production of copolymers with enhanced impact properties.

According to Langhauser et al. [63] this catalytic system can be adapted to their
existing gas-phase polymerization process without any significant technical change.

Mobil Chemical Co. is also producing LLDPE for film resins using metallocene
catalysts in a gas-phase fluidized bed polymerization reactor. Minimal capital investment
was necessary to adjust the processes to the new metallocene catalyst and the new resins
have superior properties over corresponding Ziegler-Natta resins.
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Slurry processes, either using liquid monomer or a diluent, are commonly used for
laboratory-scale olefin, polymerizations. Supported metallocenes and heterogeneous
Ziegler-Natta catalyst will have a similar behaviour regarding macroscopic phenomena in
the reactor, provided that there is no desorption of the active sites during the
polymerization. It is reasonable to assume that most existing slurry polymerization
reactor process can be easily adapted to use supported metallocene catalysts.

For homogeneous catalysts, the process of polymer particle formation generally
leads to porous, low-density polymer particles, which can cause significant increase in
slurry viscosity and reactor fouling, leading to inadequate reactor temperature control.
Additionally, polymer particles with poor powder properties are undesirable for post-
reactor polymer processing. These problems must be addressed before using soluble
metallocene catalysts for industrial production of polyolefins in slurry reactors.

Solution processes are especially adequate for the production of polyolefins
containing long chain branches. Presently, two industrial solution processes are being
used to produce polyethylene: Dow Chemical’s INSITE process, and Exxon’s EXACT
process. These processes can produce polyolefins with novel properties due to the
controlled incorporation of long chain branches in a homo- or copolymer backbone.
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1. Introduction

Composite latex particles offer a wide variety of physical properties to the end user and
find application in coatings, adhesives, graphic arts, and impact resistant thermoplastics,
among other areas. The physical properties are achieved by a balance of polymer
composition, molecular weight, and latex particle morphology. There is a wide variety
of particle morphologies produced, some of which are in their most stable configuration
and some which are not. Because of its importance to the final properties of latex derived
polymers, particle morphology is a subject of intense interest and a great deal of effort is
being expended to leamm how to control the final particle structure. The frequency of
articles appearing in the scientific literature over the past 15 years attests to the
heightened interest in this area.

While it is not the objective of this paper to provide a complete literature review, it
is important to mention some of the reports which have contributed to our understanding
of the parameters and events which seem to control the morphology, both from the
theoretical, or modelling, side and also from the experimental side. D.I. Lee [1,2] was
one of the early contributors to this field and presented an extremely useful template of
the types of morphologies that one should expect in two-stage latex particles. In a
diagrammatic manner he demonstrated the types of morphologies that would likely be
achieved when one varied the stage ratio (second monomer to seed polymer), the degree
of monomer swelling (batch to starve feed), chain transfer agent level, polymerization
temperature, and molecular weight of the seed polymer. These morphologies included
completely and incompletely phase separated structures, and serves as a good qualitative
guide. Strictly experimental reports during the same period of time were written by
Muroi et al [3] and Okubo and co-workers [4,5]. The latter group reported what were
called anomalous structures, such as “raspberry” and “void” particles. In 1985 Stutman
et al [6] studied the influence of 12 process variables on latex particle morphology for
the poly(butyl acrylate) seed/polystyrene second stage system by an experimental design
technique. Their conclusion was that the morphology was controlled by a combination
of phase separation in the monomer rich surface layer of the seed particle, and the capture
of a secondary crop of polystyrene particles from the aqueous phase by the seed latex
particles. For the present authors, an extremely important paper was contributed by Cho
and Lee in 1985 [7]. This work demonstrated for the poly(methyl methacrylate)
seed/polystyrene second stage system one could achieve a wide variety of morphologies
depending upon the use of water soluble or oil soluble initiators, temperature variations,
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and choices between monomer swelling or starve feeding. These authors concluded that
the anchoring effect of ionic end groups on the polymers and the local viscosity within
the polymer particle were the key factors in controlling the ultimate morphology.

Thermodynamic control Kinetic control l_—___]
Seed
polymer
Core-Shell Moon-like Raspberry-like
3rd quarter
‘v
.> @ Second stage
Moon-like Moon-like Octopus-like Folymer
2nd quarter 1st quarter
Inverted Core-Shell Occlusions

Figure 1. Some examples of morphologies of two-phase latex particles.

From the above studies it is quite obvious that a wide range of particle morphologies
are possible, even within a single system, and at that time there were a number of
different ideas about the parameters thought to control the particle structure. At this
point is may be useful to point out that by and large, the structures of practical interest
for property development are those of the classic core-shell (CS) and microdomains, or
occluded structures. The former may be an equilibrium structure while the latter is most
often a non-equilibrium structure. We think that it is useful to distinguish between the
equilibrium and non-equilibrium morphologies and to comment on those that are fully
phase separated and those that are not. Figure 1 displays the equilibrium morphologies
for two phase latex particles which are fully phase separated. Here there are presented a
limited number of configurations ranging from the CS to the inverted core-shell (ICS),
with hemispheres and partially engulfed structures. Later we will show the continuous
spectrum of structures possible for these two component systems. When we turn to
three component systems, the possibilities become significantly more numerous, as
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demonstrated by Figure 2. Here we have shown only those arrangements which are at the
extremes of their structural range (e.g. complete shells around cores rather than partial
engulfments). For the three component system there are six distinctively different
structural families, including core-shell-shell, cored hemisphere, hemi-core, sandwich or
“snowman”, tri-sectional and hemi-shell. There are 22 of these structures at the
extremes, and obviously an infinite number of possibilities in between the extremes.
Although we have not shown any equilibrium morphologies which are not fully phase
separated, some microdomain, or occluded, structures appear to be possible when the
seed polymer is crosslinked. We will comment on this again later in the paper.

Figure 2. Some examples of morphlogies of three-phase latex particles.

When considering non-equilibrium structures, one can imagine any number of
possibilities, with most of them representing incomplete phase separation, such as
occluded structures. However, in addition, one often finds that the non-equilibrium
structures are mixtures of arrangements such as partial engulfments and occlusions. It is
possible to have fully phase separated structures such as CS which are actually non-
equilibrium arrangements. These are thought to occur when the seed polymerization is
operated in the starve feed mode and the seed polymer is significantly more hydrophilic
than the second stage polymer. This would require that the monomer feed rate was quite
slow so as to disallow the second stage monomer to penetrate very far into the seed latex
particle. In this case there is the possibility of structural rearrangement after the
polymerization process has been completed. This process is called latex aging and has
been documented a number of years ago by Min and co-workers [8] for a poly(butyl
acrylate) seed and a second stage of polystyrene. Over a period of 6-12 months it was
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shown that the CS morphology achieved during the starve fed polymerization process
was transformed to a clearly defined hemispherical arrangement with the passage of time.
Thus it would seem that any number of particle morphologies have been made by those
carrying out experiments or manufacturing operations. Certainly the goal is to learn to
control the structure so as to gain maximum advantage in developing physical properties
for the end use application.

With all of the varieties of particle morphology cited above and the number of
options in latex formulation and processing conditions, it is clear that it would be quite
valuable to have a fundamental understanding of the controlling parameters for
morphology development and eventually to have predictive capability. In this regard
there has been a significant amount of progress for equilibrium morphology, but
extremely little activity has been reported for non-equilibrium morphology. The work
that has been reported has brought out the great need for information about interfacial
energy at the aqueous and organic interfaces of the particle, the diffusion of monomer and
polymer within the particle, and polymerization reaction in viscous media within phase
separated particles. These points will be discussed to some degree in the remainder of
this paper.

2. Thermodynamic Equilibrium Aspects of Morphology Development

In the context of this discussion, the use of the word “equilibrium” is meant to imply
that the incompatible polymers in a two component latex particle are fully phase
secparated and that the particle has achieved its lowest value of free energy.
Thermodynamics allows us to write the Gibbs free energy change for structural
development of the particle during polymerization as a combination of terms describing
the enthalpic and entropic changes in addition to the surface free energy changes. When
such calculations are done for differently shaped particles at the same stage of conversion
of monomer to polymer, it is clear that the enthalpic change is the same in each case.
Thus in comparing the free energy between particles at the same stage of conversion, the
enthalpy term may be neglected. Due to the fact that the particles are “macroscopic”
compared to the size of small molecules, we may also neglect the differences in entropic
free energy between the various particle shapes. This allows us to write the free energy
change as

AG:ZYiSi—Ypl/WSgUW (D
1

where 7, is the interfacial tension at the ith interface and S; is the area of that interface.
The normal procedure is to write equation (1) for any number of possible morphologies
and to choose the one which displays the lowest final free energy. Before describing this
approach in more detail it is important to note that more than 20 years ago Torza and
Mason [9] approached a related problem in a somewhat different way. They considered
the equilibrium shapes of binary particles made of incompatible oils dispersed in water
in which neither oil was soluble. Their analysis of the equilibrium shape was done with
spreading coefficients and showed that if one knew the various interfacial tensions, the
particle morphologies (CS, ICS and hemisphere) could readily be predicted. In a series of
elegant experiments they showed complete agreement between calculation and
experimental results. Later in their paper they described the extension of the spreading
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coefficient approach to composite latex particles. That paper represents the earliest
predictive approach to particle morphology that we know of. At a much later time,
Hobbs et al [10] used the same approach the describe the morphology of three
component bulk polymer blends produced by intensive mixing in a melt extruder. Again
the results were in agreement with calculations, but not quite as obvious as with the
simple liquids that Torza and Mason worked with. The spreading coefficient approach did
not continue to be the choice of other investigators due to the inequalities involved in
those coefficients and the very much more general approach offered by applying the well
used concepts of Gibbs free energy.

In a series of reports by Berg et al [11,12], Sundberg at al [13], and Winzor at al
[14,15] the basic groundwork was laid out for the application of eq. (1) to morphology
development in both artificial (phase separation without reaction) and synthetic latices.
It turns out that there is really no difference in approach between treating artificial and
synthetic latices, when one properly accounts for the effects of the solvent in the former
and the monomer in the latter. Actually when one applies eq. (1) to the very end of the
process when there is no monomer or solvent present, the only interfacial tensions of
importance are those of polymers against water (aqueous phase with surfactant, buffers,
etc.) and polymers against polymers. The application of eq. (1) to this situation [13]
results in the following equations for the free energy change for the CS and ICS
morphologies,
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where v;,,,, is the interfacial tension between the seed polymer and the aqueous phase,
Y2 that between the second stage polymer and the aqueous phase, and Yy p, that
between the two polymers. The stage ratio is reflected in the parameter ¢, which is the
volume fraction of second stage polymer in the particle. Other expressions can be
generated for any other fully phase separated particle structures with the only
complications arising from the geometrical relationships necessary to describe them. A
greatly noteworthy point about the family of equations represented by egs. (2) and (3) is
that they are independent of particle size. Thus they have application to the typically
larger sized artificial latices and also to the smaller sized synthetic latices. This makes
equilibrium analysis quite straightforward. The second point to make about these
equations is that the difficulty lies not in the concept of how to predict morphology, but
in how to determine the comrect values for the various interfacial tensions. The
supporting experiments described in reference [13] display the dramatic effect that a
change of surfactants can have on the polymer /water interfacial tensions and the
resultant changes in the particle morphology, in this instance changing from CS to
hemisphere. Thus we expect to see influences on the morphology by changes in
polymer polarity, surfactant type and concentration, initiator end groups, and other
parameters which can influence the interfacial energy at the external surface of the
particle.



182

Figure 3. Surface energy map.

Extensions of the above approach have been used by other researchers to investigate
conversion dependent morphologies. Chen et al (16) solved eq. (1) for a continuous
spectrum of particle structures defined by the various angles at which the interfaces come
into contact and made calculations as a function of conversion. The variations of
interfacial tensions with conversion were estimated from experimental data and the
results indicated that shifts in morphology from one shape to another may be expected
during the polymerization process for those systems which remain at thermodynamic
equilibrium during the entire reaction process. Throughout these calculations it is
necessary to update the distribution of monomer between the polymer and aqueous
phases in order to obtain a value for the interfacial tensions. As shown by Durant et al.
[17], it is unfortunate that such interfacial tensions cannot be measured in-situ within
the latex but must be measured in another manner. Jonsson et al [18] used another
extension of eq. (1) to predict results for their experiments in PS seed/PMMA second
stage particles and again find reasonable agreement between calculations and experiment.
Durant and Sundberg [19] have offered another approach to utilizing eq. (1) and an
extension of its solution by Chen [16], to derive a free energy surface which gives a
clear, visual representation of the relative free energies of all possible fully phase
separated (2 component) particles. Such a surface is shown in Figure 3 where the free
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energy is plotted on the vertical scale and the particle morphology is represented on the
horizontal plane. That plane is graphically displayed in Figure 4.

Figure 4. Topology map.

It is apparent from the above discussion that equilibrium morphologies may be
predicted with reasonable reliability as long as the various interfacial tensions are
known. Since these depend upon a number of variables and their interactions, the
limiting factor to good predictions is the knowledge of the influence of these variables
on the various interfacial tensions. Given the number of different polymers of interest to
the latex community and the different surfactants and initiators used to produce them, the
assembly of data sets for interfacial tensions is an important, but large task. Herein it
will be useful to develop models for interfacial tensions which can be corroborated with
independent data obtained in a non-latex environment. Such models for the
polymer/aqueous interface have been suggested in references [14] and [15]. A model for
the polymer/polymer interface (which has been much more extensively studied) is given
by Broseta et al [20] and has been used by a number of the above cited references in
application to latex morphology. Here again, given the variety of polymer/monomer
systems of interest, there is a lot of work to do to produce data and models for use at the
internal particle interfaces. This is especially true for copolymer systems, for which
there has been very little information published.

Seed latex particle crosslinking and its effect on particle morphology has been treated
only in a cursory way in the literature, and yet it is an important feature of many
commercial latices. We have considered this effect and find that it is possible to modify
eq. (1) to take crosslinking into account as follows;

AG = AG, + AGy, @
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where the s and el subscripts refer to surface and elastic forces, respectively. By
considering the situation when the second stage polymer forms the core of the composite
particle or when it is an occlusion within the particle, it is possible to understand how
the crosslinked seed polymer would have to be elastically deformed in order for the
particle to assume such a shape. Thus the free energies due to the surface forces and
those due to the elastic forces may compete and yield very different equilibrium
conditions than the counterpart uncrosslinked system. While the development of the
elastic free energy term is beyond the scope of this paper, it can be anticipated that the
elastic term will be dependent on the amount of deformation of the crosslinked polymer
(a function of the amount of second stage polymer used) and the degree of crosslinking
and stiffness of the seed polymer chains [21]. This creates a new and important
dependency on particle size (note that in non-crosslinked systems the analysis is
independent of particle size), and together with the new variable of crosslink density,
makes the resultant predictions more difficult to present graphically for a given set of
interfacial tensions. For the sake of this present article, we will simply say that once the
interfacial tensions have been set for the system, the morphology predictions change for
different seed particle sizes, stage ratios, seed polymer chain stiffness, and crosslink
density. When the crosslinking is uniform within the seed polymer, the elastic free
energy can be calculated from first principles. Experimental evidence [22] shows
reasonable agreement with predicted results and confirms that very little crosslinking is
necessary to have an important impact on the morphology. Indeed, when the
crosslinking is high enough, the most favored equilibrium morphology is almost always
a fully or partially engulfed structure.

The direct effect of copolymers, as compared to homopolymers, has not been
reported in the literature as far as we know. The central questions that arise are related to
the effects of copolymer chains on the various interfacial tensions, and the distribution
of the comonomers between the polymer and aqueous phases and their attendant effect on
the interfacial tensions. Because copolymer composition can drift during the
polymerization of the second stage monomer, its impact on the interfacial tensions may
also be a consideration. Inherent in such calculations is the need for reliable values for
polymer/monomer interaction parameters and free radical polymerization rate
coefficients. Although these requirements seem to be difficult to meet, our present work
suggests that reasonable approximations of these parameters are useful in morphology
predictions.

3. Non-Equilibrium and Kinetic Aspects of Morphology Development

It is at first important to define what is meant by “non-equilibrium” or “kinetically
controlled” particle morphologies. Figure 4 shows the spectrum of possible structures
for 2 component particles which are fully phase separated and at implied equilibrium.
Non-equilibrium morphologies are usually incompletely phase separated structures, such
as microdomains (occlusions) or mixtures of occlusions and partial or fully engulfed
particles. The “raspberry” particles reported by Okubo [4] would also be considered a
non-equilibrium structure. Most of the time it is sufficient to think of non-equilibrium
structures as particles with incomplete phase separation. However a CS particle can be a
non-equilibrium structure when the particular set of interfacial tensions would dictate
otherwise under fully relaxed conditions. Thus one must be careful to distinguish the



185

difference between the experimental or predicted structure and that expected at
equilibrium.

Under all circumstances during the production of a composite latex particle there is
reaction of monomer to polymer, phase separation of the second polymer within the seed
polymer, and the possible diffusion of both species within the particle and perhaps at its
water interface. Kinetically controlled, non-equilibrium structures develop when the rate
of the polymerization reaction (and its simultaneous effect on local viscosity) is
significantly faster than phase separation and polymer diffusion. These conditions may
occur for any type of process conditions, not just for the expected “starve fed”, or semi-
batch process in which the second stage monomer(s) is fed to the seed latex over some
period of time. Given that so many commercial latex processes are operated in this
fashion, it is probable that most latices are produced in their non-equilibrium condition.
That poses interesting questions related to latex aging (structural rearrangement after
polymerization is complete) as described by Min [8]. It also suggests that it is of great
value to have dynamic models of the morphology development process. This is a
challenging task.

If one considers a seed latex particle swollen to some level with second stage
monomer and envisions polymerization reaction taking place within the particle, one can
understand that phase separation will occur through nucleation and growth processes.
Both polymers may diffuse within this structured particle, and the phase separated
microdomains may combine with each other, may grow by Ostwald ripening or may
move within the particle due to long range van der Waals forces. This dynamic process
is caused by the polymerization reaction but the particle structure development is driven
by interfacial energy differences and retarded by restricted diffusion within an increasingly
viscous environment. As one might imagine, the description of the reaction kinetics
within such phase separated particles is perhaps not straightforward. We do not know of
any publications describing such reaction Kinetics, but people are working on this
problem. Our group has presented a preliminary reaction rate model at a recent
conference [23].

Some progress has been reported very recently regarding the description of the time
dependent phase separation and growth process within structured latex particles.
Gonzalez-Ortiz and Asua have described a set of models for the structural rearrangements
possible during latex aging after polymerization [24] and during the polymerization
process [25]. The basic concepts are that microdomains are formed through phase
separation and, for the case of latex aging, these occlusions move within the particle due
to long range van der Waals forces (created by interfacial tension differences). The
occlusions may coalesce if they contact one another and may accumulate at the particle
center or at its water interface, depending upon the nature of the interfacial tensions.
Given some approximations for the interfacial tensions and for the polymer viscosity,
Gonzalez-Ortiz and Asua calculated changes in particle morphology with time.
Obviously the dynamics were slow in these particles which contained no monomer. For
particles which contained second stage monomer, the authors had to make some
assumptions about the reaction kinetics in order to compute the rate of new polymer
accumulation and also assumptions as to its location within the particle at the time of
phase separation. Under such assumptions they were able to calculate time dependent
morphologies for a variety of chosen conditions. While it is beyond the scope of this
paper to go into any more detail of these publications, the reader is recommended to
consult the papers for further details. These publications represent the first reported
attempts to provide computational models of this complex situation.



186

Reports of experimental studies concerning non-equilibrium morphology have been
much more numerous. As noted earlier, Lee [1] described experimental results for the
PS/P(S-co-Bd) latex system in which a variety of conditions were varied. He found that
at high degrees of swelling and at low polymerization rates the morphologies were
generally fully phase separated, while for the opposite conditions, incompletely phase
separated conditions prevailed. For the S/PMMA (seed) system, Okubo et al [26] found
that by varying the monomer feed rate the particle surface composition (judged from
surfactant titration) changed from PMMA to PS as the feed rate was decreased. Raspberry
shaped particles were also found. Cho and Lee [7] found similar results for the same
system under similar conditions, but attributed the morphology changes to the chain
anchoring effect of the SO, end groups at the particle surface as well as the monomer
feed rate. Lee and Rudin [27] achieved making a non-equilibrium CS PMMA/PS latex
by using low temperature reaction with a redox initiator. They attributed this result to
the effect of temperature on the mobility of the monomer within the particle, resulting
in reaction at the periphery of the particle and formation of a CS structure, while
equilibrium considerations would suggest an inverted CS morphology. Jonsson et al
[18,28] have also studied the popular PMMA/PS system, but did so by using each
polymer as the seed and each monomer as the second stage material, while varying
monomer feed rate, initiator type (water and oil soluble) and seed polymer molecular
weight. Almost all of their reported morphologies were non-equilibrium and these varied
with process and formulation conditions. These authors assigned the various results to
variations in radical transport rates (due to restricted diffusion) within the particle during
reaction. As a final comment to this part of the discussion it is interesting to note that
many of the reported studies have used two glassy polymers for which polymer and
monomer diffusion can become extremely restricted under certain conditions. The use of
low T polymers within which diffusion is likely faster has not often been reported in
these types of studies. However, one can speculate that if the seed is a low T polymer it
will be more likely to have phase separation of the second stage polymer throughout the
particle than might be the case for a high T; seed. A complicating factor with low T,
seeds (e.g. PBd or PBA) is often that they are naturally or purposefully crosslinked for
mechanical property reasons. The effect of crosslinking on polymer chain diffusion and
occlusion migration is likely to be quite significant.

4. Confirmation of Particle Morphology

In order to test the kind of ideas that come from quantitative models, whether they be for
the equilibrium or non-equilibrium cases, one of course needs specific experimental
evidence. While the transmission electron microscope (TEM) provides the most obvious
technique to achieve such results, it is often not all that clear what the exact particle
morphology is from studying the micrographs. This is in part because the most useful
micrographs are derived from microtomed and chemically stained sections of the
particles, and such sections, or slices, come from randomly placed cuts through the
particle. This means that for most particles one observes a lot of different looking
sections on each TEM photo. Ascribing such an array of thin sections to a specifically
predicted particle morphology will not always be straightforward. It is no wonder then
that a number of groups are currently studying new ways to provide complementary
techniques to determine the morphology of experimental latices. Among these
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techniques are x-ray and neutron scattering, NMR spectroscopy, and atomic force
microscopy, among others.

5. Concluding Remarks

It has become clear that a knowledge of the values of the various interfacial tensions for
the latex particle is essential to be able to predict what the final morphology will be.
For processes run under near equilibrium conditions, these interfacial tensions and an
assessment of the effect of any crosslinking present is all that is required. For non-
equilibrium process conditions, a knowledge of reaction kinetics and polymer and
monomer diffusivity are also required. While it is critical to make continued progress in
kinetics and diffusivity, it may be that achieving an understanding of how the interfacial
tensions are affected by all of the interacting variables (e.g. surfactants, initiator and
carboxyl end groups, pH, salt concentration, monomer distributions, etc.) will be just as
important in order to arrive at a thorough understanding of the control of latex
morphology.
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1. Introduction

Seeded emulsion polymerization is the most common preparation method for composite
latexes. Unfortunately, this technique may generate particles with a variety of
morphologies. The core-shell morphology, where a second polymer type totally covers
the first-stage particle, is only an idealized representation based upon the sequential
monomer addition. Transition morphologies, such as hemispherical particles, raspberry,
sandwich, mushroom, and confetti-like structures, are frequently reported [1-3]. Design
and control of latex particle morphology are often crucial to fulfill the end-use
requirements for these materials.

Many polymerization parameters can affect composite particle morphology [1-15].
Basically, these factors fall into two categories: thermodynamic and kinetic.
Thermodynamic factors determine the stability of the ultimate particle morphology
according to the minimum surface free energy. Kinetic factors, however, control whether
the particle is going to reach the thermodynamically predicted degree of phase separation.
Thermodynamic parameters typically involve the compatibility between the phases in
the system (e.g., hydrophilicity of each phase, particle surface polarity, and interfacial
tensions). On the other hand, examples of kinetic factors are crosslinking agents,
viscosity of the reaction medium, mode of monomer addition, polymer molecular
weight, and polymerization temperature.

A few groups of researchers specifically examined the role of interfacial tensions in
particle morphology [16-21]. According to their analyses, each particular morphology
possesses a different value for free energy, based on the following equation:

G= E Yij S,'j (1)

where G is the Gibb’s free energy of the system, y,; is the interfacial tension between
phases i and j, and S; is the interfacial area between phases i and j. A seeded emulsion
polymerization system tends to reach the lowest surface free energy state, that is, the
one with the minimum total interfacial energy. Both the interfacial tensions between the

* To whom correspondence shouldbe addressed.
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different polymer phases (each swollen with the second-stage monomer) and the
interfacial tensions between each polymer phase and the aqueous medium are the key
factors controlling the composite particle morphology. Consequently, one may control
the composite particle morphology by monitoring these interfacial tensions.

Composite latex particles are similar to immiscible polymer blends in that, the
phases are separated. For the polymer blends, inadequate adhesion between the phases
leads to poor stress transfer across the interface [22]. Thus, it is desirable to increase the
compatibility between the constituent polymers and to improve the interfacial adhesion.
The most popular approach is to add a “compatibilizing agent” to the blend [22-26].
Generally, “compatibilizing agents” are block or graft copolymers that are miscible with
both of the components in the blends. Their functions are to lower the polymer/polymer
interfacial tension and to promote the interfacial adhesion between the polymer phases.
The objective of the current studies is to apply compatibilizing agents to the composite
particles. The purposes of adding the compatibilizing agents are to control the interfacial
tension between the core and shell polymers and to control the morphology of the
composite particles (typically, a lower polymer/polymer interfacial tension leads to a
more complete coverage of the core particles by the shell polymer [16-21]).

The graft copolymers used as compatibilizing agents are prepared by the
macromonomer technique [27,28]. In principle, this method offers control over the
copolymer’s graft length because the molecular weight of the starting macromonomer
can be preselected. Additionally, the number of grafts per copolymer chain can be
controlled by adjusting the macromonomer to comonomer mole ratio. Thus, through
this technique, one may vary the structure of the compatibilizing agents so as to achieve
control over the interfacial tension between the polymer phases and the morphology of
the composite particles.

The system being studied is poly(n-butyl acrylate) (PBA)/poly(methyl methacrylate)
(PMMA) composite latexes. The compatibilizing agents are graft copolymers with PBA
backbones and PMMA-macromonomer side-chains. To effectively act as compatibilizing
agents, graft copolymers must reside between the core and shell phases of the composite
particles. Subsequently, these copolymers were incorporated onto the PBA particles in
situ (during the particle preparation) prior to using these particles as seed in the second-
stage polymerization. Because PMMA-macromonomer branches of the graft copolymers
are hydrophilic, copolymer molecules are expected to preferentially partition close to the
PBA particle/water interface. During the seeded emulsion polymerization, the presence
of the graft copolymers between the core particles and the newly-formed PMMA shell is
expected to lower the PBA/PMMA interfacial tension in the composite particles. The
lower interfacial tension would, in turn, lead to the changes in composite particle
morphology.

2. Experimental

2.1. LATEX PREPARATION

Seed latexes are PBA homopolymer prepared by miniemulsion homopolymerization of
n-butyl acrylate (BA) and BA/PMMA-macromonomer copolymers prepared by
miniemulsion copolymerization of BA and PMMA-macromonomers. Macromonomers
are a series of linear PMMA molecules with one terminal vinyl double bond per chain
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(M,, between 4.8x10% and 1.8x10* g/mol) [29-31]. Due to the extremely low water-
solubility of the macromonomers, the use of miniemulsion polymerization rather than a
conventional emulsion process is essential for their successful incorporation into the
PBA particles [32,33]. Through this process, compatibilizing agents are incorporated
into PBA particles in situ (simultaneous with the particle formation) [34].

Composite latexes were prepared with methyl methacrylate (MMA) as the second-
stage monomer. Seeded emulsion polymerizations were catried out in a batch mode.
Seed polymer/MMA ratio was 1:1 (w/w) [35].

Table 1 provides the miniemulsion recipe for the preparation of the seed latexes [34]
and seeded emulsion polymerization recipe for the preparation of the composite latexes
[35]. Reaction temperature was 70 °C in both cases. PMMA miniemulsion latex was
also prepared by a recipe similar to the one described for the seed latex in Table 1,
substituting the BA monomer by the MMA monomer. Table 2 gives the descriptions of
the seed and composite latexes.

TABLE 1. (I) Miniemulsion polymerization recipe for preparing PBA seed latexes
(homopolymer or PBA incorporating PMMA-macromonomer)
and (II) seeded emulsion polymerization recipe for preparing PBA/PMMA composite latexes.

|I. Seed Latex II. Composite Latex

redients Weight (g) Ingredients Weight (g)
BA + PMMA-macromonomer® 20.000 Seed latex® 10.000

DDI water 80.000 MMA monomer 2.000
Hexadecane (HD), 20 mM® 0.363 DDI water 8.000
Sodium lauryl sulfate (SLS), 5mM®  0.115 Sodium lauryl sulfate (SLS), 2.6 mM® 0.012
Potassium persulfate (KPS), 3 mM® rsulfate (KPS), 3 mM° 0.013

Potassium

a eights of macromonomer an
(b) Based on the aqueous phase.
(c) PBA homopolymer or PBA incorporating PMMA-macromonomer, solids content approximately 20%

2.2. CHARACTERIZATION OF SEED LATEXES

At the end of the polymerization, complete BA monomer conversions were confirmed
from the solids contents of the latexes and by gas chromatography [34]. Results from
adsorption chromatography with evaporative light-scattering detector show that
macromonomers are attached to PBA backbones, and that the structures of the resulting
graft copolymers vary with the amount (i.e., mole ratio or molecular weight) of
macromonomer in the recipe [36]. Monomer/water phase interfacial tension decreases
when macromonomer is dissolved in BA [34]. For the PBA latexes incorporating
PMMA-macromonomer(s), particles are smaller with the increasing amount of
macromonomer incorporated in the latex (measured by transmission electron
microscopy, TEM, and capillary hydrodynamic fractionation, CHDF) [34]. These results
show that PMMA-macromonomers (or PMMA-macromonomer branches of the
copolymers) partition close to the monomer (or PBA particle) and water interface, and
lower the interfacial tension between these phases.
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TABLE 2. Descriptions of seed and composite latexes.

Sample Macromonomer in Seed Latex PBA/PMMA in Composite Latex
Name
M, Macromonomer/BA mol/mol w/w Volume
(g/mol) (x102%) Fraction of
PBA*

"mol/mol I w/w

BMO --- 0.781 1.000 0.530
BM253 5320 0.049 2.041 0.766 0.980 0.519
BM512 1260 0.127 1.250 0.772 0.988 0.523

BMS36 3640 0.127 3.605 0.754 0.965 0.512
BMS53 5320 0.127 5.263 0.742 0.950 0.504
BM596 9640 0.127 9.529 0.713 0.913 0.485
BM1053 5320 0.267 11.111 0.703 0.900 0.478
Blend homopolymer blend 0.781 1.000 0.530
ased on mtﬂm calculated based on the densities O

PMMA (1.055 and 1.188 g/cm’, respectively), and of PMMA-macromonomers[33], and the weights of BA,
PMMA-macromonomer, and MMA (according to the latex compositions).

The partitioning of the PMMA-macromonomer side-chains (from the- graft
copolymer molecules) in the PBA particles was further analyzed by the soap titration
[34]. Table 3 summarizes the values of the effective area per molecule (a,) of SLS on
latex particles at surface saturation. All the copolymers possess a higher a, value
compared with the PBA homopolymer. An increase in a; values is directly proportional
to an increase in the surface polarity of the latex particles [37]. Therefore, a; values can
give a qualitative information on the partitioning of MMA units from the graft
copolymer at the particle interface.

By increasing the macromonomer/BA weight ratio up to 3-4%, based on BA
(independent of the molecular weights of macromonomers), one observes an increase in
a, values of SLS adsorbed on the particle surface. Above this concentration, a, values
remained almost unchanged (between 56 and 57 A%). These values suggest a continuous
enrichment of the particle/water interphase zone with the MMA units. The constant
values of a, suggest that, at the particle/water interface, the maximum packing density of
the PMMA side-chains is reached. By further increasing the concentration of the
macromonomer, most of the additional MMA units will settle inside the PBA particles.
At the maximum packing density of the MMA units on the copolymer particles,
however, these particles are still not as hydrophilic as the PMMA homopolymer
particles (a, = 92 A%). The lower a, values for the copolymer particles compared with the
value for the PMMA homopolymer particles is possibly due to the attachment of the
MMA units to the PBA main-chains. Because of this attachment, the surface of the
copolymer particles can never be free of the BA units from the copolymer backbones.
The second possible reason for the low a; values could be the inhomogeneous
composition of the particles. During the miniemulsion polymerization of BA in the
presence of macromonomers, because of the nonuniform size distribution of the
monomer droplets or some homogeneous nucleation of BA, a number of PBA particles
may be formed with little or no macromonomer in the particles -
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TABLE 3. Effective surface area per molecule of SLS (at the cmc of SLS) on latex particles.

Latex Macromonomer Area/ molecule o
SLS
(a, A?®
M, x107 (based on BA)
(g/mol)
mol/mol I w/w
PB A homopolymer 34+2

BA/PMMA-macromonomer copolymer

M248 4.8x102 0.049 0.19 43+3

M212 1.3x10° 0.049 0.49 36+4

M236 3.6x10° 0.049 1.40 44+1

M253 5.3x10° 0.049 2.04 5141

M296 9.6x10° 0.049 3.56 57+3 I
I M1036 3.6x10° 0.267 7.61 56+3

M1053 5.3x10° 0.267 11.11 56+ 3

PMMA homopol ymer 92+ 10

(a) Values averaged from at least 3 measurements.

2.3. CHARACTERIZATION OF COMPOSITE LATEXES

2.3.1. Morphological Observations of Composite Latex Particles

Morphologies of the composite latex particles were studied using the TEM [35]. Figure
1 shows micrographs of composite latex particles prepared using (A) PBA
homopolymer seed latex (BM0) and (B) - (D) BA/PMMA-macromonomer copolymer
seed latexes (BM253, BM553, and BM 1053, see Table 2 for latex compositions). In
samples B, C, and D, macromonomer/BA mole ratio was varied, while M, of
macromonomer was constant (5.3x10° g/mol).

As seen from the micrographs, the morphologies of composite particles are strongly
dependent on the amount of PMMA-macromonomer used in the preparation of the seed
latexes. The composite particles prepared from PBA homopolymer seed latex (BMO)
show a mainly hemispherical morphology (Figure 1A). This type of morphology (high
degree of phase separation) is expected because the two polymers are incompatible.
Despite their smaller sizes, composite particles prepared from PBA seed incorporating
the lowest macromonomer/BA mole ratio (BM253, Figure 1B) has a similar
morphology. However, composite latexes prepared from PBA seed incorporating higher
amounts of macromonomer (BM553 and BM1053; Figures 1C and 1D) form particles
with a mixture of morphologies (i.e., some large particles with a PMMA-rich surface
and smaller particles which have either hemispherical or multiphase morphology). The
uniform core-shell morphology of the larger particles may be attributed to the effect of
the compatibilizing agents (BA/PMMA-macromonomer graft copolymers) partitioning
on the surface of the seed particles. During the second-stage polymerization, the presence
of the graft copolymer layer on the surface of these seed particles prevents the newly
formed PMMA chains from segregating. Thus, PMMA resides on the surface of the
particles as a continuous shell. The hemispherical and multiphase particles result from
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Figure 1. TEM micrographs of PBA/PMMA composite latex particles stained with PTA and RuO,. (A)
Prepared from PBA homopolymer seed latex particles (BMO), (B) - (D): prepared from BA/PMMA-
macromonomer copolymer seed latex particles (BM253, BM553, and BM1053). (See Table 2 for
descriptions of these samples). In these micrographs, PBA is stained dark, whereas PMMA appears light.
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the inherent composition inhomogeneity of the seed latex. (In the miniemulsion
polymerization of BA in the presence of macromonomer, some PBA seed particles were
formed with little or no graft copolymer on their surfaces. The evidence for the
inhomogeneous seed particle composition was already shown in the soap titration
results.)

In the samples shown in Figure 1, the mole ratio of macromonomer to BA in the
seed latexes was varied. However, the molecular weight of the macromonomer remained
the same. Figure 2 shows TEM micrographs of another set of samples in which the
molecular weight of the macromonomer in the seed latex was varied while the
macromonomer/BA mole ratio was kept constant (0.127x10?) to maintain a constant
number of grafted PMMA chains (samples BM512, BM553, and BM596). Therefore,
the weight ratio of macromonomer to BA was increased with the increasing molecular
weight of the macromonomer (see Table 2).

The composite latex particles prepared from PBA seed incorporating low molecular
weight macromonomer (BM512) show multiple white domains of second-stage PMMA
on the PBA phase (Figure 2A). Per unit volume, the total interphase area between the
two polymer phases in these particles is larger than in those with a hemispherical
morphology. This type of morphology suggests that, by adding a relatively hydrophilic
macromonomer to the seed latex preparation, the PBA/PMMA interfacial tension is
decreased (to some extent). The lower interfacial tension allows a more uniform coverage
of the seed polymer by the shell PMMA in the composite particles. However, the
amount of the graft copolymer in this sample may not be sufficient or its structure does
not favor its partitioning at the seed particle surface. Thus, they are not as effective in
lowering the interfacial tension between the two polymer phases as when
macromonomers of higher molecular weights are used to prepare the seed latexes.

When the higher molecular weight macromonomers are used in the seed latex
preparation at the same mole ratio, there are larger numbers of MMA units and longer
PMMA-macromonomer grafts in the seed particles. Both of these lead to a higher
concentration of MMA units at the particle interface. Consequently, the interfacial
tension is reduced to a lower value. As a result, more uniform coverage of the seed by
the shell polymer is observed. When the PBA seed latex incorporating the
macromonomer of the highest molecular weight is used as a seed latex (BM596), the
micrograph exhibits all composite particles having the PBA core completely covered by
the PMMA shell (Figure 2C).

2.3.2. Dynamic Mechanical Analysis (DMA)

To supplement the morphological characteristics observed for the composite latex
particles, the dynamic mechanical properties of the films prepared from freeze-dried
composite latexes and homopolymer latex blends by compression molding were
measured [35]. These properties are related to the morphology of the composite particles
as well as the presence of an interphase layer between the two polymers [35,38,39]. A
comparison between the experimentally measured moduli and the values predicted based
on Dickie’s model [40-42] also provides estimated quantity of the interfacial polymer in
the films [35].

The G'-temperature curves in Figure 3 (top) show that all the composite samples
behave similarly to the blends, i.e., having two transitions corresponding to the T,’s of
the PBA and PMMA. These transitions correspond to the phase separation of PBA and
PMMA within the composite particles. The G' curves between the two transitions are
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Figure2. TEM micrographs of PBA/PMMA composite latex particles stained with PTA and RuO,.
Macromonomer/BA mole ratio in seed latex = 0.127x102. (A) - (C): samples BM512, BM553,and BM596,
respectively. (See Table 2 for descriptions of these latexes). In these micrographs, PBA phase is stained
dark by RuO,, whereas PMMA remains light.
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Figure 3. Temperature dependence of G’ for films prepared from PBA/PMMA homopolymer blend (1:1
w/w PBA/PMMA) or composite polymer latexes (seed polymer/MMA in composite latex recipe = 1:1 w/w),
showing the influence of seed latex compositions. (The curves were shifted vertically by multiplying the G’

values by 1.00, 1.75, 1.25, 1.80, 4.00, 2.00 and 4.50, respectively; for the blend, BM512, BM253, BM536,

BMS553, BMS596, BM1053 and BMO). See Table 2 for details of the latexes.



198

parallel to that of the PBA/PMMA homopolymer latex blend. The slopes of the curves
indicate that, as in the blend, composite latex polymers form films which consist of
PBA domains in a PMMA matrix [35]. However, Figure 3 (bottom) shows that,
although the compositions of all these samples are nearly identical (Table 2), their G'
curves are different. (These curves were vertically shifted for easier identification of the
transitions.) The values of G' in the region between the PBA and PMMA transitions are
the lowest for the homopolymer blend. For the case of composite latexes prepared from
PBA incorporating macromonomer seed, the values increase with the amount of
macromonomer (macromonomer/BA weight ratio) in the seed latexes. However, the
values of G' are the highest when the composite latex was prepared from the PBA
homopolymer seed particles (BMO). The difference in the G' value reflects the difference
in the volume fraction of the dispersed phase in the films [35,40-42].

Previously, Cavaille et al. [43] used a parameter relating modulus of films in their
relaxed and unrelaxed states to explain the interactions between inclusions and matrix in
films prepared from latexes consisting of polystyrene (PS) and PBA. Here, a similar
parameter, the change in the modulus before and after the T, of PBA (G',/G". 140, G' at 20
°C divided by G' at -100 °C), is used to approximate the volume fractions of the films’
dispersed phase [35]. Considering that compression-molded films of freeze-dried latexes
consist of discrete PBA domains dispersed in a PMMA matrix, one may calculate the
values of G'y/G' o, for PBA/PMMA systems of given polymer compositions, based on
Dickie’s model [40-42] and the experimentally measured moduli of PBA and PMMA
homopolymers. By comparing the model-predicted G',i/G' o, values for PBA/PMMA at
various compositions to the values for G',i/G',,, obtained experimentally for each
sample, one can estimate the volume fractions of the dispersed phase in the
compression-molded films [35]. The results are given in Table 4. Figure 4 shows the
schematic diagrams of films prepared from a homopolymer latex blend or from the
composite latexes.

TABLE 4 Volume fractions of different phases in the latexes and in the compression-molded films.

Sample Name || Volume Fractions % Interfacial
polymer (based
on PBA)*

(A) (B) ©) DV
Latex PBA Seed polymer | Film dispersed | (C-A)
in latex | phase

Blend 0.530 0.530 [0.670 0.140 b

BMO 0.530 0.530 0.535 0.005 1.00

BMS512 0.523 0.529 0.640 0.117 b

Il BM253 0.519 0.529 0.590 0.071 13.68

[l BMs36 0512 0.529 0.590 0.078 15.23

Il BMss3 0.504 0.529 0.583 0.079 15.67
BMS596 0.485 0.528 0.569 0.084 17.32 It
BM1053 0.478 0.528 0.578 0.100 2092 |

(a) Approximated from DV divided by volume fraction of PBA in the composite latex (column A).
(b) Cannot be determined by this method because of the interconnected domains (PMMA occlusions inside
the PBA dispersed phase).
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The numbers in Table 4 show that the dispersed phase volume fraction in the film
made from the homopolymer latex blend (0.670) is much higher than the volume
fraction of PBA in the original latex blend (0.530). Since the dispersed phase is
essentially the PBA homopolymer (no grafting between PBA and PMMA), this
unexpectedly high volume fraction of the dispersed phase possibly arise from the
interconnection of the PBA domains (Figure 4A) [35,40-46]. In the melt-state during the
compression molding, individual PBA particles in the blend randomly come into contact
with each other. This process enables the occlusions of PMMA domains within the
PBA dispersed phase. This film morphology makes the volume fraction of the dispersed
phase in the film higher than the actual volume of PBA in the latex.

Figure 4. Schematic representations of compression-molded films: (A) showing interconnected PBA
domains in PMMA matrix (blend and BM512), (B) showing individual PBA domains with no interphase
region (BMO), (C) and (D) showing individual PBA domains with thicker interphase.

In spite of their similar composition (same volume fraction of PBA in the original
latex, see Table 2), the volume fraction of the dispersed phase in a film derived from the
composite latex prepared from the PBA homopolymer seed (BMO, 0.535) is much lower
than in the one derived from the homopolymer blend (0.670). The only difference
between these two samples is that, unlike individual PBA particles in the blend, the
PBA phase in the composite particles is attached to the PMMA shell. This attachment
slows the migration and diffusion of the PBA chains. The resulting PBA domains are
thus smaller and more separated by the PMMA phase (i.e., minimum or no
interconnection of PBA domains). The film morphology shown in Figure 4B for BMO
also represents the dispersed phase volume fraction in the film being almost the same as
the PBA fraction in the original composite latex.

Although the volume fractions of seed polymer (i.e., PBA plus macromonomer) in
all composite latex samples are nearly the same (between 0.528 and 0.530, column B,
Table 4), the DM A-estimated dispersed phase volume fractions in these films (column
C) are quite different. However, all of the films prepared from the composite latexes
show volume fractions of the dispersed phase higher than the PBA fraction in the
original composite latexes (DV values between 0.071 and 0.117).

For the composite samples prepared from the PBA seed latexes incorporating the
lowest molecular weight PMMA macromonomer (BMS512, see Table 2 for latex
composition), the volume fraction of the dispersed phase appears similar to that of the
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blend (0.640 vs. 0.670). For this sample, particle agglomeration and interconnected
PBA domains (Figure 4A) are anticipated because of the multiphase morphology of the
particles (Figure 2A) and the higher mobility of the rubbery phase (T, of this
macromonomer is lower than room temperature [33]).

For all other composite samples, the film dispersed phase volume fractions (Table 4,
column C) decrease with decreasing latex PBA volume fraction (or the increase in the
latex macromonomer content, Tables 2 and 4). Nevertheless, the difference between the
latex’s PBA volume fraction (column A) and the film’s dispersed phase volume fraction
(column C), DV, increases with the macromonomer content (Table 4). Based on the
DMA results of sample BMO, little domain interconnection occurs in films prepared
from composite latexes. Thus, DV may only be explained by the presence of an
interphase zone between PBA and PMMA in the composite sample when
macromonomer is present in the seed particles [35,45,46].

Previously, Nelliappan and co-workers [47,48], using 3C NMR, clearly showed that
an interphase layer exists between the PBA core and PMMA shell of the composite
latex particles. They also reported a thicker interphase region for the composite latex
particles formed from seed PBA particles incorporating PMMA-macromonomer
compared with the one prepared from PBA homopolymer seed particles. Additionally,
seed particle surface analysis already showed that macromonomer side-chains of the
BA/PMMA-macromonomer graft copolymers partition close to the seed particles/water
interface [33,34,36]. Subsequently, in the composite films, the macromonomer side-
chains of the graft copolymers would reside at the seed particle/PMMA interface. This
arrangement would allow a higher fraction of the rubbery inclusions to extend into the
PMMA matrix and compatibilize these two polymer phases, forming an interphase
layer. The difference between the PBA volume fraction in the original latexes and the
dispersed phase volume fraction as measured in the films (DV) is indicative of the
volume of this interphase layer. The DV correlates well with the increase in the amount
of macromonomer (weight ratio of macromonomer to BA) used in the seed latex
preparation. The positive values of DV could be explained by two possible reasons: (1)
the PBA volume in the sample is lower than the number calculated based on weight of
BA used to prepare the original seed latex (column A), because a large fraction of the
PBA chains is copolymerized with macromonomer and become a part of the interphase
layer, and (2) the model used for the determination of the dispersed phase volume
fraction does not account for the presence of the interphase zone, but assumes discrete
PBA domains in the PMMA matrix.

In conclusion, the numbers in Table 4 show that, by using PBA seed incorporating
PMMA-macromonomer to prepare the composite latexes, the PBA homopolymer
volume fraction decreases, and the volume fraction of the interphase region between the
two polymer phases (DV) increases. By increasing the number of MMA units in the
BA/PMMA-macromonomer graft copolymer (either by increasing the mole ratio of
macromonomer to BA or by increasing the molecular weights of the macromonomers),
the volume of the interfacial layer increases. Both the decrease in the rubber phase
volume fraction and the higher volume of the interphase layer correlate with the better
compatibility of PBA and PMMA phases in the composite particles when the graft
copolymers were present in the seed particles (as previously observed from the TEM
micrographs in Figures 1 and 2, and by 13C NMR[47,48)).
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3. Conclusions

Graft copolymers with PBA backbones and PMMA-macromonomer side-chains were
used as compatibilizing agents for PBA core-PMMA shell latexes. These graft
copolymers were incorporated in situ into the PBA particles via miniemulsion
(co)polymerization of BA in the presence of PMMA-macromonomer(s), prior to using
these particles as seed in the second-stage emulsion polymerization of MMA [34].
Structures and compositions of the graft copolymers were varied by changing the mole
ratio between macromonomer and BA (to control the number of grafts per chain) or
varying the molecular weights of the macromonomers (to control the graft length) [36].
In the seed latexes, PMMA-macromonomer branches of the copolymers preferentially
partition close to the seed particle/water interface because of their hydrophilic nature.
The presence of the MMA units (from the copolymers) on the seed PBA particles’
surface increases the particle polarity and lowers the particle/water interfacial tension
[33,34,36].

TEM observation combined with the preferential staining showed that the degree of
phase separation between the two polymers in the composite particles is affected by the
amount of macromonomers used in the seed latex preparation (i.e., mole ratio of
macromonomer to BA and molecular weight of the macromonomers) [35]. The observed
morphologies show quite a good agreement with the decrease in the polymer,/aqueous
phase interfacial tensions observed when PMMA macromonomer was incorporated into
the PBA seed particles [34]. The dynamic mechanical analysis interpreted according to
Dickie’s model for phase-separated polymer blends [40-42] enable the quantification of
the interphase region [35]. It shows a decrease in the PBA volume fraction and an
increase in the volume fraction of the interface layer when the BA/PMMA-
macromonomer copolymer seed particles were used. These results also agree with the
observed particle morphology [35] and Nelliappan’s >C-NMR studies on PBA core-
PMMA shell latexes [47,48]. All these results suggest that the decrease in
polymer/polymer interfacial tension enhance the seed coverage by the shell polymer and
increase the volume fraction of the interphase polymer. Thus, interfacial tension is
considered one of the main parameters controlling particle morphology in composite
latexes.
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CHARACTERIZATION OF PARTICLE MORPHOLOGY
BY SOLID-STATE NMR
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1. Introduction

Nuclear magnetic resonance (NMR) today probably is the most valuable tool for eluci-
dation of molecular structure, order, and dynamics. For the characterization of
macromolecules [1,2], NMR can be divided into two major areas. High-resolution
NMR provides detailed information about the chain microstructure in solution. Solid-
state NMR allows to characterize the molecular structure and the organization of the
macromolecules in the bulk. Special techniques offer to study dynamic aspects over a
large range of characteristic rates. Solid-state NMR allows to characterize morphology
properties, e.g. chain alignment in oriented polymers [3]. Multidimensional techniques
offer fundamental advantages (4] by introducing an additional frequency dimension to
increase the spectral resolution and by providing routes to new information,
unavailable from 1D spectra even in the limit of high resolution [5]. One aspect to
establish structure-property relationships for polymer materials is the characterization
of domain sizes in heterogeneous materials. Advanced polymer materials with more
than one component are phase separated in most cases. Small domains of only a few
nanometers, as well as interfaces between the different phases, are particular difficult
to characterize. Here, new solid-statt NMR techniques nicely supplement well-
established scattering and microscopic methods.

This article thus briefly outlines the basics of solid-state NMR and then illustrates
the information available from solid-state NMR methods about the particle morphology
in latex particles.

2. Solid-State NMR

NMR spectra are site-selective because the magnetic fields that the nuclei experience
are slightly different from the external field B, due to the shielding by surrounding
electrons. The effect is known as the chemical shift, which spans about 10 ppm for 'H
and 200 ppm for '°C in different functional groups. This allows the structural charac-
terization of liquids or components in solution.

Owing to the presence of angular-dependent anisotropic interactions, the spectral
resolution of solid-state NMR spectra is orders of magnitude lower than that of high-
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resolution NMR in liquids [6,7]. The interaction of nuclear spins with their
surrounding involves, e.g., a magnetic dipole-dipole coupling of nuclei among them-
selves. This leads to broad NMR lines covering approximately 50 kHz for 'H-'H
homonuclear coupling and approximately 25 kHz for 'H-'>C heteronuclear coupling.
The anisotropy of the chemical shift results in powder patterns covering approximately
15 kHz at a field strength of 7 T. Another coupling for nuclei only with spin I> % is
the nuclear coupling to the electric field gradient at the nuclear site. For °H (I =1) in
-°H bonds, this leads to spectral splittings of about 250 kHz. The anisotropic interac-
tions can be removed under magic angle spinning (MAS). This high-speed mechanical
rotation at an angle of 54.7 © to the magnetic field B, yields liquid-like spectra if the
spinning speed o, is significantly larger than the width A of the anisotropic powder
pattern (o, > A). In the case of ®, < A, the centerband at the isotropic shift is flanked by
sidebands at multiples of @,, thus retaining information about the anisotropic coupling.
Further improvements for high-resolution in solid-statt NMR spectra were
achieved in the 1970s by combining MAS with ingenious manipulations of the nuclear
spins, such as multiple pulse irradiation, high-power decoupling and cross polarization
[8]. Cross polarization is a transfer of magnetization from 'H to '>C to enhance the '*C
signal up to the ratio of the gyromagnetic ratios ygz/yc ~4 and due to the higher
permissible repetition rate of experiment by the very much faster relaxation of 'H
compared to that of '>C. For cross polarization almost a Hartmann-Hahn contact is
applied where two radio-frequency fields are simultaneously in resonance with '*C and
'H respectively with the same frequency of the nuclei in the rotating coordinate system.
For the characterization of latexes two different kinds of experiments are applied:
relaxation methods and spin-diffusion techmniques combined with 2D separation
experiments. In the following the different methods are introduced. Then the transfer
and the application of these techniques to the characterization of latexes is described.

2.1. RELAXATION

Relaxation times play an important role in the NMR of bulk matter. The relaxation
times are sensitive to the spectral density of molecular dynamics with rates in the range
of the characteristic frequency: ® ; = yB, [9]. Br denotes the strength of the relevant
magnetic field B. For the longitudinal relaxation time in the laboratory frame (T;), this
is the By, field; for the longitudinal relaxation time in the rotating frame (T,,), By is the
B, field of the coil that ‘locks’ the magnetization.

The miscibility and the interfacial region can be characterized by the various
relaxation times [10). Ty, ("H) and T;, (*C) measurements yield information about
molecular dynamics in the range of kilohertz and about spatial relationships. The
relaxation time T, is sensitive to the short-range spatial proximity of the interacting
dipole moments; the detected motions are in the range of megahertz. The '*C
relaxation times T; (">C), Ty, (°C) and the cross relaxation Tcy can be determined
separately for each position of the molecule. In contrast, the T, of the protons is a
volume property averaged over a distance of about 2 nm due to the small mean
distance between the abundant 'H nuclei compared to the rare '*C nuclei. For the
measurement of T, (‘H) two different measurement processes are available. In most
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cases the length of the contact time in a cross polarization experiment is varied. The
signal enhancement by cross polarization, described above, implies that the signal
intensities are influenced by the kinetics of this transfer of magnetization and are not a
priori quantitative. The mechanism of coupling '>C to 'H is the dipole-dipole
interaction with a (1/r°)* dependence resulting in a slower cross polarization of
quaternary ">C nuclei without 'H than 'H-substituted '>C nuclei. It has to be noted that
MAS also reduced the dipole-dipole coupling. Thus, this experiment allows to
determine the magnetization rate 1/Tcy at short contact times, while at longer contact
times the relaxation rate T, ("H) is measured.

As an alternative to the T,, measurement via variable length of contact time, it is
possible to carry out the 'H spin-lock experiment, and only in the end of the 'H spin-
lock time to cross polarize with a fixed contact time as usual [11].

2.2. SPIN DIFFUSION

The spin-diffusion experiments allow the characterization of heterogeneities on the
length scale of one monomer unit up to 150 nm [12]. Thus, spin diffusion is
particularly suited for characterization of small domains, nanoheterogeneities, or
concentration fluctuations on length scales of a few nanometers, where other methods
often fail owing to limitations in resolution or contrast. Thus, spin-diffusion
measurements are well established in solid-state NMR of polymers [3]. Moreover,
several advanced approaches combining 'H spin diffusion with highly selective *C
detection have been introduced [5,13].
@
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Figure 1. Schematic representation of 'H spin diffusion in a two-phase system
(A,B) with spatially constant proton density: (a) spatial distribution of 'H
magnetization; (b) NMR spectra for different mixing times tr,

A typical 'H spin-diffusion experiment consists of three steps: First the proton
magnetization of one component is selected by a suitable filter to generate a non-
equilibrium  distribution of proton magnetization (Figure 1a); second,
'H spin diffusion, i.e. a spatial diffusion of nuclear magnetization without material
transport, occurs during a mixing time t, which is varied systematically; third, the
resulting distribution of proton magnetization after the mixing time is detected in a 'H
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spectrum or after cross polarization in a '>C spectrum (Figure 1 b). For short times, the
mean-square distance <x*> that the magnetization moves within the time t, is given by
<x*> = aDt, where D is the spin-diffusion constant of the system under study. The
factor a depends on the geometry of the packing (e.g. lamellar, cylindrical, or
spherical). The spin-diffusion constant is related to the strength of the dipolar coupling
as reflected in the linewidth of the 'H NMR spectrum, and has been calibrated for
polymers of different molecular mobility by comparing spin-diffusion data with direct
measurements of domain sizes by X-ray scattering and electron micrdscopy [14,15].

Spin diffusion requires that the different components contained in the sample can
be distinguished in their NMR parameters. This is particularly straightforward if the
components differ in mobility. The dipolar filter technique selects regions with
differences in mobility of the components. It is based on the application of multiple
pulse homonuclear decoupling. Although this multiple pulse sequence in principle is
capable of averaging all dipolar couplings, it is applied here in such a way that only
weak dipolar couplings are averaged and the corresponding signals are retained,
whereas strong dipolar couplings lead to an irreversible decay. If there are two
polymers with an ideal phase separation only two different components in mobility are
found. Generally, there is a region of gradual change in structure and molecular
mobility between different phases, the interface. In the case of a mobility gradient
dipolar couplings also exhibit a gradual change between the values of the pure phases.
Without any filter the whole particle is detected. With increasing filter strength regions
with different mobilities due to different transverse relaxation times T, can be selected.
The strength of the filter can be increased by prolongation of the delay time ty between
the pulses or by increasing the number of cycles n.. (Figure 2). After one filter cycle
most of the rigid components with strong dipolar couplings are suppressed. Since the
mobility of the soft components is reduced in the interface, this amount is also reduced
by the dipolar filter. In reverse, the mobilized portion of the rigid components
immersed in the mobile phase is still detected after applying a weak filter (€. g.
Neyce = 1). The remaining magnetization can be detected in 'H spectra or after transfer
to °C through cross polarization in '*C CP/MAS spectra. In the 'H spectra the mobile
component detected as a narrow line can be quantified easily. The evaluation of the
rigid component from these spectra is inaccurate because of the broad lines with line
widths up to about 50 kHz.
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Figure 2. At weak filter strength (e.g. Neyeie=1) only the magnetization of rigid
components is suppressed; mobilized and mobile components with longer T
relaxation times are detected. With increasing number of filter cycles ngee (e.g8.
Neyele = 6) only the highly mobile components are detected.
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2.3. 2D SEPARATION EXPERIMENT

The 2D-WISE (Wideline Separation) experiment allows the combination of structural
and dynamic information obtained from the isotropic chemical shift in the B¢
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dimension and the proton line shapc in the 'H dimension, respectively [16]. Thesc 2D-
NMR spectra reveal changes of mobility in different chemical surroundings making
usc of the '"H NMR linc widths. The power of this technique can be demonstrated on a
50:50 wt.-% blend of polystyrene (PS) and poly(vinyl methyl ether) (PVME), cast from
toluene. This blend appears homogeneous by most classical techniques. The 'H
wideline spectrum consists of a rather featureless superposition of components with
different dipolar linewidths, which are nicely separated in the second frequency
dimension and related to their '>C chemical shift. About 60 K above the caloric glass
transition of the blend, it is possible to detect substantial motional heterogeneities of
mobility in the blend, i.c. the PVME is more mobile than the PS (Figure 3 a). By
introducing a mixing time to allow for spin diffusion, the 'H line shapes equilibrate
after only 5 ms indicating domain sizes of different mobility in the range of
3.5+ 1.5 nm (Figure 3 b).

150 100 50 0
IJC
Figure 3. 2D WISE NMR spectrum at T = 320 K, (a) without spin diffusion, note
different linewidths for PS and PVME; (b) with spin diffusion over a time t, = 5 ms,
note that now all lines have cqual 'H linewidths.

pPpm th = 5ms

3. Characterization of Latexes

Emulsion polymerization is a well-known technique for preparing latex polymers with
defined structures. Depending on the polymerization parameters and conditions, thc
reaction can selectively yield a variety of particles with different morphologies
[17,18,19,20], e.g. core-shell, sandwich structures, hemispheres, and raspberry- or
confetti-like structures.

The synthesis of core-shell latexes usually does not lead to an ideal core-shell
morphology with a complete phase separation [21]. Figure 4 displays possible
substructures of such core-shell latexes with different interfaces. These interfaces
consist of mixed phases which are composed of the core component and the shell
component. Depending on the compatibility of the two polymers and the reaction
conditions, the components in the interface can be mixed on a molecular level with a
continuous concentration gradient or microdomains can be formed.

The morphology of the entire particlc and the intcrface between the two
components in core-shell polymers can sensitively change the macroscopic propertics
of materials over a wide range. Therefore, the investigation of the intcrnal particle
morphology is an important task for furthcr applications of corc-shell systems such as
paints, adhesives, coatings, or impact resistance plastics.
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b)

d) c)
Figure 4. Morphologies deviating from the (a) ideal core shell: (b)
interface with a wavy structure; (c) interface with a gradient of both
components; (d) interface with microdomains; (e) microdomains in the
interface and an island structure as shell.

3.1. INVESTIGATION OF MOLECULAR MISCIBILITY IN COPOLYMER
LATEXES

The molecular miscibility in a latex of poly(butyl acrylate-co-acrylic acid) was
investigated by T, ("H) measurements [10]. The films obtained from the dispersion
shows spatial heterogeneities with one phase predominantly containing the
hydrophobic butyl acrylate blocks, and other regions which consist principally of the
hydrophilic acrylic acid. The evaluation of the signal amplitude as a function of the
proton spin lock leads to an exponential decay and gives unitary T;, (‘"H) values for all
signals. The measured T, (‘H) is between the values for the homopolymers poly(butyl
acrylate) and poly(acrylic acid), and shows that acrylic acid and butyl acrylate are
present alongside one another at spacing of less than 1 nm.

3.2. INFLUENCE OF SURFACE COVERAGE ON THE INTERFACE
FORMATION OF PBUT/PMMA LATEXES

It was shown that the interface thickness and the average composition can be obtained
using a combination of differential scanning calorimetry (DSC) and solid-state NMR
relaxation experiments [22,23]. The influence of core-shell ratio and surface coverage
of the seed latex by the surfactant on the interface characteristics of polybutadiene /
poly(methyl methacrylate) (PBut/PMMA) latexes was examined. In contrast to DSC
which can not be used successfully at low PMMA content (<30 wt.-%) as well as at
high PMMA content (>75 wt.-%) solid-state NMR is a suitable method to examine the
interface in the complete range of composition. It was demonstrated that the surface
coverage of the PBut seed latex by the surfactant and the core-shell ratio dramatically
change the relaxation time T, ('H) of PMMA, the glass transition temperature, and
the interface of the core-shell latexes. The relaxation time T, ("H) are 13.8 ms and
13.1ms for the C, and the C; of pure PMMA, respectively, (in the cited papers
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denoted as Cs and Cg). By varying the surface coverage of the PBut seed latex at a
constant PMMA content of 50 wt.-% the T, (*H) can be decreased to values lower
than 10 ms indicating an interaction of the PMMA protons with neighboring PBut
nuclei by direct dipole-dipole interactions, or indicating a changing of molecular
motion of the PMMA chain by sufficient PBut neighbors. With increasing surface
coverage from 0.17 to 0.36 the values of the relaxation times T, ("H) and the glass
transition temperatures T, decrease due to a decreasing agglomeration. A lower
agglomeration at the early stages of polymerization leads to a decrease of the contact
area between the two phases, PBut and PMMA. An optimum surface coverage of PBut
seed latex particles with a value of 0.36 was found to introduce the greatest amount of
interface during the emulsion polymerization. In this case the lowest values of T, (H)
and T, are obtained. At higher surface coverage the formation of secondary PMMA
homopolymer latexes was found. The measurements show that there is an interaction
of PBut and PMMA in the interfacial region with an increase of PMMA mobility; the
relaxation measurements allow to determine the amount of interfacial PMMA which is
formed probably of grafted PMMA and physically interacting PMMA. The thickness of
the interface was estimated to be in the range of 7 nm.

3.3. INFLUENCE OF PROCESS PARAMETERS ON THE INTERFACE REGION
OF PDVB/PBUA LATEXES

The interfacial region was determined by relaxation measurements in
poly(divinylbenzene) / poly(n-butyl acrylate) (PDVB/PBuA) core-shell latexes
synthesized with different process parameters, including the mode of addition of the
second stage monomer, the rate of addition, and the extent of conversion of the PDVB
seed latex at the time of addition of the second stage monomer [24]. In Ty, (¢H)
measurements of PBuA added at two different conversion levels (75 % and 100 %) the
existence of two different slopes representing two population of PBuA with regimes of
different mobilities was observed. The population with the faster relaxation time
probably detects PBuA crosslinked by divinylbenzene and PBuA is also grafted to the
PDVB seed. The population of PBuA with a relaxation time closer to the homopolymer
represents more mobile PBuA which is probably only grafted to the PDVB seed, but is
not crosslinked, and has only minimal physical interaction with the PDVB seed. In the
case of semicontinuous addition of PBuA, the T;, (‘H) of PBuA is significantly lower
compared to the relaxation time of PBuA added in a batch mode relating to the higher
incidence of grafting reactions in the case of semicontinuous addition. In the batch
process, a crop of secondary particles of PBuA homopolymer determined by electron
microscopy leads also to an increase of Ti, (H). The Ti, (H) values of the PBuA
phase are sensitive to the composition of the core-shell latex. The PBuA component of
a core-shell latex can be thought to be composed of interfacial PBuA perturbed by
interaction with the PDVB and of unperturbed PBuA. The change of T, (*H) of the
perturbed portion of PBuA as a function of the core-shell ratio allows to calculate the
thickness of the interface region using a model proposed by McBrierty [25]. The length
scale of the interface was in the range of 5-7 nm for a core-shell latex in the case of
100 % conversion of the PDVB seed latex in a semicontinuous process under starved-
feed conditions.
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3.4. INFLUENCE OF DIFFERENT PARAMETERS ON THE INTERFACE
MORPHOLOGY AND THICKNESS OF PBUA/PMMA LATEXES

The morphology and thickness of the interface of PBuA/PMMA latexes depend on the
synthesis conditions and the sizes of the particles. To elucidate the relationship
between morphology, interface structure, and preparation conditions, advanced solid-
state NMR techniques, involving WISE experiments [26] and spin diffusion [27], are
used for the characterization of the particles [28,29,30]. The core-shell latexes
presented here are composed of mobile PBuA with a low T of -45°C and the high
T, component PMMA (T, = 120 °C). At the interface a contact region of the two
components is built up. This leads to a partial immobilization of the soft component
and a partial mobilization of the rigid component. This gradient of mobility can be
characterized by the dipolar filter while the WISE experiment detects the quality of the
phase separation. The PMMA mobilized by the PBuA can be quantified by filter
experiments with °C detection. 'H spin diffusion allows the quantification of the
immobilized PBuA. This experiment allows also the determination of the interface
thickness. The individual measurements are presented in the following for a low-
temperature latex as an example, the results of the characterization of different latexes
are summarized.

3.4.1. WISE experiment for detection of the quality of phase separation
As an example the 2D WISE spectrum of a latex synthesized at low temperature
(20 °C) is shown in Figure 5.

Figure 5. 2D WISE spectrum of low-temperature latex
with assignment of 1*C chemical shifts.



211

As expected for PMMA with its T, well above room temperature the slices are
broadened in the 'H dimension due to the strong dipolar couplings. The superposed
narrow lines result from mobilized components in the interface. PBuA also shows a
superposition of narrow and broad lines. However, the narrow components are much
stronger indicating higher chain mobility.

Thus, the WISE spectrum reveals the existence of a pure PBuA phase, a pure
PMMA phase, and a region where the two components are mixed. In the interface the
dynamics of both the rigid and the mobile components are different from the respective
dynamical behavior in the pure phases.

3.4.2. Filter experiments for the quantification of mobilized PMMA

In Figure 6 a) the effect of the dipolar filter on a low-temperature latex detected in '>C
spectra after magnetization transfer via cross polarization is demonstrated. The '3C
spectrum without any filter (neqe =0) detects the whole particle. With increasing
number of cycles, PMMA and immobilized PBuA are suppressed successively. The
PMMA magnetization is evaluated from the signal of C, at 45 ppm, indicated by the
arrow, because there is no overlap with signals of PBuA (Figure 6b). The PMMA
peaks are only partially eliminated for weak filter strengths. After one filter cycle
63.2 % of the PMMA are suppressed, while 36.8 % are still detected in the spectrum.
In view of the differences in cross-polarization efficiencies this may be interpreted as
indicating that at least 36.8 % of PMMA are mobilized. A total suppression is reached
with neyq. = 7 where only PBuA signals remain.
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Figure 6. (a) Filter experiments on a low-temperature latex with '*C detection. With increasing filter strength the
rigid PMMA is suppressed (see arrow at 45 ppm for C,). Simultaneously immobilized portions of the PBuA are
suppressed as visible from the decreasing C, signal of PBuA: (b) The PMMA intensity of the C, signal is plotted
versus the number of filter cycles. The intensity of the first spectrum without any filter is scaled to 1. After one
filter cycle 36.8 % of PMMA can still be detected as mobilized PMMA. A number of cycles ney. = 7 is necessary
to eliminate the entire PMMA.
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3.4.3. Spin-diffusion experiments for the quantification of immobilized PBuA and the
interface thickness

In order to quantify the thickness of the interface, 'H spin-diffusion experiments with

'H detection were carried out with varying filter strengths. As an example the results

for a low-temperature latex are shown in Figure 7. The number of cycles was varied

between 1 and 6. The initial value is always normalized to 1.0.
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Figure 7. Spin-diffusion experiment for the low-temperature latex with 'H
detection and varying filter strength. The intensity of the PBuA signal is plotted
versus the square root of the mixing time. Note the decrease of the final value
with increasing filter strength and the differences in decay at small mixing times
indicating the interface of the particles.

The signal decay occurs in two steps. At short mixing times the magnetization of
PBuA decreases fast followed by a slower diffusion process at longer mixing times.
This indicates two different structures in the particles (Figure 8). The fast decay detects
the spin diffusion in the interface. This spin-diffusion process is sensitive to the
thickness and the structure of the interface in the particle. The slow decay is related to
the spin diffusion in the whole particle. With increasing filter strength the first decay
becomes faster. The final value for long mixing times corresponds to the amount of
mobile component selected in the experiment. After the weakest filter ney. =1, a
fraction of 69 % for the low-temperature latex presented here is observed which is
nearly that expected from the proton ratio of the two polymers PBuA and PMMA
(67:33). With increasing filter strength the final values in the spin-diffusion
experiments are lower, reaching 40 % for ncyc. = 6 because magnetization of PBuA in
the interface is also suppressed. The fast decay at short mixing times detects the
thickness of the interface region. The data at short mixing times can be fitted with a
one dimensional diffusion model. In the spin-diffusion time of about 100 ms the
magnetization reaches only the interface occurring as a lamellar structure because of
the large diameter of the particle. The simulation yields a size of about 10 nm for the
interface thickness.



213

1,04
slow spin diffusion
0,8
067
2
g 0,44 superposition of diffusion processes
|
0,24
0,0 T T T T T 1
0 5 10 15 20 25 30 35

Figure 8. The entire core-shell structure leads to a slow spin diffusion;
substructures in the interface allow a fast spin diffusion. Characterizing
core-shell particles a superposition of diffusion processes is observed.

The combination of transmission electron microscopy and advanced solid-state
NMR methods allows the characterization of the morphology and the interface
structure of PBuA/PMMA polymers obtained by a two-step emulsion polymerization.
The results of filter experiments, spin diffusion, and WISE allow to characterize
particles with different interface morphologies shown in Figure 9. The PBuA/PMMA
latexes have a core-shell morphology with an interface region between the two
components which depends on the synthesis conditions. The low-temperature
PBuA/PMMA latex consists of core-shell particles with an interface formed by the two
components mixed on a molecular level with a continuous concentration gradient of
the components. The high-temperature PBuA/PMMA latex forms small microdomains
in an interface which is as thick as in the low-temperature latexes. The differences of
the interfaces revealed from the spin-diffusion experiments for the high- and the low-
temperature latexes can be explained with different material diffusion lengths of the
oligomers during the synthesis. Three effects should be considered: First, at high
temperature the oligomers can diffuse easier than at low temperature where the higher
viscosity results in a reduced material diffusion coefficient. Therefore, the oligomer
chains in the high-temperature latexes can diffuse towards each other and form
microdomains. Second, at low temperature microphase separation of polymerized
chains may be hindered due to the lower material diffusion coefficient. And third, the
¥-parameter may change with temperature resulting in different compatibilities of the
polymers. The interface of particles with a shell grafted on the core is only slightly
different compared to the interface of the high-temperature latex. The interface
thickness decreases indicating that the grafting hinders the monomer to diffuse into the
core. With increasing crosslinking density in the core the thickness of interface
decreases significantly. With varying ratio of core to shell polymer, it was found that
the interfacial PBuA content grows until the PBuA content reaches 33 %. Up to this
ratio a material diffusion into the interfacial region and a growing of the shell which is
still incomplete can be detected at the same time. The further addition of PBuA does
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not result in an increase of the quantity of interfacial PBuA (see also [22]). For the
investigated range of particle sizes between 100 and 400 nm the interface thickness
does not change, only the size of the microdomains is growing with increasing particle
size. For smaller particles the interface thickness decreases. It is possible to
characterize even larger interface of particles with an extended interfacial region built
up by a copolymer which has a composition gradient of both components.

crosslinking

low temperature / ‘

_shell-amount

copolymer interface

particle size

400 nm
Figure 9. Overview of morphologies of PBuA/PMMA core-shell latexes due to different parameters of synthesis.

4. Conclusions

Solid-state NMR is a powerful technique for the characterization of heterogeneities in
polymers and polymer blends and can be transferred to the characterization of latex
systems. The techniques of solid-statt NMR based on relaxation measurements and
spin diffusion allow to characterize the morphology including substructures in the
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interface and its thickness. It is possible to detect fractions with different mobilities. A
particular emphasis is put on the characterization of the interface between the two
components in core-shell latexes. The measurements allow to correlate synthesis
parameters to the morphologies of latexes and give information about the structure-
property relationships. Recently developed experimental approaches will allow to
characterize changes of the particle structure during the film formation or annealing of

the particles.
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SCATTERING TECHNIQUES-FUNDAMENTALS
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1. Introduction

There are three types of radiation which are commonly used for scattering experiments.
These are shown in Table 1.

TABLE 1. Types of radiation

Radiation Source Wavelength/A

Light Mercury Arc ca. 4000-6500
Laser “ “

X-rays Laboratory Generators 04-15
Synchroton Radiation 1->5

Neutrons Thermal ca. 1.0-5.0
Cold 5.0-20.0

1.1. LIGHT SCATTERING

The theory of light scattering was first investigated by Lord Rayleigh in 1871 [1] and
then subsequently developed in the early part of the 20th Century by Mie [2] and
Debye[3]. Experimental investigations were greatly enhanced by the invention of the
photomultiplier in the 1940’s and its subsequent development in recent years to rapid
response photon detectors, ca 1 nsec. Together with development of coherent light
sources, lasers, and computer vased correlators it has become a powerful technique [4].

The scattering of light depends on the electronic polarisability of the atoms
composing the molecule/particle and hence is dependent on the refractive indices of the
scattering object and the medium.

1.2. X-RAY SCATTERING

X-ray crystallography was quite well developed by the 1930’s [S] and has since become a
very sophisticated subject. However, although the theory of small angle X-ray scattering
was clearly presented in a classic book by Guinier and Fournet [6] in 1955 the
experimental aspects only developed in a few specialised centres. At the present time,
however, small laboratory machines are becoming more readily available and there are a
number of special centres, including the ESRF (European Synchroton Radiation
Facility) at Grenoble [7].
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X-ray scattering depends on the electron density of the atoms in the scattering object
and hence scales with atomic number. Hydrogen is a very weak X-ray scattering element
and platinum a very strong one.

1.3. SMALL ANGLE NEUTRON SCATTERING

The neutron was discovered by Chadwick in 1932 [8] and although it was shown soon
after this that neutrons could be diffracted it was not until the 1970’s with the building
of high flux reactors that neutron scattering facilities became widely available and the
subject rapidly developed.

Neutrons are scattered by the nuclei of atoms and hence the scattering ability is
isotope specific to the extent that different isotopes of the same element, e.g. H' and H?
(deuterium), can scatter very differently. This makes isotopic labelling a valuable
experimental tool.

The neutron can be considered as a particle of mass m travelling at a velocity v or as
waveform having a wavelength A, since by the de Broglie relationship,

A=h/mv 1

where h, = Planck’s constant.

2. Angular Scattering
2.1. THE SCATTERING ANGLE, 6

6 is defined as the angle of the scattering measurement with respect to the direction of
the incident beam as shown in Figure 1.

Smali
—————————————— —> Angle
Scattering

Incident Beam Io

Y

150° Wide Angle Scattering 30°
Light

Figure 1. Usual angular regions of wide angle and small angle scattering

Both X-ray and neutron scattering measurements are made at small angles whereas light
scattering with a rotatable detector is usually carried out at angles from ca 30° to 150°.
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2.2. THE SCATTERING VECTOR, Q
For elastic scattering, Q, is defined as,
Q=4mn, sin(0/2)/ A, ?2)
for light scattering, with n, = the refractive index of the medium and A, = the wavelength

of light in vacuo; in the medium A = A /n,,
For neutrons,

Q=4nrsin(6/2)/ 1 3)
The dimensions of Q are (Length)'. Thus measurements are related to behaviour in
reciprocal space.
2.3. RANGE OF Q VALUES
Table 2 indicates the range of Q space which can be probed by the various techniques,

and since the spatial distance probed can be regarded as of the order of 2n/Q this is also
included.

TABLE 2. Spatial distances probed by scattering

Method Q, Range/ A ! Spatial Distance/ A
Light Scattering 0.001-0.002 ca. 6300-3100
Neutron Scattering 0.001-0.25 ca. 6300- 25

X-ray Scattering 0.005-0.25 ca. 1250- 25

3. Intensity

All examinations of scattering have to be related to a fundamental measurement, that of
intensity, which has to be converted by calibration into absolute units, for example, in
the case of neutrons, to the number of neutrons per unit solid angle per unit of time per
unit incident intensity. Thus if this quantity is called I(Q), i.e. intensity, we obtain a
basic equation in the form,

Q= AVN, [ PQ “

for dilute noninteracting systems, where A = an instrument calibration factor, V,, = the
volume of the scattering particle and N, = the number of particles per unit volume; it
should be noted that for unit volume, N Vyp = ¢, the volume fraction of the system.
The quantity to be inserted in the square brackets is a scattering parameter which is

expressed in terms of:

Refractive Index, n, for light scattering

Electron Density, p,, for X-rays

Scattering Length Density, p,, for neutrons.
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The term P(Q) is a particle shape factor and, as an example, for spheres of radius, R,
is given by [6],

&)

3(sinQR — QR sin QR)}Z

P(Q) = { &

The formulae for P(Q) are the same whether used in light scattering, X-ray scattering or
neutron scattering.

4. Light Scattering

Three different regions of light scattering are usually considered. Briefly these are:

4.1. RAYLEIGH SCATTERING

This occurs for the condition that R<<A,; frequently it is taken as R<A/20. For this
situation P(Q) is unity and eq. (4) can be written as

, 8n%n,? [ n? —n,? : 2

I(Q)r = ANV, = 2 (1+ cos” ) 6)
Dr PP 7L04 n?+ 2n,?

if unpolarised light is used as the incident radiation, where n = the refractive index of the

particle and n, that of the medium. For incident length with the electric vector polarised

perpendicular to the scattering plane i.e. for laser radiation the scattered intensity is given
by [10,11]

2

16n*n * nZ-n.2

_ 2

1Q _ANPVP A 40 {nz +2no 2 @
o o

and is independent of scattering angle, proportional to the 6th power of the radius and
inversely dependent on the 4th power of the wavelength.

4.2. RAYLEIGH-GANS-DEBYE SCATTERING
This occurs for the condition that (n-n,)R/A<<1, essentially meaning that (n-n,) must be
small so that n = n,. Phase shifts occur between the electric fields scattered from different

parts of a particle and the scattered intensity is relative to that of Rayleigh particle
scattering, so that [12]

I(Qrep = Ir PQ ®
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with I = the intensity of Rayleigh scattering.

4.3 MIE SCATTERING

Mie theory provides a complete solution for spheres of all sizes and refractive index. The
solutions although complex are precise in the region when (n-n,)R/A>1. This approach
has been discussed by Rowell at a previous NATO Institute [12].

5. Small Angle Neutron Scattering

The basis of small angle neutron scattering and small angle X-ray scattering have much
in common and hence this article will primarily deal with the former. Moreover, since
the phase shifts are usually small, and inherently the refractive indices are close to unity,
then a number of aspects are similar to those of the Rayleigh-Gans-Debye region of light
scattering. -

5.1. SCATTERING LENGTH DENSITY

The coherent scattering length density is an important quantity for a molecule which is
defined by the equation,

Psc =2b;/V )

where b; is the coherent scattering length of the ith isotope of which the molecule is
composed. The values for isotopes are tabulated, for example, in Bacon [13]; they are
independent of A and 6.

Some values of p, are tabulated in Table 3. The difference in values between H,0O
and D,0 and between hydrogenated and deuterated molecules should be noted.

TABLE 3. Neutron scattering length densities for various molecules

Material Formula Coherent Neutron Scattering
Length, p,/10'° cm™
Water H,0 -0.56
Deuterium Oxide D,0 6.35
h,,-Hexane CeH,, -0.58
h,s-Dodecane C,,Hy6 -0.46
d,-Dodecane C,,D,¢ 6.43
Polystyrene [CeHeln 1.42
d-Polystyrene [CgDy) 6.47
Polyacrylonitrile [CsHsN]n 2.28

6. The Neutron Scattering Equation

For a monodisperse dispersion of non-interacting homogeneous spherical particles eq (4)
can be rewritten for small angle neutron scattering in the form,
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Q) = APy ~ Pm)*NpV,2P(Q) (10)

where p, and p,, are respectively the coherent neutron scattering lengths of the particles
and the medium. Figure 2 illustrates with experimental data the form of In P(Q) for
dispersions of polystyrene particles of increasing sizes [14,15].

An interesting point is that data are obtained over a much wider Q range than with
light scattering and for small particles there is a much greater range of intensity
variation.

-2
tn P(Q) -
-4 L

o L 1 |

0.01 0.02 0.03
/R

Figure 2. In P(Q) against Q for polystyrene latex particles of various diameter.
O diameter 346 A; @ diameter 1320 A; A 2020 A.

6.1. SCATTERING AT Q = O

Although the intensity of scattering at zero 6, I(0), cannot be measured it can be obtained
by extrapolation. Moreover, since P(Q) = 1.0 at 6 = 0 then,

10) = APy — ) NV, an

and for the condition p, = p,,, 1(0) becomes zero. Thus by measuring the intensity of
scattering from the particles as a function of p,, for example by using H,0-D,O
mixtures, then p, can be obtained experimentally. This is illustrated in Figure 3.
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I(o)

-10

] | ] | |
2 3
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p,/10°" cm
Figure 3. 1’ I(0) against scattering length density of dispersion medium, P,
@, Polystyrene latex, B polydeuterostyrene latex

6.2. SCATTERING AT SMALL QR

For values of QR<1.0 the function P(Q) can be expanded to give,

Q) =1(0)exp(-Q’R,? /3) (12)
or in alternative form

n1(Q) = In1(0)- Q*R,2 /3 (13)

and hence from a plot of In I(Q) against Q? which should be linear, a value can be
obtained for the radius of gyration, R,. Expressed in this form as a limiting law, eq. (13)
is usually known as the Guinier equation.

6.3. POLYDISPERSITY

Even so-called monodisperse latices are rarely, if ever, completely monodisperse and so a
correction has to be applied for this. A polydispersity function also has to be included in
eq. (10) to allow for the fact that there is a distribution of particle sizes. Since many
colloidal dispersions are found to have a logarithmic distribution it is convenient to use
as a functional form [16].

expl-{InR - R, /20,2
(14)

R =
PR) @2m)!/26,R,, exp(6,2)
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where p(R) is the fraction of particles in a particular size range, R, the modal radius and
O, a parameter giving a measure of the width of the distribution; for a narrow
distribution the standard deviation, o, is given by 6 = 6,R,. In this form it was found
convenient in combination with eq. (3) for computer programming. Fits can be made
using 6, and R, as variables; these are shown as the full lines in Figure 2.

A comparison of a particle size distribution obtained by transmission electron
microscopy and one derived from small angle neutron scattering is shown in Figure 4.

0.3 p—
p(R) M
e |
[} 1
0.2 |- '
'
1]
[
1
0.1 }— _:
. |
100 200 300
Radius R/R
Figure 4. Particle size distribution. , small angle neutron scattering; - - - - , electron microscopy.

7. Particle Morphology
A useful function to obtain information about the internal structure of a particle is the

radial density distribution, P(r). This can be obtained by Fourier transformation of good
scattering data as a function of Q, namely,

P(r) = | QrI(Q)sin(Q)dQ (15)
0

For a homogeneous sphere P(r) is given by the expression [6],
P(r) = Constant [r/R-3r'/4R+ r*/16R*] (16)

Figure 5 shows a comparison between a curve calculated using this equation for R = 165
¢ and that obtained by the transformation of the scattering data. This indicates that this
polystyrene particle, diameter 160 A, prepared by emulsion polymerisation and cleaned
by mixed-bed ion-exchange resin was essentially homogeneous.
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plr)

Figure 5. P(r) against r for a polystyrene particle diameter 320 A.

8. Dynamic Light Scattering
8.1 MONODISPERSE SYSTEMS

The invention of the laser in 1960 by Maiman [17] produced a coherent light source with
a fine beam which was very suitable for light scattering. This was followed by the
development of electronic computers which could access electronic signals rapidly and
store large amounts of data for subsequent processing. Also development of photon
detectors reduced the response time down to the region of 0.1 psec to 10 nsec.

The particles in a dispersion can be regarded as forming a random three-dimensional
diffracting array which gives rise to a “speckle” pattern consisting of small bright spots,
where constructive interference occurs between light scattered form the individual
particles and dark areas, where destructive interference occurs. Since colloidal particles are
in constant Brownian motion as the particles move the phase relationship changes and
the pattern also changes through a series of random configurations. Thus the temporal
fluctuations in scattered intensity provide information on the particle motions.

The dynamic light scattering optical arrangement is in many ways similar to that
used for conventional time-average light scattering. However, it does need a coherent
light source and the observed volume in the sample needs to be small; this is achieved
by using fine (30 pum or so) adjustable apertures so that essentially the intensity of one
fluctuating speckle is measured as a temporal signal. Hence, in principle the photon
counting device measures the fluctuation in intensity of one speckle at short time
intervals, e.g. of the order of 1 psec. The average of the fluctuations taken over a long
time interval gives the conventional time average intensity, Figure 6.
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Figure 6. Intensity fluctuation against time and g'(t) against time
However, by taking the intensity in time steps of 1,2,3 etc intervals, T, a normalised
time correlation function is obtained which is defined as:

< I(O)I(‘L’) >

Q0= 1+ '@ an

where the angular brackets denote a time-averaged result. In eq. (17) C is a constant of
order unity and g'(Q,t) is the temporal correlation function of the scattered light field
which is given by,

£'(Q,7) = exp(-DQ?1) (18)

where D is the diffusion coefficient and 7 is the correlation delay time. Since D is given
by,

D =KT/6mnRy (19)

where Ry is the “hydrodynamic radius” of the particle and 1 the viscosity of the medium
this provides a means of estimating a hydrodynamic particle size.
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9.2. POLYDISPERSITY

Polydispersity results in the correlation function becoming an average of many
exponential decays and in a Q dependence of the correlation function for particles large
enough to have maxima and minima in their particle form factors in the accessible Q
range [18,19]. For polydisperse systems, g'(Q,T) consits of the sum of a distribution of
exponential terms. This gives a mathematical problem in the analysis to give a particle
size distribution since the sum of exponential terms is still essentially a single
exponential. However, for reasonably narrow size distributions, the method of cumulants
is frequently used to obtain an average particle size [20,21]. In this procedure the term
£'(Q,7) is expanded and written in the form,

Ingl(Q,7)=-AQ*t+BQ*t2 /2 + ......... Q0)

and the experimental data fitted by the method of least squares to obtain the coefficients
A and B of the quadratic.

A then gives the average hydrodynamic radius, <Ry>, in the form Ru® /Ry’ from,
A =kT/6mRu® /Ry>) @1
The ratio A/B? has the form,
A/B? = Ru®Ru’)/(Ru®)? - 1.0 2)

which provides a measure of polydispersity [21].

9.3. MICROELECTROPHORESIS

Dynamic light scattering since it measures movement can also be used to measure the
velocity of particles under an applied electric field and provides a method of obtaining the
electrophoretic mobility and hence the zeta-potential of polymer colloid particles. A
number of commercial instruments are available which use this approach.
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APPLICATION OF SCATTERING TECHNIQUES TO POLYMER
COLLOID DISPERSIONS
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1. Introduction

During the 1960’s interest in Polymer Colloids developed very rapidly both for their
intrinsic commercial value and also, because of their spherical shape and very narrow
range of particle sizes, as model colloidal dispersions for fundamental investigations.
During this period also there were substantial developments in the technology of
scattering equipment and from the early 1970’s onward small angle neutron scattering
and photon correlation spectroscopy gave a real impetus to the use of scattering methods.
The first structure factor for a strongly interacting polymer colloid dispersion was
published in 1975 [1,2] and this indicated the way in which concentrated colloidal
dispersions could be examined both experimentally and theoretically.

2. Concentrated Charge-Stabilised Latices

2.1. THE STRUCTURE FACTOR

In the last chapter examples were shown of the spectra obtained by small angle neutron
scattering from dilute dispersions of polymer colloids. In such systems the number
concentration is such that only a few particles interact per unit of time, in binary
collisions, as a consequence of Brownian motion. In concentrated dispersions, however,
the particles are in constant interaction and an ordering occurs which is dependent on the
number concentration and the strength of the repulsive interactions. The spatial
correlations produced by the interaction lead to interparticle interference effects which can
be clearly recognised in the spectra [3] as shown in Figure 1. This means that the
intensity of scattering as shown in reference [4], has to include an additional term which
is called the structure factor, S(Q), to give

Q)= AN, V,2(p,, — pm)*P(Q)S(Q) M
or rewriting in terms of volume fraction

IQ)con = Adcon(Pp — Prm) > PQS(Q) @
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Figure . Intensity against Q. Polystyrene latex, volume fraction, 0.13 in 10 mol dm™? NaCl

where S(Q) is given by,
S(Q) =1+ (47N, / Q)" [g(r) - 1]sin Qrdr 3)

and as in [4] r = the centre to centre interparticle separation and g(r) the pair correlation
function. Since, for the same type of system examined in a dilute noninteracting mode,
we have

I(Qdi1 = Adqi1 (Pp — Pm) PQ C))
hence
I(Q)ccm(pdil
S(Q) = —<Zcon ¥dil 5
(Q) I(Q)dilq’con ( )

and S(Q) becomes experimentally accessible (3). The excellent sphericity of polymer
colloid particles and their narrow distribution of particle sizes makes them excellent
samples for this type of work.

Several curves obtained by this technique are shown in Figure 2 which illustrate the
effect of volume fraction at constant salt concentration and the effect of varying salt
concentration at constant volume fraction. These curves clearly indicate that a structure is
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built up which depends both on volume fraction (¢) and ionic strength. This is indicated
by the increase in magnitude of the first peak in S(Q) and its decrease at low Q values as
¢ increases at constant ionic strength;

2.0
- b
s(Q)
1.0 — -
0
0.01 0.02 0
/R

Figure 2. S(Q) against Q for polystyrene latices a) Various volume fractions at 10? mol dm™ NaCl:-°,
0.01;1, @ 0.04; A, 0.08; (30.13, b) various NaCl concentrations (mol dm™), at a volume fraction
=0.04; ), ion-exchanged; A, 10*; @ 103; O, 5x1073.

the first peak also moves to higher Q as ¢ increases. Figure 2b indicates that with
increase in ionic strength at constant ¢ a broadening of the peak occurs, which indicates
a decrease in strength of the interparticle interaction and a greater motion of the particles.

2.2. CORRELATION WITH Vg

In a previous chapter in this volume [4] the electrostatic repulsive pair potential was
written in the form,

V, = 4ne e Ry, exp(2xR)exp(—xr)/ ©)

with r = h+2R. It was shown by Hayter and Penfold [5] and by Hansen and Hayter [6]
that by using this potential form in the Omstein-Zemicke equation then the form of
S(Q) against Q could be modelled. This meant that by using their approach in a fitting
program, it was possible to compare the model with the experimental data. Since R was
known from experiments with dilute systems and X was known from the amount of salt
added, the only variable used for the fits was the surface potential, ys. A comparison
between the experimental points and the theoretical fits [7] is given in Figure 3.
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Figure 3. S(Q? against Q for polystyrene latex, volume fraction = 0.04 in various NaCl concentrations (mol
dm?) a) 5 x 10?, Iyl = 47 mV; b) 102, lygl = 49 mV; 104, Iy = 51 mV; @, experimental
points; , fitted curve.

2.3. A COMPARISON BETWEEN (- POTENTIAL AND iyl

The values of {- potential were obtained using electrophoresis on the same particles as
used for small angle scattering [7]. The results are compared in Table 1.

TABLE 1. A Comparison of {- Potential and Iyl

NaCl/mol dm? - Potential/mV Iygl/mV
1x10* 625 51
3x10* -54+5

1x10° -54+5 49
3x103 -62%5

5x 103 47

Within the experimental error the agreement is not unreasonable although the C-
potentials appear to be consistently slightly lower than Iygl. An important point from
these results is that it appears to be the diffuse electrical double layer which determines
the interaction potential.
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2.4 THE PAIR CORRELATION FUNCTION g(r)

Fourier transformation from Q-space (reciprocal space) to real space gives g(r) in the
form,

J[S(Q) - 1] QsinQr dQ )

1
=1+
8 21N

P

The parameter g(r) is an important one since it is the probability of finding the centre
of another particle at a distance r, in real space, from the centre of the reference particle.

It can also be written

g(r) =N, (1)/N, ®)

where N(r) is the radial distribution of particle density, a microscopic quantity; 41rr2Np(r)
is the radial distribution function.

Figure 4 shows the results [7] obtained for polymer colloid particles of diameter 310
A in 10* mol dm™ sodium chloride solution at volume fractions of 0.01, 0.04 and 0.13.
For the lowest volume fraction the curve indicates that the particles have an excluded
volume region and g(r) rapidly approaches unity. At ¢ = 0.04 a clear peak is apparent
indicating a degree of short-range order. At ¢ = 0.13 the peak has moved to a lower r,
indicating a closer centre to centre spacing, and a second and a third peak. On a long-
range scale, however, little order is indicated; a typical indication of fluid-like behaviour.

These experiments indicate that the pair potential given by eq. (6) can predict the
behaviour of dispersions of charged polymer colloid particles with quite reasonable

accuracy.
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Figure 4. g(r) against t for a polystyrene latex in 10** mol dm™ sodium chloride at various volume fractions,
,0.01;.....,0.04; - - - - - ,0.13.
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2.5. OSMOTIC PRESSURE

In the limit of zero scattering vector, the structure factor S(0) is directy related to the
osmotic compressibility of the dispersion by,

dN,  S(0)

where  is the osmotic pressure, so that from a determination of S(0) at various particle
number concentrations the osmotic pressure can be obtained from

n=KT[ P dN, /S(0) (10)

T is also related to g(r) by the expression [8,9,10]

oo

3 dVp
— 11
g(n)r " dr 11

o

27N 2
= P
= NpkT - — |

giving an alternate route to osmotic pressure via the scattering data; strictly Vg should be
the potential of mean force [11].
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Figure 5. Shear modulus, G, against volume fraction of polystyrene latex, in 10 mol dm™ NaCl
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2.6. SHEAR MODULUS

The shear modulus, G.., is also related to Vg and g(r) by the equation [8,11],

27N 2
G. = NkT + —2["g(r) d (r" %)dr (12)

15 dr\  or

This means that values of G.. can be obtained from small angle scattering measurements
as well as by direct measurements, e.g. by the use of a shearometer [12]. Some results
obtained on a polystyrene latex are shown in Figure 5.

3. Nonaqueous Dispersions of Polymer Colloids

Similar studies of S(Q) and g(r) have been carried out on dispersions, of poly(methyl
methacrylate) stabilised by poly-12-hydroxystearic acid in dodecane (13). These
demonstrate very clearly the much harder nature of the interaction which occurs between
sterically stabilised particles. In fact these interacts as very nearly “hard spheres” (14).

These systems also have the advantage that it is possible to change the refractive
index of the medium by addition of another medium in order to get either to, or close to,
the match point between the particle and the medium.

3.1. DIFFUSION IN CONCENTRATED DISPERSIONS

The refractive index matching technique can be employed to great advantage in studying,
by photon correlation spectroscopy, the diffusion processes which occur in concentrated
systems since one set of particles can be taken at a high volume fraction and refractive
index matched and then a second set of particles added, of different refractive index, as a
tracer.

Studies of this sort have been carried out with particles having a core of poly(vinyl
acetate) and sterically stabilised by poly-12-hydroxystearic acid (PHS); these particles had
a refractive index of 1.471 and could be optically matched by using a mixture of cis-
decalin (refractive index 1.481) and trans-decalin (1.469). Particles with a core of
poly(methyl methacrylate) and also stabilised by PHS were used as tracer particles; these
had a refractive index of 1.483. The hydrodynamic radius of the PMMA particles was 83
+ 2 nm and that of the PVA particles 85 = 2 nm. Since the same stabiliser molecule
was used for both sets of particles and the sizes were the same within experimental error
it was assumed that the interactions between all particles were identical (15).

Photon correlation spectroscopy was used to measure the self-diffusion of the tracer
particles. By making measurements on a short time scale, such that the particles had
moved a distance corresponding to only a small fraction of their diameter, the short time
self-diffusion coefficient D% was obtained. Then by also making measurements on a
timescale such that the particle diffused over several diameters and thus acted colloidally
and hydrodynamically with other particles, the long-time self-diffusion coefficient was
obtained. The diffusion coefficient D, for the freely diffusing particles was obtained from
measurements on very dilute dispersions. The results are plotted in Figure 6.
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Figure 6. Ratio of self-diffusion coefficient/single particle diffusion coefficient, D, against volume fractionl,
@ short time self-diffusion; A , long-time self-diffusion

The normalised long-time self-diffusion coefficient, DU/D,, decreases with increase in
volume fraction, ¢, and tends to a very small value as ¢ — 0.5. This is an interesting
result since it was predicted [16] that the freezing transition for hard-sphere systems
should occur at a volume fraction of 0495 and the melting transition at 0.545. It
therefore appears that for nearly hard spheres long-time self-diffusion, which can be
interpreted as motion through the particle array, ceases at the freezing transition. These
results correlate very well with the onset of a crystalline structure in PMMA dispersions
[7,14]. Short-time self-diffusion is still occurring above ¢ = 0.5 and thus indicates
motion of particles within the cage of other particles; this motion appears to continue
up to a ¢ of ca. 0.64, (random close packing).

4. Crystallisation of Polymer Colloids

The fact that monodisperse polymer colloid particles can form crystalline arrays has been
well investigated by a variety of techniques including, scanning electron microscopy
[16], dark field microscopy [17], optical diffraction [18,19], small angle neutron
scattering [7], confocal microscopy [20] etc.
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However, there are considerable advantages for the visual observation of the
crystallisation process in closely matching the refractive index of the particle to that of
the medium. This has been clearly demonstrated for PMMA-PHS particles in an organic
medium [7,14] and for fluorinated polymer colloid particles in an aqueous medium [21].
An additional advantage is that scattering techniques can then be used in order to confirm
the crystal structure from the light diffraction peaks observed. This was demonstrated
recently in a study of binary mixtures of PMMA-PHS particles which crystallised as an
AB, type crystal [22]. Scanning electron micrographs are shown in Figure 7 and the
corresponding optical diffraction patterns in Figure 8, with indexing of the peak
positions.

Recent simulations [23] on mixtures of hard spheres have shown regions of super
lattice structures and fluid phases that are entirely consistent with those experimental
findings. Moreover, Frenkel has pointed out that at high particle densities the gain in
entropy due to the increase in free volume exceeds the loss in configurational entropy
and hence favours crystallisation [24].

5. The Glassy State with Polymer Colloids
In the PMMA-PHS nonaqueous systems it was found that the particles formed a glassy
state, at a volume fraction above ca. 0.55. This seems to be a consequence of the fact

that diffusional processes have virtually ceased at this concentration and hence nucleation
is inhibited. Consequently, this leads to a high volume fraction disordered state [7,14].

Figure 7. Scanning Electron Micrograph. Polymer Colloid AB, Crystal
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Figure 8. Optical diffraction pattern from AB, crystal

The same phenomena was observed in polymer colloid systems of perfluorinated
polymers except that it occurred at low volume fractions at low salt concentrations, the
strong electrostatic interactions again apparently inhibiting diffusion. The glassy state is
more easily recognisable from dynamic light scattering studies than from structure factor
studies, in that the time-delay curve deviates from the exponential form suggesting a
non-Gaussian diffusional process in this state [25,26].

6. Bimodal Polymer Colloid Dispersions

In recent studies a small angle neutron scattering study has been made of binary mixtures
of monodisperse polymer colloid dispersions [27,28]. As well as the formation of binary
crystals other effects are also possible, including particle segregation and network
formation by heterocoagulation [28].

The experiments were carried out using hydrogenated particles of radius 168 A
particles) and deuterated particles of radius 510 A (B particles) giving a ratio of R,/Ry of
0.33. Measurements were made at number concentration ratios of N,/Ny of 9 and 15. By
exploiting the variation of scattering length available from H,0 and D,0O and their
mixtures it was possible to match out the hydrogenated polystyrene in one experiment,
the deuterated polystyrene in another, and then to carry out a third experiment in which
neither particle was matched. Since in mixed systems there are three partial structure
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factors S(Q)a S(Q)pp and S(Q),p enough experimental information was available to
determine all three quantities.

The results for the three structure factors are shown in Figure 9 for N,/Nj = 15.

1) The form of S(Q)gp against Q suggests that the B particles are colloidally stable
in the presence of the A particles and the position of the peak indicates an average
correlation distance for short range order of ca. 2000 A. This peak was in a position
close to that observed in the absence of the A particles.

2) The form of S(Q),, obtained in the presence of the B particles is profoundly
different from that with the B particles absent. The peak at a Q value of ca. 0.009 A’
indicates that there is some weak ordering of the A particles in the presence of B but the
upturn at low Q indicates that some clustering of the A particles has occurred which is
not entirely random.

3) The form of the S(Q),p against Q curve indicates a negative correlation between
the A and B particles suggesting separation of the two species in the overall structure
which are uncorrelated with the structures formed by the A-A and B-B interactions. In
essence the presence of the B particles and their excluded volume as a consequence of
electrostatic repulsion means that the A particles are excluded from these regions.

1.00{— —
s(Q)
1.25 Bs b
’ a 0.50}-
s(Qla ol
| | I 1
1.00 - .
"\
- S(Q),g \
0.75 ] 1 ] T c
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-3 | { | 1
0.004 0.006

Figure 9. Partial structure factors against A for a binary mixture, R,/Ry = 0.33; N,/Ng=15.0

7. Particle Morphology

7.1. INTRODUCTION

As well as examining structure in dispersions scattering measurements are also capable
of providing information on the internal structure of particles and an example of this was
given in reference [4].
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7.2. CORE-SHELL PARTICLES

For particles with a core particle of radius R and a shell of thickness  the intensity of
scattering is given by,

Q)= ANP[(ps - pm)(F2 - F1) + (pc - pm)F1]2 (13)

with terms as defined previously. F, and F, are the particle form factors for the core and
the core-shell particle as given by,

F, =3V,[(sin QR - QR cos QR)/(QR)’] (14)

F, =3Vy{(sin Q(R +8) - Q(R +8))/(Q(R + ) (15)

with Vc = 4p R*/3 and V; = 4p (R+8)’; when § = 0 equation (13) reverts to that of a
homogeneous sphere. The equations only apply to dilute non-interactin; systems and
thus experiments need to be carried out in salt concentrations of ca. 10 mol dm” 1:1
electrolyte and at concentrations of 1% or less to minimise multiple scattering effects.

Figure 10 shows some simulated curves for a core-shell particle, at values of p,
corresponding to pure H,0, and 73% and 81% D,0 v/v respectively; for convenience the
curves have been normalised to unit intensity on the ordinate.

nl (Q)]

0 0.004 0.008
f!
Figure 10. Simulated curves for a core shell particle at various contrasts, ----- , H,05---,73% D,0; ___,

81% D,0
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As can be seen both the intensity vs Q and the positions of the maxima and minima
change substantially with the values of p,,; for homogeneous spheres the curves would
all superimpose on each other when plotted in this manner.

Figure 11 shows some small angle neutron scattering results on polymer colloid
polymer particles prepared from deuterated styrene and hydrogenated methyl methacrylate.
The continuous lines represent the fits obtained using eq. (13). These results indicate
quite clearly that the particles have a core-shell structure with a core radius of 126 nm
and a shell thickness of 9.4 nm. However, the values of p, and p. obtained from the fit
also indicate that both the core and the shell appeared to be mixtures of poly(styrene) and
poly(methylmethacrylate) but it could not be deduced whether this was a physical blend
or a consequence of copolymerisation. What is clear from the results is that the shell is
rich in hydrogenated methyl methacrylate [29].

As shown in the recent work of Ballauff [30-32] similar studies can be carried out
using small angle X-ray scattering. In this case, solutions of sucrose at various
concentrations can be used to provide the constrast variation required for morphology
analysis.

-4

Ln [ 11Q))
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Figure 11. Neutron scattering results for a deuterated polystyrene - polymethacrylate latex: in a) H,0 b)
20% D,0 c) 40% D,0 d) 50% D,0 e) 80% D,0 H)D,0. ___, fitted curve

8. References

Brown, J.C., Pusey, P.N., Goodwin, J.W., and Ottewill, R.H. (1975) J.Phys. A. Math. Gen., 8, 664-682.
Brown, J.C., Goodwin, J.W., Ottewill, R.H. and Pusey, P.N. (1976) Colloid and Interface Science, IV,
59-72.

Cebula, D.J., Goodwin, J.W., Jeffrey, C.G, Ottewill, R.H., Parentich, A. and Richardson, R.A. (1983)
Faraday Discuss. Chem. Soc., 76, 37-52.

Ottewill, R.H. Scattering Techniques - Fund tals, this volume.

Hayter, J.B. and Penfold, J. (1981). Mol. Phys., 42,109-118.

e



Hansen, J.P. and Hayter, J.B. (1982). Mol. Phys., 46, 651-656.

Ottewill, R.H. (1989) Langmuir, 5, 4-11.

Zwanzig, R. and Mountain, R.D. (1965), J. Chem. Phys., 43, 4464-4471.
McQuarrie, D.A. (1973) Statistical Mechanics, Harper and Row, London.

. Ottewill, RH. (1981). In Colloidal Dispersions (ed). J.W. Goodwin, Royal Society of Chemistry,

London, 143-163; 197-217.

. Ottewill, R.H. (1985) Ber. Bunsenges. Phys. Chem. 89, 517-525.
. Buscall, R., Goodwin, J.W., Hawkins, M.W. and Ottewill, R.H. (1982) J. Chem. Soc. Faraday Trans. I,

78, 2873-2887.

. Markovic, I, Ottewill, R.H., Underwood, S.M., Tadros, Th. F. (1986) Langmuir, 2, 625-630.
. Pusey, P.N. and van Megen, W. (1986) Nature, 320, 340-342.
. Ottewill, R.H. and Williams, N. St. J. (1987) Nature, 325, 232-234.

Ottewill, R.H. (1977) J. Coll. Int. Sci., 58, 357-373.

. Hachisu, S., Kobayashi, Y. and Kose, A. (1973), J. Coll. Int. Sci. 42, 342-348.

Hiltner, P.A. and Krieger, LM. (1969) J. Phys. Chem., 73, 2386-2389.

. Goodwin, J.W., Ottewill, R.H. and Parentich, A. (1980).J. Phys. Chem., 84, 1580-1586.
. van Blaaderen, A. (1992). Doctoral thesis, de Rijksuniversiteit Utrecht.

. Ashdown, S., (1990) Ph.D. thesis, University of Bristol.

. Bartlett, P., Ottewill, R.H. and Pusey, P.N. (1992) Phys. Rev. Letters, 68, 3801-3804.

. Eldridge, M.D., Madden, P.A. and Frankel, D. (1993) Nature, 365, 35-37.

Frankel, D. (1993) Physics World, Feb. 24.

. Megen, W., Underwood, S.M,, Ottewill, R.H., Williams, N.St.J. and Pusey, P.N. (1987) Faraday

Discuss. Chem. Soc., 83, 47-57.

. Ottewill, R.H. (1990) Faraday Discuss. Chem. Soc., 90, 1-15.
. Ottewill, R.H., Hanley, H.J.M., Rennie, A.R. and Straty, G.C. (1995) Langmuir, 11, 3757-3765.
. Ottewill, R.H. and Rennie, A.R. (1996) Prog. Colloid Polym. Sci., 100, 60-63.

Ottewill, R.H., Cole, S.J. and Waters, J.A. (1955) Macromol. Symp. 92, 97-107.

. Dingenouts, N., Kim, Y.S. and Ballauff, M. (1994) Colloid Polym. Sci., 272, 1380-1387.
. Dingenouts, N., Pulina, T. and Ballauff, M. (1994) Macromolecules, 27, 6133-6136.

Dingenouts, N. and Ballauff, M. (1993) Acta Polymer., 44, 178-183.



OPTICAL SPECTROSCOPY ON POLYMERIC DISPERSIONS
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1. Introduction

Optical spectroscopy covers the “middle” range of the electromagnetic spectrum from
the ultraviolet (UV, A >> 10 nm) to the infrared (IR, A < 1 mm). Experimental
equipment for optical spectroscopy in this wavelength range is built with typical
optical elements like mirrors, lenses, gratings, optical filters etc. The incident energy is
delivered by “light” sources. The long-wavelength end of the electromagnetic spectrum
(i.e. A in the mm range) requires a completely different experimental techniques (e.g.
hollow conductors for microwave spectrometry) as the short-wavelength end does (A
<< 100 nm) with special X-ray and y-ray equipment.

Electronic absorptions determine the spectral features observable in the UV/VIS
wavelength range. Molecular vibrations, rotations and combined rotation-vibration
transitions of molecules can be detected in the near (NIR) to the far (FIR) infrared
wavelength range. Spectra can either be recorded in absorption (UV, VIS, NIR, IR,
FIR) or emission (IR, Raman, fluorescence).

Infrared and Raman spectroscopy are the most important methods of vibrational
spectroscopy to analyze polymers. It should be noted, that the interaction probabilities
of light with the molecule for the two techniques are quite different. Infrared
absorption is favored when a molecule has a permanent dipole which is modulated by
the vibration. Raman scattering (emission) occurs when the molecule is polarizable,
with the polarizability modulated by the vibration. Thus, both methods provide us with
complementary information about the molecule.

The main focus of the present paper is on the application of Raman spectroscopy
on polymeric dispersions. Raman spectroscopy is one of the fastest growing areas in
analytical chemistry today. The multiplex and throughput advantages of Fourier-
transform spectrometers in combination with NIR excitation drove the rediscovery of
this technique for polymer analysis. The detection limit has been greatly improved.
CCD (Charged-Coupled Device) based instruments pave new ways for reaction
monitoring especially in aqueous systems. The application of fiber optics allows remote
sensing. Thus Raman spectroscopy has the greatest potential for application on colloids
in the future.

Several other spectroscopic techniques with relevance for colloids will be discussed
briefly.
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2. Raman Spectroscopy
2.1. GENERAL

The basic condition for a molecular vibration (or rotation) to be Raman active requires
that the polarizability o, of the molecule (or that of its vibrating parts) at equilibrium
distance (q = 0) changes during the vibration:

aa”
—— #0 ¢))

3‘1 q:O

where q is the normal coordinate of the vibration. Thus Raman spectroscopy is
sensitive to non-polar molecular vibrations. Hence, double or triple bonds in
monomeric or polymeric molecules are very strong Raman scatteres. Vinyl or diene
monomers can easily be identified, and their concentrations determined because of
their double bonds. Therefore, Raman spectroscopy is an ideal tool for monitoring the
disappearance of monomers during the course of polymerization (conversion) or for
detecting residual monomers in the final products (VOC’s).

The Raman line intensity is directly proportional to the number of oscillators in
the scattering volume, and the intensity of the illuminating radiation. Therefore, line
intensities changes primarily reflect concentration changes within the sample.
However, the actual number of scatteres is usually unknown, and the scattering volume
may change during the reaction. In addition, there are light intensity losses at optical
interfaces, losses due to absorption or diffiaction, and relative differences caused by
detector/spectrograph characteristics. Hence, Raman line intensities are relative
intensities, requiring a calibration standard for quantitative interpretation. The change
in optical system properties during the course of the reaction requires the use of an
internal standard rather than an external one. However, the addition of substances as
internal standards may influence reaction kinetics, partition of components, stability of
the system, or the properties of the end product. Therefore, the internal calibration
standard should be an inherent ingredient of the reacting system itself.

The Raman effect is an extremely weak, inelastic scattering process. For excitation
frequencies sufficiently away from electronic absorptions, the Raman scattering
intensity is in the order of 10 -10 of the exciting beam intensity. However, in Raman
spectroscopy there is always a competitive mechanism for light emission present,
sample fluorescence. The quantum yield of fluorescence, i.e. the ratio of emitted to
absorbed energy quanta, is several orders of magnitude higher than the Raman
scattering efficiency. Hence, in samples with small amounts of impurities, additives, or
degradation products, the sample fluorescence may completely obscure the Raman
spectrum. The most convenient way to avoid fluorescence interference is excitation at
longer wavelengths. However, there is a price to pay for this benefit. The scattering
process has an inverse dependence to the wavelength raised to the forth power.
Therefore, as the wavelength is lengthened, the scattering intensity decreases severely.
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Water, with a strong dipole that is very sensitive to interatomic distance, has an
intense infrared absorption and a very weak Raman response. Thus water obscures
infrared spectra, whereas Raman scattering is more or less oblivious to the presence of
water. Hence, Raman spectroscopy can be applied to aqueous solutions and
dispersions.

Raman spectroscopy does not require extensive sample preparation. Raman spectra
can be taken from almost all samples even when they are colored or black. Optically
transparent containers can be used as sample holders. With a confocal optical
arrangement, it is even possible to obtain spectra from samples through colored or
opaque bottle walls.

In the literature, a variety of linear and non-linear Raman techniques has been
described. Here, we focus on conventional non-resonant Raman spectroscopy. Some
applications of Surface Enhanced Raman Spectroscopy (SERS) and Stimulated Raman
Spectroscopy (SRS) will be discussed in a later subsection (2.4.). The reader should be
referred to excellent textbooks for theory, instrumentation, special techniques and
application of infrared and Raman spectroscopy [1 - 3].

2.2. INSTRUMENTATION

In Raman spectroscopy, the interaction of the incident light with the vibrating
molecule leads to a frequency shift of the scattered light with respect to the incident
frequency. Thus, a Raman spectrum can be obtained by measuring the intensity of the
scattered photons as a function of this frequency difference. Hence, the breadth of a
Raman spectrum on the wavelength scale depends on the excitation wavelength.

In Figure 1, the wavelength ranges of Raman spectra are shown as bars relative to
the excitation at 514 nm (Argon), 632 nm (HeNe), 752 nm (Krypton), and 1064 nm
(Nd:YAG). The Rayleigh line of these spectra (0 cm” Raman shift) is at the left hand
end of each bar, and the 3600 cm” wavenumber of the Stokes Raman shift is on the
longer wavelength end. It should be noted that all spectra have the same length on the
wavenumber scale (0 - 3600 cm™). For comparison, the bar indicating the IR spectrum
covers only the wavenumber range from 3600 cm™ (2.778 pm) to 2500 cm™ (4 pm).

Wavelength ()
0 1 2 3 4
Argon | -
g er -
b Kypon |- —
§ NAYAG - —
IR Spectrum |- —

Figure 1. Vibrational spectra on the wavelength scale (see text)
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Early Raman spectrometers were of the scanning dispersive type equipped with
double or triple grating monochromators and operating in the visible wavelength
range. The well-known A dependence of the Raman (as well as the Rayleigh)
scattering cross-section favors this shorter wavelength excitation. However, most real
life samples show very strong fluorescence with visible-light excitation. Hence, Raman
spectroscopy on polymers was limited to a small number of applications in the early
days.

The development and application of Raman spectroscopy experienced some sort of
a renaissance after Hirschfeld’s and Chase’s recommendation to use Nd:YAG laser
radiation at 1064 nm for the excitation of Raman spectra, interferometers to record
interferograms, and fast Fourier transformation to convert them into spectra [4].
Advantages and disadvantages of FT-Raman spectroscopy have been discussed in
several textbooks and papers [1 - 8]. FT Raman instruments are quite sensitive, easy to
use, and relatively compact.

With NIR excitation, sample fluorescence is very much reduced. Since absorption
processes are minimized in the near infrared, thermal degradation of the samples and
background emission are also lessend but may still be the cause of problems. Aqueous
solutions or dispersions can show effects of sample heating since the O-H stretch
overtones of water (Figure 2) can absorb some of the incident light intensity.

100

Water

40
Transmitfance

5000 7000 8000 9000 10000 11000

Wavenumber (cm-1)

Figure 2. NIR transmittance of water

The reduction of scattered light intensity in NIR Raman spectroscopy with respect to
the visible region is over-compensated by the higher optical throughput of FT
instruments compared to conventional dispersive instruments.

A unique feature of FT Raman instruments is the distributed noise. The detector
views both signal and noise components simultaneously. The Fourier transformation
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process distributes the noise component over the entire spectrum. Even light intensity
that shows up at a certain wavenumber can in fact originate at a different frequency,
and the Fourier transformation shifts it.

FT-Raman spectroscopy has also been carried out with Ti:Sapphire excitation at
780 nm [9] and Ar" excitation at 488 nm [46]. The main advantage of excitation at
shorter wavelength is in the field of water-based samples due to the avoidance of self-
absorption of the Raman spectrum. However, the sensitivity of CCD based dispersive
instruments is superior to FT Raman in the shorter wavelength range.

Over the last several years, CCD array detectors have contributed to major
advances in Raman spectroscopy [8, 10]. Current CCD’s have a very high quantum
efficiency, fast response and a spectral range from 350 to about 1000 nm. The two-
dimensional nature of the CCD can be exploited for multichannel detection. Array
detectors suffer from either limited resolution or limited band width. However, the two-
dimensionality of the CCD in combination with cross-dispersion using echelle systems
or holographic transmission split gratings enables one to detect complete spectra with
high resolution [8].

The insensitivity of a CCD for wavelengths > 1000 nm leads to limitations for the
wavelength of the incident light. The excitation with a CCD based instrument has to be
done at wavelengths well below 800 nm in order to obtain the entire Raman spectrum
up to 3600 cm’ (see Figure 1).

Important developments to improve the performance of dispersive instruments
include i) holographic notch filters to remove the Rayleigh line and/or Raman signals
from other optical parts (e.g. glass fibers), and ii) holographic transmission gratings to
increase the optical throughput [8]. These monochromators are suitable for industrial
applications because no moving parts guarantee greater reliability.

The application of telecommunication fiber optic cables enables remote sampling
and requires no aligning from one sample to another. Fiber optics connect the remotely
located instrument with the reactor for on-line reaction monitoring [11].

Near infrared diode lasers are small enough to allow the Raman instrument to be
compact, and they have low power requirements, making the spectrometer portable.
They are relatively inexpensive and have a potentially longer operating lifetime
compared to near infrared gas lasers [8, 10, 12]. Early problems with mode hopping
are now eliminated [12 - 14].

2.3. APPLICATIONS

There have been only a few literature papers, through the beginning of the nineties,
dealing with Raman reaction monitoring. The validity of this method has been
demonstrated for the suspension polymerization of styrene [15] and vinyl chloride [16],
the thermal polymerization of styrene [17 - 20] and methyl methacrylate [20], the
solution polymerization of methyl methacrylate [21], the fy-initiated diacetylene
polymerization [22], and the microemulsion polymerization of styrene and methyl
methacrylate [23]. In these publications, the decreasing intensity of the v(C=C)
monomer Raman lines during the course of the reaction was monitored as an indicator
for the extent of monomer conversion to polymer. The positions of the double bond
stretching vibration in the Raman spectra of several monomers are listed in Table 1.
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TABLE 1: Double bond Raman lines

monomer v(C=C) Raman line
vinyl chloride 1607 cm™
acrylonitrile 1610 cm™
styrene 1631 cm™
methyl acrylate 1635 cm™
2 ethyl hexyl acrylate 1637 cm™
butadiene 1639 cm™
methyl methacrylate 1641 cm™
vinyl acetate 1648 cm™

In Figure 3, Raman spectra of styrene monomer and polystyrene Latex are shown. It is
obvious, that the vinyl C=C double bond of the monomer at 1631 cm™ disappears
during the course of emulsion polymerization. Additionally, there are other spectral
changes over the entire spectrum that can be exploited to monitor the reaction.
However, this requires more elaborate chemometric analysis techniques.

1 Polystyrene Latex
0
Vinyl C=C
- Styrene Monomer
221
T T T T T
1800 1600 1400 1200 1000 800

‘Wavenumber (cm-1)

Figure 3. Raman spectra of styrene monomer and polystyrene latex

Residual monomer levels in latexes [24] and solid polymers [25] as well as the
monomer partition between polymer and aqueous phase [26] have been detected by
means of Raman spectroscopy. The feasibility of poly butadiene rubber conformation
studies (i.e. the vinyl - cis - trans microstructure of residual double bonds) has also
been demonstrated [27 - 29].

Recently, there has been a growing interest in the application of fiber-optic based
Raman spectroscopy to monitor the kinetics of emulsion polymerization [11, 30 - 32].
Trends and future directions for on-line monitoring by means of Raman spectroscopy,
and for other industrial Raman applications have been discussed in detail elsewhere
[31 - 38].
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The direct monitoring of methyl methacrylate emulsion polymerization by fiber-
optic Raman spectroscopy using water as an internal standard has been described by
Wang et al. [32]. This method of internal calibration worked very well with excitation
in the visible at 514 nm (Ar-ion laser). However, with excitation in the NIR water does
no longer serve as a simple internal standard. During the course of the reaction, the
growing number of growing particles change the scattering volume where the light is
collected from, as well as alter the light path through the disperse system of the
exciting and the emitted light due to multiple scattering. With excitation at 1064 nm,
the Raman spectrum of an aqueous sample partially overlaps with the near infrared
absorption of water (compare Figures 1 and 2). The change of the light path in
combination with the sample’s self-absorption influences the spectra in a specific, non-
linear manner [39]. This effect is illustrated in Figure 4.

4
Substraction Resutt b
2
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a
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3500 3000 2500 2000 1500 1000 500
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Figure 4. Raman spectrum of pure water (a) and difference spectrum
of two latexes with different solids content (b, see text)

The water Raman spectrum (a) was obtained using a FT-Raman spectrometer with
excitation at 1064 nm. Two band complexes of water show up in this spectral region: i)
the rather weak and broad bending mode around 1640 cm’, and ii) several O-H
stretching vibrations between 3000 and 3800 cm’. Spectrum (b) is a substraction
result: As a first step, the Raman spectrum of a 34% total solids rubber latex was
taken. Then, the latex was diluted to about 5% total solids, and another Raman
spectrum was taken. The spectra were substracted from each other in such a manner
that the spectral features of the rubber were gone. The resulting difference spectrum is
the contribution of the water to the total Raman spectrum of the latex. Obviously, it
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looks completely different compared to spectrum (a). This effect complicates the
quantitative analysis of Raman spectra obtained with NIR excitation.

Even in a clear solution, NIR water absorption alters spectra of dissolved
substances considerably. The spectra shown in Figure 5 were obtained with NIR 1064
nm excitation. The relative band intensities in the range below about 2000 cm™ do not
change when acrylonitrile is dissolved in water. However, water NIR absorption
becomes dominant for wavenumbers above about 2000 cm™ at this excitation. Thus,
the intensities of the acrylonitrile C=N stretching band at 2237 cm” and the C-H
stretching bands around 3000 cm™ are reduced with respect to e.g. the double bond
stertching vibration at 1610 cm™. This self-absorption effect has been addressed by
several authors [39 - 42].

200

Acrylonitrile (neat)
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Wavenumber (cm-1)

Figure 5. Raman spectra of pure acrylonitrile and an aqueous
solution of acrylonitrile

A result of this effect is, that relative band intensities in Raman spectra may depend on
sample path length and sample position relative to the focal point of the collection
optics. This is illustrated in Figure 6. Due to the optical design of the FT-Raman
instrument, a maximum of the Raman signal can be reached by moving the sample
along the optical axis of the excitation laser. In order to observe the effect of water
absorption, acrylonitrile-water solutions were placed in a tube and examined as a
function of location along the laser optical axis. In Figure 6, the integrated peak
intensities of several acrylonitrile stretching vibrations in dependence on sample
position are shown. As can be seen on this plot, the nitrile peak at 2237 cm™, with the
strongest water absorption, reaches its maximum first, followed by the C-H (3036 cm™,
weaker absorption), and lastly the C=C at 1610 cm”, which is almost free of water
absorption.
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Figure 6. Integrated peak intensities as a function of sample location
for acrylonitrile water solution

In disperse systems, the partition of various components (e.g. partially water-soluble
monomers) between aqueous phase and water has to be considered in order to quantify
the Raman spectra of the mixture. Intensity corrections must be made for contributions
to the Raman peaks arising from components dissolved in media having different
refractive indexes (particle and water). According to the analysis of Sidorov [43], the
corresponding internal field effect on the intensity of the Raman lines can be taken into
account by means of a Mirone type correction [44, 45]. The correction factor, B,
which describes the ratio of the scattering coefficients of a solute in the solution and in
the pure liquid, is defined as follows:

Bo="2| —— @

where n, and n are the refractive index of the pure component (monomer) and the
mixture (monomer - water or monomer - particle), respectively. The refractive index n
of the monomer containing subsystems of the latex (water and particle) can either be
measured independently or calculated according to the Lorenz-Lorentz equation
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where ¢° is the weight fraction of the polymer in the swollen particles, V,, and V,, are
the molar volume of the monomer and the polymer, respectively, and n, is the
refractive index of the polymer. The mixture rule relates the molar volumes and weight
fractions as follows

V=¢Z'Vm+¢§'Vp )

Similar equations hold for the water-monomer subsystem. This concept has been
successfully applied to determine the partition of acrylonitrile in rubber latex by means
of Raman spectroscopy [26].

An interesting application of Raman spectroscopy has been published by Vorsina
et al. [47]. The authors used Raman spectroscopy to examine the reaction stages and
specific features of structural changes in the persulphate ion during the thermal
decomposition of ammonium persulphate. Berger et al. [48] describe the measurement
of aqueous dissolved gases using NIR Raman spectroscopy. The structure of water in
polymer systems revealed by Raman spectroscopy has been reviewed by Meada and
Kitano [49]. The sorption of water by polymers [50] as well as phase transitions in
aqueous surfactant systems [51] have been studied using Raman spectroscopy. A
Raman study investigating the origin of a number of weak features in the spectra of
organic compounds in the wavenumber range 2800 - 2630 cm™ has been reported by
Lawson et al. [52]. The bands have been found to be characteristic for certain CH;-C
structural moieties which provides new information on the extent of methyl branching
in organic substances. Davie et al. [53] describe the application of FT-Raman
spectroscopy to analyze pigmented acrylic latex films. A new windowless cell for FT-
Raman spectra of liquids and aqueous solutions has been developed by Brooker and
coworkers [54].

2.4. OTHER RAMAN TECHNIQUES

Classical Raman spectroscopy as discussed above has some limitations because of the
poor efficiency of the Raman effect, the overlap with high quantum yield sample
fluorescence, or the inability to detect some “silent” vibrational modes. In the
literature, several Raman techniques have been developed to overcome these problems.
In a conventional Raman experiment, the laser wavelength is chosen to avoid light
absorption by the sample. In contrast, resonance Raman scattering is based on the
concept that the excitation is close to an electronic (or even a vibrational) transition of
the molecule. As a result, Raman scattering cross section increases dramatically by
four or six orders of magnitude, and thus increasing the sensitivity of the measurement.
One of the most useful advantages of resonance Raman spectroscopy is its abilility to
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obtain spectra at extremely low concentrations. So far, most of the applications
described in the literature are in biological or biochemical systems. In polymer science,
resonance Raman spectroscopy has been shown to be useful to study conjugated
macromolecules.

The study of Raman spectra of adsorbed molecules on surfaces is one of the most
promising areas in Raman spectroscopy. Molecules adsorbed on metal surfaces show a
giant enhancement of the scattering efficiency by up to seven orders of magnitude.
This Surface Enhanced Raman Scattering (SERS) has been shown to be ultrasensitive
for detecting numerous compounds which adsorb to silver surfaces.

SERS delivers vibrational spectra of adsorbed molecules. Thus SERS has the
potential of dual selectivity arising from both adsorption and detection. Originally,
SERS experiments have been carried out with either bare metal surfaces or metal
colloids mixed in solution with the sample. Recent developments have shown that
covering the substrates with extremely thin modification layers enables one to
construct chemical sensors [54 - 58]. The determination of the pH in aqueous samples
with surface enhanced Raman fiber optic probes has been reported by Mullen [59].

A non-linear Raman technique, Stimulated Raman Scattering (SRS), has been
applied to monitor the bulk polymerization of styrene and methyl methacrylate [60]. In
contrast to spontaneous Raman scattering, most compounds show only a few Stokes
lines in the SRS spectrum. As a result, spectral interference of SRS-active compounds
in a reaction mixture is reduced to a minimum. The structure of water within the
Gouy-Chapman diffuse electric double layer of water acrosols has been studied by
morphology-dependent SRS [61].

3. UV - VIS - NIR - IR Spectroscopy

UV-VIS spectroscopy is well established in quantitative analytical chemistry because of
its high sensitivity. In latex systems, light scattering by polymer particles accounts for
much of the attenuation of the incident light. Thus particle sizing by UV-VIS methods
is common practice in colloid laboratories. Theory and applications have been
described in detail elsewhere (see e.g. [62, 63]).

Gossen et al. [64] describe the application of UV and NIR spectroscopy in
combination with multivariate calibration of the optical spectra to determine both
composition and particle diameter for a series of styrene/methyl methacrylate
copolymer latexes. By UV spectroscopy of the highly diluted latexes, they have been
able to determine the weight fractions of styrene and polystyrene in the latex as well as
the mean particle diameter of samples with narrow particle size distributions. Water
and methyl methacrylate compositions were not well predicted by the UV spectra. The
NIR spectra were taken with a transflectance fiber-optic probe. Up to about 30% total
solids, the multivariate calibration models of the NIR spectra yielded very good
predictions of mean particle diameters and of the concentrations of all components.

Near-infrared spectroscopy (NIR) has become a rapid and powerful method, and is
now used in many industrial applications. Absorptions in the NIR are overtones and
combinations of the fundamental mid-IR vibration bands. Vibrational intensities in the
NIR are considerably lower than those of corresponding infrared bands. Hence, optical
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layers in the order of millimeters may be transmitted. Both transmission/ transflectance
and diffuse reflectance NIR spectroscopy enables one to monitor directly chemical
reactions [3, 65, 66]. The most prominent NIR bands in polymeric material are those
related to O-H, C-H, or N-H groups. Thus the detection of water has been one of the
oldest applications of NIR spectroscopy (see Fig. 2). On the other hand, water
interference may complicate NIR spectroscopy of aqueous samples [67]. A typical
problem with NIR measurements is the need for instrument calibration because the
instrumental response may change after a certain period of time [68].

Infrared (IR) spectroscopy has a long tradition of use in polymer science. For
aqueous polymer colloids, there are some limitations owing to the strong absorption
bands of water in the mid-IR. Attenuated Total Reflection (ATR) techniques help to
overcome difficulties with high absorption samples. ATR probes have also been used to
monitor chemical reactions (see e.g. [69, 70]. Various applications of Fourier
Transform-IR spectroscopy in colloid and interface science have been reported in the
literature [71].

4. Fluorescence Spectroscopy

Fluorescence techniques have been demonstrated to be useful for in-situ monitoring of
cure and polymerization [72 - 76]. Pyrenyl fluorescent probes have been used to
observe the formation and growth of polymer particles during the emulsion
polymerization of styrene [75]. Lacik et al. [76] reported steady-state fluorescence
measurements to study the inverse microemulsion polymerization of acrylamide.

The characterization of polymer colloids by fluorescence quenching techniques has
been described by Winnik et al. [77]. The authors have been able to draw conclusions
about the internal particle structure, transport phenomena across boundaries, the
conformation of stabilizers, and particle flocculation in latexes.

A traditional field for the application of various fluorescence techniques are the
micellization behavior as well as clouding phenomena of surfactants in solution [78 -
83]. Fluorescence measurements have been shown to be useful to study various aspects
of latex coalescence and film formation [84 - 88].

5. Data Analysis

Quantitative spectroscopy usually requires calibration functions which reflect the
relation between the measured quantity and the concentration of the components. For
multicomponent analysis, a multitude of mathematical procedures has been developed.
Multivariate techniques (chemometrics) are now widely applied to design measurement
procedures and provide maximum chemical information by analyzing spectral data.
Additionally, a basic condition for high-quality quantitative spectroscopy is the
(frequency) calibration of the instruments.

Instrument calibration and quantitative data analysis are beyond the scope of this
paper. The reader should be referred to textbooks (e.g. [3, 89]) and journals [90].
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MONITORING POLYMERIZATION REACTORS
BY ULTRASOUND SENSORS
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CH-8092 Ziirich, Switzerland

1. Introduction

The propagation of small pressure pulses or sound waves in a fluid is a source of
informations for single and multiphase dipersed systems. A sensing instrument based on
the measurement of the ultrasound speed (frequencies between 20 kHz and 100 MHz)
represents a cheap, rapid, low energy and non-invasive apparatus, able to monitor on-line
the evolution of some physical properties in both single and two-phase dispersed
systems.

In this chapter, after a brief summary of the main aspects characterizing the
ultrasound propagation velocity (upv) in a single fluid phase, the case of dispersed
systems is examined. Then, applications to polymerizing mixtures and, in particular, to
the emulsion process, are discussed; details concerning sensor calibration and its use in
conversion monitoring of homo- and copolymeric systems are presented.

2. Ultrasound Speed in Single Phase Fluid Systems

In general, the upv in a single phase is related to some properties of the medium through

the following equation:

sz_l_z_i(a_v) M
B PV s

where c indicates the upv, p the density and B the so-called adiabatic compressibility; it

is defined as in the right hand side of the previous equation and is related to the volume

variation imposed by the forcing pressure wave to the fluid phase.

When an ideal gas phase is considered, the compressibility reduces to 1/yP , where 7,
the ratio between the constant pressure and constant volume heat capacities, is a function
of temperature only. In the case of real gases, if molecular weight, specific heats and an
equation of state are known, the upv can be calculated a priori. Thus, the upv in gas

phase is essentially function of pressure and temperature, being substantially independent
of the frequency of the ultrasound wave at least in the typical accessible range of values.

1permancm address: Dip. Ingegneria Chimica e Matematica, Universita di Cagliari, Piazza d’ Armi, 09123
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In the case of liquids, the situation is practically the same as that of the real gases but
with sound speed values independent of both pressure and frequency. Through eq (1), the
measured values of upv allow us to estimate one between density and compressibility,
being the other known. A typical application to pure components is the measurement of
the B dependence upon the temperature, being the same dependence for the density
available.

In the case of mixtures, the relationships between density and compressibility and
composition are required. Then, the same methodologies usually applied to the
evaluation of the volumetric behavior of fluid mixtures, may be used. Namely, an
equation of state for the mixture or some mixing rule, properly accounting for the
interactions among the various components in the mixture, is an essential prerequisite to
any data reconciliation. As an example, if an empirical mixing rule for the mixture
quantities and the corresponding pure component values is available, the measured upv
values may be used to estimate the mixture composition. This is a common application
in the food industry, where a concentration sensor based on ultrasonic measurements is
particularly attractive because of its non-invasive nature.

3. Ultrasound Speed in Two-Phase Fluid Systems
3.1. GENERAL ASPECTS

When two-phase systems are examined, the wave speed is known to be dependent on the
properties of the two constituents as well as their relative amounts. Moreover, in the
case of dispersed systems such as suspensions, slurries and emulsions, informations
concerning the size of the dispersed phase may be extracted and this aspect is very
attractive from the applicative viewpoint. Examples of applications in both situations
are the morphological characterization of polymeric blends [1], the probing of marine
sediments [2], and the monitoring of sedimentation of colloidal dispersions [3].

In this case, an essential aspect is the "degree" of dispersion of one phase in the other,
ranging from the completely segregated case to a truly dispersed situation, according to a
dimensionless quantity, called acoustic wavenumber, which is defined as kdp = ndplk ,

being A the sonic wavelength and d __ the particle diameter.

p
For large wavenumber values (2 10'2), the dispersed system behaves as two

segregated phases and the corresponding upv is evaluated by a suitable average of the two
values corresponding to the two separated phases. This means that, from the viewpoint
of sound propagation, the system behaves as a "series" of two different sound paths. The
same relationships discussed in the previous section apply to each phase, being the
resulting upv value given by [4]:

-1
o= (91_ + I;‘PLJ @)

¢ )
where @, indicates the volume fraction of phase 1 and c, and c, the upv values
corresponding to phase 1 and 2, respectively. Obviously, no information about the
particle size can be obtained in this case.
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For low values of the acoustic wavenumber, the dispersed nature of the system has to
be accounted for and different theoretical formulations are available to evaluate the
ultrasonic propagation in such systems (cf. [5]).

The first proposed approach is phenomenological [6]. It is based on an extension of
the relationship valid for a single phase, eq (1), to suspensions by the introduction of
some "effective” values of both density and compressibility, i.e.:

C2 =;— 3
Peff Beff &)

If the index 1 indicates the suspending phase and 2 the suspended one, the simplest rules
for evaluating these effective properties are the following volumetric averages:

Pett = P1P1 + P29, @
Betr=B19; +B29; )

Note that these equations represent the so-called volume additivity rule when calculating
the average density of a two-phase liquid system and the only averaging rule in common
use when calculating the average compressibility. By more comprehensive treatments,
such as those briefly discussed below, the previous equations have been found accurate
when dispersions of very fine particles with viscosity at least one order of
magnitude larger than that of the dispersing medium are considered

(kdp =107 + 10’4[7]) eventhough a systematic analysis of their applicability limits

is still lacking.

More fundamental approaches are available in the literature for evaluating the
propagation of pressure waves through emulsions and suspensions, with particular
emphasis on the case of particles with viscosity larger than that of the suspending
medium (solid or polymeric particles). They may be classified into two classes [S]:
coupled-phase models and multiple scattering treatments.

In the first case, the conservation equations of mass, momentum and energy, to be
combined with a stress-strain relation and equations of state, are written for each separate
phase. Some "coupling” terms are then included, i.e. the equation for the drag on one
phase by the other. Examples are the treatments by Ahuja [8] [9]. In the second case, the
ultrasonic scattering theory was initially applied to single, isolated particles [10] [11]
and more recently extended to the case of interacting particles through the multiple
scattering theory [12].

The results of the two approaches in terms of upv and attenuation (loss of energy
experienced by the travelling pressure wave due to the conversion of organized,
systematic motions of the particles into uncoordinated, random motions of thermal
agitation) have been occasionally compared, but no systematic test has been reported.
Notably, in the work by Harker and Temple [5] some requirements to be fulfilled so as
to guarantee that the simple Urick's formula (egs (3)-(5)) may be safely used are reported
(the suspended material must have acoustic impedance close to that of the suspending
phase, being this quantity given by the product pc, density times the ultrasound velocity
characterizing the material). Moreover, in the case of solid particles, parametric
calculations of upv for different systems, particle sizes and ultrasound frequencies are
reported, as obtained through the detailed model. One among the graphs in the paper
mentioned above is reproduced in Figure 1: solid particles (Fe;O,) in water are considered
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and the upv calculated for three values of the particle radius (1, 10, 100 pm), ultrasound
frequency ranging from 10 kHz to 10 MHz and different volume fractions of the
suspended material are shown (the previoulsy defined acoustical wavenumber is reported
on the horizontal axis, using the symbol kpa, instead of kdp /2). By inspection of

the calculated curves, it may be concluded that both particle size and volume fraction
play a role in determining the actual upv value. However, by tuning the ultrasound
frequency, operating conditions where the first dependence becomes negligible may be
identified, being the upv affected by the solid content only (the case of the smallest
particles in the figure).
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Figure 1. Ultrasound speed as a function of frequency, particle size and volume fraction of the dispersed
phase (Fe,O, in water; after Harker and Temple [5]).

Thus, in conclusion, when the applicative interest is mainly focused on the
measurement of the dispersed phase content, a judicious selection of the ultrasound
frequency is required, being the upv affected by relative amounts of the two phases,
densities, compressibilities, viscosities and particle sizes.

3.2. APPLICATION TO EMULSION POLYMERIZATION

The application of an ultrasonic sensor to latex reactors for on-line monitoring of the
polymer content is now examined. First, it has to be noted that two dispersed phases
may be present in the system, the monomer droplets (about 10 pm of initial diameter,
dp ) and polymer particles (about 0.1 pm of final diameter, d ). As already noted, it is
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essential to compare these sizes with the wavelength of the ultrasound wave, i.e. to
evaluate the corresponding wavenumbers. With reference to a frequency of 1 MHz, the

following values can be estimated: kdp =5 102 and kd, =3 10*. These results

indicate that the two dispersed phases scale very differently with respect to the selected
wavelength and, according to the discussion in section 3.1, the original three-phase
system may be "lumped" in a system constituted of two segregated phases: the oil
droplet phase, D, and a pseudo-phase water with polymer particles, WP. The second one
is a true two-phase dispersion of polymer particles in water, as sketched in Figure 2.
From a different viewpoint, the same schematization is naturally obtained when the
numbers of particles of the two dispersed phases contained in a generic elemental volume
of the emulsion with cubical shape and size equal to one tenth of the wavelength A are
estimated. While no more than a few tens of monomer droplets are obtained, the number
of polymer particles is of the order of tens of millions. Then, the upv in the system
may be evaluated through eq (2), i.e. through a formula which applies to the case of
completely segregated phases.

Figure 2. Schematic representation of the emulsion. (a) the real three-phase system and (b) the equivalent
two-phase one. D = oil droplets, P = polymer particles, W = aqueous phase, WP = pseudo-phase of particles
dispersed in water.

About the pseudo-phase WP, it is a dispersion of very fine polymer particles in water
and one among the models discussed in the last previous section can be applied. In
particular, due to the relevant viscosity difference between the dispersed and the
continuous phase (polymer particles and water, respectively), the model proposed by
Ahuja has been selected in the class of the coupled-phase models. Thus, under the
assumption of small particles with viscosity at least one order of magnitude larger than
that of the suspending fluid, the following explicit and relatively compact expression is
obtained for the sound speed in phase WP (as in Figure 2, indices W and P characterize
water and particle phase properties, respectively):

2 1-¢@Lcose
; [1‘ o(1-B, /ﬁw)][1+ @L(t cos € +ssine)|

2 _
Cwp =

©
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being the parameter § defined as (21]w / pwm)o'5 , with @ the angular frequency of the
sonic wave (=2nf)and ¢ the fractional volume of particles in the WP pseudo-phase.
Note that the particle compressibility, Bp , is evaluated through eq (5) as adapted to a
monomer-polymer homogeneous mixture, i.e. Bp =Bpdn +Bpo (1-6¢y,), where ¢, is

the volume fraction of monomer in particle and the compressibilities of

m ’B pol
monomer and polymer, respectively. Being the polymer particle viscosity much larger
than ten times the water viscosity, the dimensionless quantity L approaches zero, with
the ratio dp /& always less than one [13]. Therefore, the previous equations may be

further reduced and the oversimplified, phenomenological Urick's equation (eqs (3)-(5)) is
obtained. Thus, for the particular application under examination here and the selected
frequency value, the ultrasonic technique results to be ideally suited to monitor the solid
content, i.e. the conversion, wathever is the polymer particle size.

Thus summarizing, the upv in a reacting latex may be evaluated through eq (2) and
eqs (3)-(5) during Intervals I and II and the last three equations alone during Interval III.
The volume fractions of all phases can be evaluated as a function of conversion
combining these equations with standard material balances for the organic (monomer
and polymer) and aqueous phases, together with suitable monomer interphase
partitioning laws (cf. [13]).

4. Illustrative Applications

The capabilities of an on-line sensor of conversion based on upv measurements during
the polymerization in latex reactors have been assessed by experimental analysis of both
homo- and copolymerization systems, in batch and semibatch operating modes. In all
cases, a commercial sensor manufactured by Nusonics has been used. A detailed
description of the sensor characteristics and of its application to a well stirred reactor
may be found elsewhere [14]. The sound speed is measured through the "pulse
travelling” technique, that is by measuring the time needed by an ultrasonic pulse to
travel between two piezoelectric transducers at a fixed distance. The sensor provides on-
line measurements (about one upv value per second) and can be directly plugged into the
reacting mixture, without any sampling circuit.
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Before examining the experimental results, few additional comments are required
concerning the sensor calibration. When the conversion has to be estimated from upv
measurements through the equations of the last previous section, the values of all
involved parameters (densities and compressibilities) have to be available. In the case of
density, literature values have been directly used for water, monomer and polymer.
About compressibility, due to the lack of literature data for the monomers and to some
scattering in the reported values for the polymers, the direct measurement by the sensor
resulted to be the most effective way to operate with satisfactory accuracy. In particular,
these measurements may be readily performed in the case of liquid monomers, while in
the case of polymers, measurements on spent latexes at decreasing water-to-polymer
ratios, W/P, are suitable to estimate the corresponding compressibility by extrapolating
the measured values at zero W/P value. Moreover, the following check of the sensor
calibration just at the beginning of each reaction is advisable. From the reaction recipe
(and in absence of polymer), a theoretical value of the sound speed is readily estimated
and compared with the actual experimental value as obtained on-line: in the case of
limited discrepancies, a minor adjustement of the water phase compressibility is made
and justified in terms of the effect of solubilized monomer.

4.1. HOMOPOLYMERIZATION

In Figure 3, the upv behavior as a function of conversion for the emulsion
polymerization of methylmethacrylate (MMA) at three different values of the monomer-
to-water ratio is reported. The experimental data are the on-line measured upv values
together with the corresponding conversion values estimated by interpolating data
obtained off-line by gravimetry. When comparing these data with the curves calculated
through the equations of the previous section, a positive indication about the instrument
capabilities as on-line sensor of conversion is obtained.

The calculated curves exhibit two slope changes, the first one between 20 and 30% of
conversion and the second one close to 60%. While the first one is expected and related
to the oil droplets disappearance, the second one has been obtained by an empirical
modification of the expression for evaluating the polymer particle compressibility. In
particular, the right hand side of eq (5) has been multiplied by the corrective term, G,
defined as:

G=1 if 0p 20,
b
2.9_¢m(i_:_$£J (10)
G= 29-0, if 0p <0

where ¢, indicates the volume fraction of monomer in the particles and b and ¢, are
two adjustable quantities. Their evaluation may be performed by fitting the model
predictions to the upv data during interval III in reacting systems or, better, by an
independent experiment of monomer addition to a spent latex, so as to simulate the same
reaction interval in a non-reacting system. Usual values of b are between 4 and 6, being
¢, always less than the saturation value and probably related to some spatial
rearrangement of the macromolecules in the particles when a critical value of the
monomer-to-polymer ratio is reached in the reaction locus.
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Figure 3. Ultrasound speed vs. conversion for the MMA homopolymerization at three different values of

the monomer-to-water ratio, M/W: run 95 = 0.072; run 94 = 0.144; run 96 = 0.288.
¢ = experimental data; curves = calculated values.

Similar results have been obtained for different monomers such as styrene, vinyl
acetate and butyl acrylate [13] [15].

4.2. COPOLYMERIZATION

When copolymerization systems are considered, a role of the composition of both the
reacting monomer mixture and the produced polymer is expected. This behavior is well
illustrated in Figure 4 where the upv curves as a function of conversion are reported for
two homopolymers (styrene and butyl acrylate) and the corresponding 50/50w%
copolymer. In this case, the copolymer curve is intermediate between those of the two
homopolymers, thus confirming the effect of the system composition.

The same equations previously used in the homopolymer case have been adopted.
However, in this case the knowledge of the corresponding composition values of both
residual monomer mixture and produced copolymer is required, so as to properly evaluate
the average values of density and compressibility of oil droplets and copolymer particles.
These values have been estimated combining the equations for evaluating the upv with a
model relating composition to conversion described elsewhere [16]. The main advantage
of this model is that the required parameter values (reactivity ratios and interphase
partitioning laws of the monomer species) are usually found in the literature, thus
allowing one to use the model in a genuinely predictive way, without introducing new
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adjustable quantities. An additional difficulty arises when the evaluation of the
compressibility of the copolymer particle at high conversion is examined, i.e. when b
and ¢ ineq (12) have to be estimated. Composition depent expressions for both these

quantities are in fact not available and the same parameter estimation procedure
previously discussed in the homopolymer case should be applied for each particular
copolymer composition, thus reducing the sensor flexibility.

The conversion evolution in various copolymeric systems has been successfully
monitored on-line through this type of sensor in batch and semibatch reactors [15] [17].
In particular, when combined with the theoretical monomer feed policies discussed
elsewhere in this book, constant composition copolymers have been obtained without
the typical problems of time irreproducibilities encountered when implementing the
same monomer feed strategy using time instead of conversion as evolutionary
coordinate.
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Figure 4. Ultrasound speed vs. conversion for the 50/50%w copolymerization of styrene and butyl acrylate
and the two corresponding homopolymerization reactions.
o = experimental data; curves = calculated values.
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ON-LINE CHARACTERIZATION METHODS

W.-D. HERGETH
Wacker-Chemie GmbH

LKE, P.O. Box 12 60

D-84480 Burghausen, Germany

1. Introduction

Increasing demands on product quality and constancy (i.e. the repeatability of product
properties within narrow specifications for certain applications) require increasing
efforts to characterize the final products as well as to control the processes for making
them. Reaction control strategies rely on both efficient monitoring methods and state
estimation and filtering techniques. The latter techniques as well as multivariable
statistics and expert systems are beyond the scope of the present paper. The main focus
is on the physical aspects of instrumentation for reaction monitoring.

In addition to product quality, the safe operation of a reactor is based on
continuously monitoring some of the fundamental parameters of the process and the
reactor itself. In a typical industrial reactor for emulsion polymerization, only a few
parameters are measured continuously or on-line. Those parameters are temperature,
pressure, agitation (stirring rate), feed rates of ingredients or withdrawing rates of
reaction products, i.e. mainly physical parameters that describe the reactor operation.
Parameters that describe the state of the (reacting) system are typically measured, if at
all, off-line or only at the end of the reaction. As a general observation, industrial on-
line applications are far away from technical opportunities.

On-line monitoring of physical and chemical properties of the reaction mixture
contributes to i) increase the efficiency of the process via control strategies, ii) reduce
labor costs by avoiding manual work, and iii) save time for analysis and reduce
emissions by avoiding the transport of samples.

An excellent overview of on-line methods for polymerization monitoring has been
published by Chien and Penlidis [1]. They pointed out that “some of today’s off-line
techniques may become tomorrow’s on-line techniques.” In the past, several off-line
methods have been converted into on-line methods by automated, robotic assisted
semi-continuous withdrawing samples out of the reactor or from a sampling loop, and
feeding them into off-line instruments. Thus, a number of typical polymer as well as
colloidal characterization methods have become available for on-line monitoring, and
more methods will become available in the future.

Other techniques have been applied for on-line monitoring by integrating them
into a sampling loop or by-pass. Reaction mixtures that are circulated in sampling
loops or by-passes are prone to demixing and/or flocculation owing to their shear
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sensitivity. Choosing the right valves and the right pumping system (peristaltic vs.
piston vs. membrane) is very important to avoid clogging of the pipes. The chemical
and swelling resistance of the pipe material to monomers has also to be taken into
consideration.

Recent tendencies of sensor development are i) miniaturization and modular
assembly of the parts, ii) the integration of the sensor with signal transmission and
analysis, iii) faster response times and increased sensitivity, and iii) remote sensing
e.g. by the application of fiber optics.

In general, on-line characterization does not only include on-line monitoring of the
monomer transformation to polymer but also monitoring of colloidal parameters (e.g.
particle sizes or charges) during the course of the reaction. Even on-line monitoring of
some specific applications of polymeric dispersions like film formation is possible. The
present paper is divided into sections that describe methods to monitor i) the fractional
conversion (i.e. the overall monomer conversion as well as the molecular chemical
composition of the reacting mixture and of the polymer formed), and ii) the colloidal
properties of the dispersion. We will discuss well-established methods as well as a
couple of recent developments with potential for future application as on-line
monitoring techniques. No attempt has been made to achieve completeness in
describing methods and reviewing the literature.

2. Fractional Conversion

The most important technique to determine monomer conversion is still off-line
gravimetry. It serves as the standard method for the calibration of other techniques
such as the on-line techniques discussed below.

2.1. DENSITOMETRY AND DILATOMETRY

The physical basis for both methods, densitometry and dilatometry, is the density
difference between monomer and polymer (Table 1). As the polymerization proceeds,
this density difference leads to an increase of the latex density, and to an overall
shrinkage of the reaction mixture volume.

Both changes can be measured continuously, and therefore, the reactor conversion
can be calculated at any time knowing the amount of ingredients initially charged into
the reactor and / or continuously fed to the reaction mixture. There are a couple of
issues to be considered by applying these techniques:

i) It has to be checked separately whether the monomer-polymer mixtures and, in
the case of water soluble monomers, the monomer-water solutions are ideal mixtures or
not (i.e. check if the volume of the mixture is the sum of the volumes of the
components).

ii) In the case of homopolymerizations, the density or volume change during a
batch reaction is directly related to the fractional conversion x(t) of a single monomer
2 -4]:
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1/ -1/ p(t)
x(t) = Pemul p )

1/ Pemul ~ 1 / Pend

where Pemul, Pend and p(t) are the density of the monomer emulsion, the polymer latex
and the reaction mixture, resp. For copolymerizations, the density (volume) of the
mixture depends on both the overall monomer conversion and the copolymer
composition. Therefore, one single integral variable (density, volume, temperature or
pressure) is insufficient to describe multi-monomeric reactions. One either has to
measure as many independent variables as reacting monomers are in the system, or
additional information is required about the chemical composition of the formed
copolymer or of the residual monomer phase (chromatography, spectroscopy).

iii) Accurate densitometric and dilatometric measurements rely substantially on
the accuracy of temperature control to be better than $0.1 K. This is, of course, also
valid for ultrasonic measurements, pressure, etc.

TABLE 1: Densities of monomers and polymers at 20°C

monomer density @ 20°C (g/cm’)
Pmonomer Ppotymer
acrylic acid 1.051 1.37
acrylonitrile 0.806 1.17
butyl acrylate 0.899 1.08
ethyl acrylate 0.924 1.12
2-ethyl hexyl acrylate 0.887 0.99
methyl acrylate 0.954 1.22
methyl methacrylate 0.944 1.19
styrene 0.906 1.05
vinyl acetate 0.932 1.18

There are several principles known to measure the density within a reactor. Probably
the most robust method is to measure the resonance frequency of a U-shaped pipe
placed in the sampling loop. This frequency is a very sensitive function of the mass of
fluid within the tube, and, hence, of its density. After calibration of the instrument with
a fluid of known density p, (period of U-tube oscillation T;), the density of the sample
p(t) can be derived from the change of the period of oscillation T(t) [2 - 4]:

2 2
(p(t) - Ps) =const.( (1) — 15) )

Clogging of the pipe and gas bubbles in the latex may cause problems with this
method. They can partially be avoided by the inverse arrangement: a tuning fork
inserted into the latex. Here again, the change of the resonance frequency of the fork is
related to the density of the surrounding fluid. However, this fork is a dual sensor. The
amplitude with which the fork is oscillating is a function of the medium’s viscosity.
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Difficulties with this method may occur because of coagulum formation at the tip of the
fork.

The modified maximum bubble pressure method developed by Schork and Ray [2 -
4] both for surface tension and density measurements encounters trouble in industrial
applications because of capillary clogging and coagulum formation. The method is
based on the pressure p in a gas bubble of radius r at the capillary tip immersed in the
latex (height h)

2.y
p=p~g-h+— 3)
r

v is the surface tension of the bubble. For density measurements, two identical
capillaries are inserted into the latex at different heights. The surface tension of the
latex can be determined by using two capillaries with different diameter inserted into
the latex at the same height.

Since pressure measurements are easy to carry out, the barometric difference of the
hydrostatic pressure Ap measured at different heights Ah within the reactor can be used
to calculate the latex density according to

Ap
p=—"" 4)
Ah-g

However, pressure meter readings are often modified by the hydrodynamics of the
stirred polymeric dispersion.

Recent papers on the application of densitometry to reaction monitoring have been
published by Morbidelli et al. [5 - 8]. The authors also combined densitometry with
ultrasound velocity measurements to develop optimal monomer feeding policies in
order to control the composition in multimonomer emulsion polymerization (see
section 2.2.).

Recently, the application of dilatometry to reaction monitoring has been discussed
in detail by Gilbert [9]. In general, dilatometry is a very useful tool for academic
research, but only of limited value for reaction monitoring in continuously stirred
industrial polymerization reactors.

2.2. ULTRASOUND

A physical method that is receiving increasing attention for on-line application is
monitoring the propagation of ultrasound in the medium. The planar elastic ultrasonic
wave (frequency f with ® = 27f) can be described by its complex pressure amplitude
p(x.t)
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p(x,t) = po - SXP iw(t - i] . exp[—a . x] )

c

with the ultrasonic velocity ¢ which is defined in liquid system as

== ©
7 pB
and o being the attenuation of the wave in the liquid
alig 2 (4 )
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where 1, and 1, are the shear and the volume viscosity of the liquid, respectively. It is
obvious, that the measurable quantities c and o are determined by the system’s density,
viscosity and adiabatic compressibility 8. Therefore, measuring e.g. the pulse travelling
time between two ultrasonic transducers, and/or the attenuation of the sound pressure
amplitude over the same distance enables one to draw conclusions about the state of the
medium that is in between the transducers. This ultrasonic technique has been already
widely applied to on-line monitor the concentration of solutions, emulsions and
suspensions in the concentration range between 0.01 % and 100 % (e.g. sugar in water,
alcohol in beer, fat in milk, etc.). It is a very easy-to-use, very fast (response time in the
millisecond range), safe and nondestructive method. Reviews on the propagation of
ultrasound in suspensions were published by Harker [10], Anson [11], and Farrow
[12].

In dispersed polymeric systems, several loss mechanisms contribute to the sound
attenuation Ot [13]:

adisp = 0+ avis t otherm T ascatt ¥ arelax ®

o is the attenuation of the dispersion medium; o,;; summarizes viscous losses within
the particles and at the interface between particles and continuous phase; Ouherm
describes thermal losses in dependence on heat conductivity and capacity; Oty is the
contribution due to sound scattering in dispersed media; O« is caused by the dynamic
relaxation of the polymeric material in dependence on frequency and temperature. All
of those contributions are complicated functions of temperature, frequency, particle
size and number. Thus, attenuation measurements are not very reliable for on-line
reaction monitoring because of i) the complex nature of oL, and ii) technical
problems measuring the attenuation at high solids and in the presence of gas bubbles in
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stirred reactors over an extended frequency range. Additionally, attenuation
measurements are less accurate than velocity measurements

For reaction monitoring, the sound propagation velocity c is the the quantity of
choice because it is easy to measure with high accuracy even at high conversion and
solid contents of the latex. Both the density and the adiabatic compressibility change
when monomer is transformed into polymer, i.e. the sound velocity is closely related to
the conversion (see Table 2).

TABLE 2: Ultrasound velocities of monomers

and polymers at 20°C
monomer sound velocity @ 20°C (m/s)
Crnonomer cpg_lmg
butyl acrylate 1233 1375
styrene 1354 2120
vinyl acetate 1150 1853
water 1483

Early work on the application of ultrasound for reaction monitoring was reported in the
1980°s by Hauptmann and Dinger [14, 15]. Very recently, Morbidelli and coworkers
published a series of papers describing sound velocity measurements during the course
of homo- and copolymerizations in combination with semi-empirical models to relate
sound velocity and conversion [16 - 18]. The quantitative analysis of the sound velocity
change during the reaction to calculate the monomer conversion will be discussed in
detail in the paper by Morbidelli. In this analysis, it has to be considered that the latex
is a dispersed system where the ratio between particle size and wavelength of the sound
wave determines whether the system has to be treated as a homogeneous or as a
particulate phase. Additionally, the non-ideal mixing rules both for the density and the
compressibility in binary, ternary, etc. mixtures (e.g. monomer-polymer, monomer-
surfactant-initiator-water) leads to a distinct non-ideal dependence of the sound
velocity on the concentration of the ingredients. However, the sound velocity can either
be i) calibrated by an independent (off-line) conversion measurement for a certain
recipe and reaction procedure, or ii) calculated on the basis of theoretical models with
a couple of assumptions, and by fitting of the unknown parameters, or iii) by a
combination of both, i.e. a simplified linearized model which includes some pre-
determined parameters of the components and of binary/ternary mixtures (velocity-
temperature-coefficients, velocity-concentration-coefficients, etc.).

In industrial emulsion copolymerization processes, the theoretical evaluation of the
sound velocity in the reacting system is more or less impossible. However, the sound
velocity can be calibrated with off-line conversion measurements in subsequent runs
under constant conditions. The most important aspect of this approach is its sensitivity
to irreproducibilities of the polymerization process.

Ultrasonic sensors based on pulse travelling time measurements (emitter-receiver
arrangement of the transducers) can either be mounted in a sampling loop or they can



273

directly be plugged into the reaction vessel. Care should be taken in the latter case,
because plugged-in transducers may cause coagulum formation at their edges.

The partition of monomers between aqueous phase and polymer particles can
casily be derived from ultrasound velocity measurements. It is even possible to
calculate sorption rates of monomers into polymer particles from the time dependence
of the sound velocity after the addition of monomer to the latex [19, 20].

The frequency of ultrasonic sensors is typically in the 1 - 10 MHz range. In
principle, the accuracy of the sound velocity measurement is poor for very low
frequencies (< 100 kHz or so), and it increases with increasing frequency. However,
the attenuation does also increase for f >> 10 MHz, i.e. the distance between the
transducers has to be shortened in order to get a signal from the emitting to the
receiving transducer. Shorter distances between the transducers reduce the accuracy of
the pulse travelling time measurement. In highly concentrated systems, it might be
difficult do circulate the reaction mixture between the transducers. Additionally, gas
bubbles can get stuck and distort the measurement.

The disturbing influence of gas bubbles can be reduced by ring sensors. The
formation of coagulum with immersion-type sensors can be avoided by sensors built-in
flat into the reactor wall. There are some recent developments to measure the acoustic
impedance Z via reflexion coefficient measurements with very high accuracy (107 to
10°). The advantage of this type is sensor is the high accuracy of density
measurements. The reflexion coefficient R is defined as

R=Z2_Zl ©)
Z1~ 22
with
Z=p-c (10)

Ultrasonic sensors can also be used to measure the viscosity with high precision and
very fast response time, and the volume flux in tubes even when they are not
completely filled. In combination with an ultrasonic density sensor, the mass transport
in a tube is measurable [21, 22]. The filling level in reactors is accessible with
ultrasonic distance sensors [23].

Sensors based on the Quartz Crystal Microbalance (QCM) principle are very
sensitive for a wide variety of chemical applications. The high precision and ease of
measuring the QCM resonance frequency has made it a useful tool for measuring slight
changes in mass on the QCM electrode surface [24]. By coating the surface with a
sensitive layer, the QCM can be used as selective gas or even under-liquid sensor. In a
recent publication, Lin and Ward [25] describe the determination of contact angles and
surface tensions with the QCM.

2.3. CALORIMETRY

Polymerizations are exothermic reactions. Hence, temperature or heat flux changes
during the course of the polymerization reflect directly the transformation of monomer
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to polymer. Calorimetry seems to be the simplest on-line technique for conversion
measurements. On-line calorimetry to monitor reactions has been used by chemical
companies for several decades (see e.g. [26 - 29]).

In a calorimeter, the rate of polymerization R, is related to the heat generated by
the reaction per unit time dQ,/dt [30]:

do. /dt
p A )
Hp ' Vr

where AH,, is the enthalpy of polymerization, and V, the volume of material in the
reactor (usually the amount of water). From this, the fractional conversion x(t) can be
obtained by

t
(I)Qrdt
x(t)=—9—— (12)
AHp Mo

where M, is the initial molar amount of monomer.

The heat flux owing to the reaction dQ/dt is the quantity of interest. In
copolymerizations, it is the sum of the heat of reaction of the components. However, it
is not the only quantity that influences the overall temperature-(or heat flux)-time
characteristic of a stirred tank reactor. The energy balance of the reactor is also
determined by heat transfer between reactor interior and jacket dQu.,s/dt, by losses
owing to heat conduction and radiation of the reactor mantle dQ,./dt, by dissipation of
mechanical energy due to stirring the viscous liquid dQg;./dt, and by the accumulated
heat flow dQ,../dt [31].

The accumulated heat accounts for temperature changes of the reactor because of
different rates of heat generation and heat flow out-of (into) the reactor. This quantity
is a major cause of uncertainty and error because it depends on the derivative of the
reactor temperature T,

d Qace _ dr,
dt dt

"Cp,tot 13)

where C, is the heat capacity of reactor plus latex, (i.e. sum of specific heat capacity
times mass for reactor and latex). dQ,.s/dt can be experimentally determined, and kept
almost constant by insulation. dQ,/dt has also to be determined by separate
experiments. The heat transfer between reactor interior and jacket depends on both
their temperatures T; and T;, respectively,
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d Qtrans —

v-a-(r;-1,) 14
at Tj~Tr (14)
The reactor area for heat exchange with the jacket A is almost constant. The heat
transfer coefficient U typically changes during the course of the reaction because it
depends on e.g. the latex viscosity and density, the heat conductivity through the
reactor-jacket interlayer, the hydrodynamics of the reactor. Therefore, precalibration of
U by separate experiments may lead to errenous results. Despite changing U, correct
heat balance calorimetry can be performed by measuring the jacket inlet and outlet
temperatures [32]. Reichert [33] developed another elegant method to overcome the
difficulty of changing U: temperature oscillation calorimetry. A small sinusoidal
temperature change is added to the overall temperature-time performance of the
reactor. This allows the simultaneous on-line calculation of the heat transfer value of
the reactor as well as the rate of reaction.

In semicontinuous polymerizations, a mixing contribution dQu;/dt to the overall
heat flow has to be taken into account if there is a temperature difference between
feeding material and reactor AT[31]

9 Opixe _ dm

4 AT (15)
at dt

cp, fee

where ¢, .q is the specific heat capacity of the feed material.

Reaction calorimetry is a powerful tool to on-line monitor industrial
polymerizations as well as to study the kinetics of polymerizations or to develop
control strategies for reactions [34 - 37].

2.4. CHROMATOGRAPHY AND SPECTROSCOPY

Spectroscopic techniques can in principle be used to determine the average
composition of the latex and to give additional information on microstructure and
morphology. The application of optical spectroscopy (i.e. UV, VIS, NIR, IR, Raman,
fluorescence) is subject of a separate paper. Applications of dielectric spectroscopy will
be discussed in Section 3.1.

Nuclear Magnetic Resonance (NMR) is probably the most important spectroscopic
technique to characterize latex or copolymer composition and polymer microstructure,
since the signals of the monomeric units and the signals of their various spatial
arrangements and configurations are much more pronounced in NMR than in any
other spectroscopic technique. However, NMR is still an off-line technique because of
elaborate sample preparation requirements, and the time involved to run spectra [38].
Jones and Stronks [39] published a note on quasi on-line application of pulsed NMR in
latexes. They have shown that the solids content of rubber latex can be determined
without any special sample preparation with a total measurement time of
approximately 10 seconds.
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Chromatographic methods have shown to be very valuble for on-line sensing of
monomer / copolymer composition, particles sizes and size distribution, and even
molecular weight distribution. Several experimental setups have been reported in the
literature. In most cases, the samples were taken from a circulation loop of the reaction
mixture by means of an injection valve, then automatically diluted, injected, eluted,
and detected.

Gas chromatography (GC) both of the emulsion (e.g. [40 - 42]) and the head space
of the reactor [43, 44] can be applied for on-line determination of residual monomer
composition. It takes several minutes for the GC instrument to analyze the reaction
mixture. Typical reaction times for emulsion polymerization runs are in the order of
hours, in some industrial processes even more than one day. Hence, there is a sufficient
number of monomer composition results per time to efficiently control the reaction
based on the GC analysis.

Head space GC is not straightforward for direct reaction monitoring because it
requires knowledge of the partition of each monomer between the gas phase above the
reaction mixture, the aqueous phase, the monomer droplets, and polymer particles.
Additionally, the head space should be in thermodynamical equilibrium with the fluid
reaction mixture.

With emulsion GC, the absolute monomer concentration can be determined if
cither one of two conditions is fulfilled: i) use of an internal standard, or ii) inject
always exactly constant sample volumes. Internal standards may influence the reaction
kinetics or monomer partitioning. A very small and constant injection volume is not
easy to guarantee. However, it is in general sufficient to know the monomer ratio, and
to combine GC with another on-line technique (e.g. densitometry) in order to calculate
the absolute monomer concentrations. Emulsion GC may suffer from demixing or
flocculation of the mixture in the sampling loop, in valves or pumps. Some authors
report clogging in the pipes at higher solids. The sampling loop, pumps and valves
have to be cleaned carefully on a regular basis.

In principle, liquid chromatography techniques (High Performance Liquid
Chromatography, Gel Permeation Chromatography) can also be carried out as on-line
characterization methods [1, 45]. The emulsion samples withdrawn from the reaction
mixture can be injected directly on the column. GPC is somewhat complementary to
GC, because it provides directly the chemical composition of the copolymer formed
rather than the composition of the non-transformed monomer.

Size exclusion chromatography, hydrodynamic chromatography and fractionation
techniques for particle size analysis will be discussed in a later subsection (3.1.).

3. Colloidal Characterization

3.1. PARTICLE SIZE AND PARTICLE SIZE DISTRIBUTION

An extremely important colloidal characteristic of polymer latexes is their particle size
distribution. Almost all properties of the latex (electrical, optical, rheological, etc.) as

well as its stability are affected by the particle size distribution. A wide variety of
experimental techniques is available for off-line determination of particle sizes and
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their distribution functions, e.g. microscopy based techniques (SEM, STEM, TEM,
ESEM or AFM), scattering methods (light, X-rays, neutrons) or chromatographic
methods (SEC, HDC, FFF). The extensive sample preparation requirements for
microscopical determination of particle sizes, and the operating conditions of the
instruments are prohibitive for the on-line application of these techniques.

3.1.1. Scattering Techniques

The theoretical background, basic principles and applications of scattering techniques
are reviewed in the paper by Ottewill. Neutron scattering is a very powerful tool to
study e.g. particle sizes, internal particle morphologies, particle dynamics (even under
shear), the structure and dynamics of concentrated dispersions, or film formation. The
main advantage of neutron scattering is the very elegant way to alter the scattering
contrast by partial or total deuteration of the polymeric material. With this contrast
variation it is possible to verify structures that will not be detectable by other
techniques. The main drawback is that neutron scattering relies on the availability of a
nuclear reactor which makes the method somewhat exotic for on-line application. The
same holds for X-ray scattering: i) The beam intensity of conventional X-ray tubes is
relatively low. Therefore, typical collection times for scattering intensity profiles are
comparable to or longer than the characteristic time scale of the chemical reaction. ii)
The use of the highly intense synchrotron radiaton for on-line particle monitoring is
possible, but it depends, of course, on the availability of a synchrotron. Additionally, it
has to be taken into consideration that intense X-rays may interfere with the reaction
ingredients itself.

Particle size determination (include. size distribution) by light scattering
techniques is a well established broad field of experimental methods. All of them are
applicable in on-line mode either by mounting the instrument in a sampling loop or by
“looking” through a window of the reactor wall. The latter methods have become
available with the development of fiber optic devices. Most of the light scattering
techniques require extensive dilution of the latex to avoid multiple scattering effects.

Turbidity measurement is a technique which is easy to perform. The wavelength-
dependent turbidity 7 of diluted latex sample will provide information on particle size
and concentration. Several papers in the literature describe the on-line determination
of particle size during emulsion polymerization by specific turbidity /¢ or turbidity
ratio measurements [46, 47]. The turbidity is related to the polymer volume fraction ¢
according to

© 9 dp np
(j)dp'K L (dp)ddp
3 Am nm
T =;<P = 3 (16)
(I)dpf(dp)ddp

where K, f, A, and d, are the scattering coefficient, the size distribution function, the
wavelength of light in the medium, and the particle diameter, respectively. It is
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obvious, that K and 7 are functions of both the refractive indices of the particles n, and
the medium n,, and of the relative size of particles to the wavelength of the light dp/K,n.
If the size distribution function f is known, the particle size distribution can be
estimated from specific turbidity measurements at several wavelengths. Despite the
complicated dependence of T on K, and its direct dependence on the distributional form
f (which is sometimes unknown), the specific turbidity can yield i) the turbidity
average particle diameter and the volume-surface average diameter for small and large
particles, resp., for any value of m = ny/n,, ii) the weight average diameter for m <
1.15 and particles that are smaller than the wavelength of the light, and iii) an estimate
of the weight average particle diameter in all other (monomodal) cases if a log-normal
particle size distribution is assumed [47].

Recently, efforts were reported to extend the theoretical basis of turbidity to higher
concentrations which provides e.g. information about particle interactions [48, 49].

Colloidal refractometry is a light scattering method where one obtains the
refractive index n of a latex, and analyzes it using Mie theory. This method allows the
probing of the structure of concentrated dispersions in their undiluted state. The
measured values of n can provide a measure of the volume average particle size [50].

Several instruments are on the market which automatically dilute the latex to a
desired (extremely low) concentration and perform static multiple angular light
scattering. Several modes of light scattering (incl. Frauenhofer diffraction) are
typically combined within one instrument to enable particle size analysis over a wide
range of sizes (e.g. “MICROTRAC” by Leeds and Northrup, or “COULTER LS” by
Coulter Electronics).

In single particle counting techniques (e.g. Flow Ultramicroscopy, Light-
Scattering Counters, Phase-Doppler Analysers), the sufficiently diluted sample is
passed through a laser beam such that light is scattered by only one particle at a time
[51]. Very high resolution can be achieved by Aerosol Spectroscopy either with Ar-
laser or Xe-light illumination [52, 53]. In several instruments, hydrodynamic (or
aerodynamic) focusing of particle trajectories in relation to the measurement zone is
used to reduce errors when measuring particle sizes [54]. So far, on-line applications of
these techniques have not been reported in the literature.

A fast-response multi-channel photometer capable for on-line monitoring even at
moderate concentrations has been described by Moser [55]. This static light scattering
instrument has a response time of 100 ms and an angular resolution of 1°. The
scattered light is simultaneously measured at 168 angles.

Photon Correlation Spectroscopy (PCS) is a well known technique to study the
dynamic behavior and the structure of colloidal systems. In highly diluted dispersions,
it is relatively easy to determine the (hydrodynamic) particle size distribution as well as
electrokinetic properties of the latex. With the development of fiber optics it is even
possible to apply this method to highly concentrated systems (FOQELS - Fiber Optic
Quasi Elastic Light Scattering [56, 57]). Several probe designs have been developed
which focus the light through a window into the latex, or the tip of the sensor is
directly immersed into the dispersion. A serious problem of the FOQELS method is the
influence of multiple scattering of light on the results. Even with excellent fiber optics,
the application of this method is restricted to particle concentrations well below the
range of industrial importance.
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The effect of multiple light scattering in moderately concentrated dispersions can
partially be overcome by i) using extremely thin cells (i.e. decreasing the number of
particles in a very small scattering volume), or ii) decorrelation techniques. Thin cells
are not suitable for on-line measurements at high concentration. Decorrelation
experiments have been developed for 90° single-color scattering, and as two-color
scattering for arbitrary scattering angle. With Two-Color Dynamic Light Scattering
(TC-DLS), the cross-correlation between the scattered light at two different
wavelengths is determined rather than the autocorrelation of light at one wavelength as
in conventional PCS [58 - 60]. This method allows the elimination of single-scattered
light at both wavelengths. The multiple-scattered light is highly un-correlated due to
the scattering geometry.

On the other hand, multiple scattering of light can also be useful to study highly
concentrated dispersions. The path of multiple scattered light in the latex is similar to
the path of particles or molecules under the influence of Brownian diffusion. The
concept of Diffusing Wave Spectroscopy (DWS) has already been applied to particle
size determination in the industry [60 - 66].

3.1.2. Chromatographic Methods (Fractionation)

In the past decade, particle chromatographic methods (particle fractionation) have been
developed that are capable for particle size on-line monitoring. Size Exclusion
Chromatography (SEC) has been shown to be applicable with porous (Liquid
Exclusion Chromatography LEC) and non-porous packing of the column
(Hydrodynamic Chromatography HDC). The main advantage of these methods is that
the particle size distribution can be obtained directly (i.e. without any assumption
about the particle size distribution) after calibration of the instrument with particle size
standards. Disadvantages are the limited resolution because of radial dispersion, and
relatively long elution times up to half an hour [45].

In disc centrifugation, particle separation is caused by differences in particle
velocity in an applied centrifugal field. This makes the results dependent on particle
density as well as on their size. The typical time for centrifuge runs is in the range of
half an hour up to several hours. Hence, disc centrifugation is not suitable for on-line
monitoring despite the high resolution of this method.

Much higher resolution than with SEC can be achieved by Capillary
Hydrodynamic Fractionation (CHDF [67 - 70]). The fluid in a capillary has a parabolic
velocity profile with the greatest fluid velocity at the center of the tube, and zero
velocity at the wall. Particles in this laminar flow will be moving radially due to their
Brownian motion. Larger particles are unable to approach the wall as closely as
smaller particles. Hence, larger particles will travel through the tube faster than
smaller particles. This separation effect is exclusively a function of particle size, it is
independent of particle density. The efficiency of capillaries to separate particles
depends on the eluent viscosity, the flow rate, and the capillary diameter. The optimum
particle size for CHDF analysis is << lpm. The main disadvantage of this method is
the possibility of capillary clogging. Recently, the CHDF method has been appplied to
monitor the evolution of the particle size distribution during emulsion [71] and
miniemulsion polymerization [72]. Industrial applications are also known.
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Field-Flow Fractionation (FFF) is a family of chromatographic-like elution
techniques based on influencing the rate of particle flow through a narrow channel by
applying an external field perpendicular to the flow direction. FFF can be classified
according to the type of applied field into sedimentation, thermal, electrical, cross-flow
and steric. The most suitable types of external fields for particle size analysis are cross-
flow and sedimentation field. The particle separation in cross-flow occurs according to
the hydrodynamic radius of the particles, whereas their effective weight separates
particles in a sedimentation field. The particle size ranges for cross-flow and
sedimentation field FFF are 10 nm to 100 pm and 50 nm to 100 pum, resp. Overviews
on FFF have been published by Giddings [73, 74]. Recently, FFF (incl. thermal FFF)
has been applied to characterize size and composition of core-shell latices [75]. On-
line coupling of FFF with multi-angle laser light scattering has been described by
Roessner [76] and Wyatt [77].

3.1.3. Spectroscopy

Dielectric spectroscopy (in particular dielectric relaxation spectroscopy) has been
rarely applied to disperse systems in the past [78, 79]. With this technique, the real or
storage component &£'(w) of the complex dielectric permittivity e*(w) and the
imaginary or loss component £”(®) are measured over several decades of the angular
frequency ® in a relatively simple experimental set-up: two or four electrodes
immersed into the liquid:
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where €'y, €' and 7 are the the low and high frequency limits of € and the relaxation
time, respectively, and e*(0) = €'(®) + ie”(w). The sigmoidal change in €’(w) and the
appearance of a peak in £”(w) is characteristic of a relaxation process. The processes
involved are i) orientation of permanent dipols, ii) distortion of electrical double layers,
iii) charge transfers at the electrodes, and iv) diffusion or displacement of ions. In the
low frequency region, dielectric spectroscopy has been shown to provide information
on particle size as well as on electrical double layer properties [80]. For a latex
exhibiting a low-frequency relaxation process, the relaxation time at the loss maximum
T = 1/Onax is proportional to the square of the particle radius [81]. Within a couple of
minutes measuring time it is possible to determine the particle size (and an estimate of
size distribution), surface charge density and ionic strength of the system [79]. These
characteristics change also during the reaction, and on-line monitoring is possible.
Moreover, dielectric spectroscopy is especially valuable in looking at concentrated and
opaque systems.
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A large number of applications of dielectric spectroscopy published so far are for
cure monitoring of resins (se¢ e.g. [82). Just as ultrasonic, optical, NMR and
mechanical spectroscopy, dielectric spectroscopy of the polymer itself is capable to
detect changes of the polymer crosslink density during the course of polymerization
[83].

For the application of electroacoustic spectroscopy see chapter 3.2.

3.2. ZETA-POTENTIAL AND SURFACE CHARGE

In emulsion polymerization, one normally wants to produce a colloidally stable latex.
The only quantity that allows indirect conclusions with respect to colloidal stability
during the reaction is the particle size distribution. However, the particle size
distribution is determined by several independent processes (growth, nucleation,
agglomeration/flocculation, coagulation, swelling). Therefore, a direct measure of latex
stability (either particle potential or surface charge) would be helpful in understanding
the influence of colloidal stability on particle size distribution during the course of the
reaction.

{-Potential measurements offer an opportunity to obtain information on stability

parameters of the reacting system. Most of the experimental (-potential techniques
described in the literature are not suitabe for on-line analysis of reaction mixtures.
They typically need extensive dilution of the latex for e.g. laser doppler velocimetry or
off-line observation of single particle motion in the dark field of a microscope. Mass
transport of particles under the influence of an electric field in the original, undilutes
state of the latex is difficult to determine because of the small density differences
between polymer particles and and surrounding water. However, recently developed,
electro-acoustic methods allow the determination of {-potentials in the original latex.

Electro-acoustic {-potentials are determined by applying an alternating field to the
latex. This could be either an electric or an acoustic field. If one applies an alternating
electric field to the latex the particles will move along the field lines according to their
surface charge. This oscillatory particle motion leads to a net momentum transfer to
the liquid because of density differences between particles and dispersion medium. In
the vicinity of the electrodes, the particle motion generates a sound wave within the
liquid that is characterized by a phase and an Electrokinetic Sonic Amplitude ESA
[84]. ESA is the pressure amplitude normalized to the applied field, and, therefore, the
direct analogy to the electrophoretic mobility (particle velocity with respect to the
applied field). The ESA effect was discovered in the mid-1980s [85].

The inverse effect occurs when an alternating pressure field (sound) is applied to a
colloidal dispersion. The density difference between dispersed matter and dispersion
fluid causes a relative motion between the particles and the surrounding medium. This
relative motion leads to a periodic displacement between the charged particles and the
oppositely charged counterions of their electric double layers, i.e. an oscillating electric
dipole is generated with the frequency of the sound wave. In electrolytes, this effect is
known as the Debye-potential for about 60 years [86]. Nowadays, it is described as
Ultrasonic Vibration Potential (UVP) or Colloid Vibration Potential (CVP) in the
literature.
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It was shown by the theoretical treatment of O’Brien et al. [87 - 90] that the ESA
signal is directly proportional to the electrophoretic mobility of the particles pgy (@) at
the frequency ®, and related to the CVP signal for the case of parallel plate cell
geometry:

p
ESA(a))=;=c~Ap-(p~Gf-ud(w) (19)
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where P and E are the pressure and electric field amplitude, respectively, ¢ is the sound
velocity in the latex, Ap is the density difference between particle and medium, Ay is
the potential difference at the electrodes, @ is the particle volume fraction, Uy is is the
velocity amplitude of the applied sound wave, and K* is the complex high-frequency
conductivity of the latex. Gy is a factor for electrode geometry. ESA can be applied like
CVP. However, in order to use the CVP one must know the conductivity of the
dispersion as a function of frequency over the whole measuring range.

In the case of diluted latexes (¢ < 10%) with particles having thin electric double
layers (xr, > 50; x - Debye-Hiickel parameter, r,, - particle radius), the relation between
particle mobility and {-potential in an ESA experiment is similar to Smoluchowski’s

equation:
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where €, M and v are the dielectric constant, viscosity and kinematic viscosity of the
liquid, respectively. The factor f is for correcting the electric field strength near the
particle surface, i.e. it depends on both the frequency and the surface conductance of
the particles. G(c) takes inertia forces on the particles into account. It is obvious from
eq. (19), (21) and (22) that the ESA signal is related to both the particle size and the (-
potential of the particles. Hence, it is possible to calculate particle size distributions as
well as effective electrical potentials at the particle surface from measurements of the
mobility spectrum over a certain frequency range. The linear relationship between
ESA/CVP signal and particle volume fraction holds for ¢ < 10%, it is nonlinear for
higher particle concentrations. Albeit the lack of a theory for ¢ >> 10%, it is possible
to determine the ESA/CVP signal and use it as a measure of the effective particle
charge.
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The sizing range of commercial ESA instruments (AcoustoSizer from Matec
Applied Sciences) is about 100 nm to 10 pm for frequencies between 200 kHz and 15
MHz. {-potentials (either ESA or CVP) can be measured for even smaller particles.
CVP-(-potentials and particle sizes in the same order of magnitude can also be
measured by acoustic attenuation spectroscopy (1 to 100 MHz) with the PenKem
AcoustoPhor instrument.

The electroacoustic method has been applied to particle size and potential
measurements of several inorganic suspensions (e.g. TiO,, SiO,, Al,O;, CaCOs [87 -
90]) as well as to concentrated emulsions [91]. So far, there is no paper in the literature
dealing with on-line electroacoustic measurements of particle potentials or sizes during
the course of emulsion polymerization (e.g. in a by-pass). In Figure 1, it is shown that
effective ESA particle potentials in poly (vinyl acetate) latexes can easily be measured
up to polymer fractions of about 50 wt.-%. Differences arise from different stabilization
systems.
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Figure 1. Effective ESA potentials of several poly (vinyl acetate) latexes
(Matec ESA 8000)

Methods other than electroacoustics or dielectric spectroscopy capable for on-line
particle charge detection have not been reported in the literature. A technique of
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potential interest is the particle charge detector based on streaming potential
measurements (when connected to a robot or on-line sampler [53, 92].

3.3. CONDUCTIVITY AND pH

The electrical conductivity A4 of a disperse system is a function of both the volume
fraction of the dispersed phase @ (¢ << 1) and the electrical double layer properties of
the particles (expressed as surface conductivity As)

1
Ad= ;Ao * As (23)

where A, is the conductivity of the dispersion medium. The formation factor F
accounts for the shape and the volume of the non-conducting particles [93].

The electrical conductivity of an emulsion changes substantially during the course
of monomer conversion. Processes that lead to a change of conductivity are e.g. the
disappearance of monomer droplets and monomer-swollen micelles, the redistribution
of monomer and surfactant in the period of particle growth, the change of ionic
conductivity of the dispersion medium, changes of surface conductivity of the growing
particles.

It has been shown by Janssen [94] that there are three major contributions that
explain the behavior of the conductivity signal during emulsion polymerization: i) the
free surfactant concentration in the aqueous phase, ii) the surfactant incorporated into
micelles (surfactant concentration above the critical micelle concentration CMC), and
iii) the initiator concentration. In emulsion homopolymerization, the conductivity will
decrease as a function of conversion in intervals I and II as a result of growing particle
surface area. The conductivity reaches a minimum at the interval II-III transition. In
interval III, the surfactant concentration will be below the CMC in most cases
depending on the monomer concentration in the aqueous phase. Generally, the
conductivity will increase either by an increase of the CMC, or by surfactant desorption
from the particle surface during interval III.

Noél et al. [95] describe the determination of maximum swellability of particles
with monomer during the reaction by conductivity measurements. They have shown,
that the maximum swellability of styrene - methyl methacrylate copolymer particles
with styrene and methyl methacrylate is independent of both the temperature (over the
range 20 - 50°C) and the copolymer composition.

Emulsion polymerization in the presence of nonionic surfactants is often
complicated by phase inversions from oil-in-water to water-in-oil type emulsions.
Electrical conductivity measurements are very sensitive for those phase inversions [96,
97].

The surfactant partition between particle surface, aqueous phase, and micelles is a
determining factor for the electrical conductivity of latices. This influence can be used
to determine the adsorption of ionic surfactants on latex particles from conductivity
measurements [98].
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According to eq. (23), the electrical conductivity of dispersions depends on the
surface conductivity of the latex particles. Thus, the conductivity is also related to the
Zeta-potential. However, this relation is rather complicated. In a typical reaction
mixture, the contributions of all other ingredients (initiator, buffer, surfactant)
outweigh the influence of the surface conductivity. The latex has to be cleaned
carefully for this application of conductivity measurements.

In several industrial polymerization reactions it is essential to monitor the pH-
value of the reaction mixture because of its dramatic influence on the colloidal stability
of the latex. pH measurements are easily to perform with standard glass electrodes.
Glass electrodes with counter pressure are applicable for on-line monitoring of
reactions up to temperatures of about 80°C and pressures up to about 60 bar. Problems
may arise with glass electrodes due to film formation on the glass surface, and because
of the mechanical instability of the glass itself.

Solid-state pH sensors are based on the semiconductor ISFET technology (Ion
Sensitive Field Effect Transistor). Their applicability is limited to pressures of about 2
bar, and temperatures up to about 85°C. They also suffer from latex film formation.

In some cases, the pressure of reactions in the presence of e.g. ethylene is in the 80
bar range. There is no sensor on the market that would be applicable for those
pressures.

Niedrach [99] describes a ZrO, sensor for pH measurement under high pressure
(83 bar) and high temperature (285°C). However, this sensor is still not commercially
available.

4. Concluding Remarks

The techniques discussed in the preceding sections are either applied successfully to
monitor polymerization reactions, or their potential applicability in the future has been
shown. The use of on-line sensors and the combination of on-line with off-line
techniques will be increasing in polymerization plants.

The applicability of several monitoring methods for on-line detection of reactor
operation, for monomer conversion and latex properties is shortly summarized in Table
3. This table is by far not complete. “(X)” means that there are some limitations, “X”
denotes successful applications demonstrated in the literature.
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TABLE 3: Methods for reaction monitoring

method on-line disperse technical
monitoring systems application
gravimetry X X
energy balance calorimetry X X [0,9)
heat transport X X X
temperature X X X
density dilatometry X X
densitometry X X X
mechanical vibrations X [0.9) X
radioactivity X X X
ultrasound attenuation X X
velocity X X X
_impedance X
electro-acoustics X X
electrical properties | conductivity X X
pH X X X
dielectric prop. X X
optical properties refractive index X X X
| light scattering X X X
IR/NIR X X X
UV/VIS X X [0:9)
Raman X X X)
Fluorescence X - X
chromatography GC, HPLC X X
SEC X X
CHDF, FFF X X
NMR X
viscosity X X X
surface tension X X
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1. Introduction

Polymerization reactor type and operation conditions have a marked influence on
polymer properties such as distribution of molecular weight, chemical composition, and
particle size. Due to the very nature of polymeric chains, if the synthesized polymer does
not have the desired properties when exiting the reactor, it is very difficult and costly to
improve its properties by further processing and purification, since most fractionation
methods that are economically viable for small molecule compounds will fail for
macromolecules [1,2].

Some of the most important operational and design features of polymerization
reactors are its agitation and heat removal systems. In this article we will review some
aspects of polymer reactor engineering that have important effects on the performance of
polymerization reactors. Some of these design considerations will be exemplified with a
case-study for the emulsion copolymerization of ethylene and vinyl acetate under
conditions of mass transfer-controlled polymerization rate.

2. Types of Polymerization Reactors

Emulsion polymerization can be performed in several different types of reactors. Stirred-
tank reactors are generally preferred, especially under semi-batch operation, because of
the flexibility in controlling polymerization conditions and polymer properties.
However, tubular reactors, either single-pass or loop, are also used for emulsion
polymerizations. Some of the advantages and disadvantages of each reactor type will be
discussed in the following sections.

2.1. STIRRED-TANK

Stirred-tank reactors (STR) are widely used in the polymerization industry because of
their simple design and operational flexibility. Independently of their mode of operation
(batch, semi-batch, or continuous), the main characteristic of STRs is that, ideally, all
fluid elements are intimately mixed due to vigorous stirring. The good mixing
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characteristics of STRs result in concentration and temperature spatial uniformity, and
consequently allows the production of polymer with well-defined properties.

2.1.1. Batch Operation

In a batch stirred-tank reactor (BSTR), all reactants are placed in the reactor at the start of
the polymerization and the polymerization is allowed to proceed to its completion. This
is a very simple operation mode and requires minimal equipment and operational costs.
Another advantage of BSTRs is the precise control of the initial conditions in the
reactor. On the other hand, it is not possible to control the polymerization by selective
addition of reactants or initiators, as done in semi-batch reactors. For the case of
copolymerization of comonomers with different reactivity ratios, composition drift will
occur and this might have an undesirable effect on polymer properties. Additionally, the
temperature control of batch reactors can be difficult, since it is not possible to control
the rate of polymerization by slow addition of one of the components or by feeding
reactants at lower temperatures [3]. This mode of operation is generally, but not always,
restricted to exploratory polymerizations in laboratory-scale reactors.

2.1.2. Semi-batch Operation

Semi-batch stirred-tank reactors (SBSTR) are probably the most common emulsion
polymerization reactors because of their improved process control characteristics and
relative ease of operation. Only part of the recipe is initially fed to the reactor; the
remaining charge is fed throughout the rest of the polymerization. In this way, it is
possible to manipulate the rate of polymerization and the properties of the produced
polymer by an adequate strategy of monomer, initiator and emulsifier transfer. This
controlled addition of reactants is also a convenient way to prevent reaction runaway [4].
Since charge feed strategy can significantly alter the properties of the produced polymer,
it is clear that this mode of operation requires a detailed knowledge of polymerization
mechanisms and requires sophisticated control schemes to be used to its maximum
capability [5].

2.1.3. Continuous Operation

In continuous stirred-tank reactors (CSTR), all components of the polymerization recipe
are fed continuously to the polymerization reactor by means of common or separate feed
lines. Continuous operation offers some advantages over batch and semi-batch operation,
especially for high production rates. Costs of emptying, cleaning and recharging the
reactor are evidently minimized, since CSTRs can be designed to operate for a long time
without requiring maintenance shut-downs. Continuous operation can also produce
polymer with more uniform properties since the CSTRs operate at steady-state during
most of the polymerization run time, therefore eliminating inter-batch variations of
polymer properties. However, sustained oscillations in monomer conversion and particle
concentration, as well as multiple steady-states have been observed for the continuous
operation of CSTRs in emulsion polymerization [6,8].

The use of CSTRs might be disadvantageous if changes between product grades take
place frequently, since off-specification products will always be produced during grade
transitions, although proper control schemes can be designed to minimize the amount of
off-specification material between grade changes.
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A negative consequence of the complete backmixing of CSTRs is that the conversion
in a CSTR will always be smaller than the one obtained in a tubular (plug flow) reactor
operating under the same conditions for reaction orders higher than one, as prevalent in
polymerization reactors. Additionally, the exponential residence-time distribution of
CSTRs will lead to the production of latexes of broader particle size distribution, which
might be undesirable for certain film applications. This effect can be minimized if
several CSTRs are combined in series to approximate the plug flow characteristics of a
tubular reactor, as done in some industrial processes for the manufacture of SBR [8].

2.2. TUBULAR REACTORS

The narrow residence-time distribution of tubular reactors enable the production of
latexes with narrow particle size distribution. Particle size distribution has a strong
influence on the film-forming properties of latex and can also affect its molecular weight
distribution.

Some additional advantages of tubular reactors over stirred-tank reactors for emulsion
polymerization are a larger ratio of heat transfer surface to reactor volume, and stable
operation due to reduced backmixing. However, there is a significant risk of reactor
fouling and plugging by the latex. It has been suggested that fouling and plugging
problems could be minimized by adding a pulsation source to the reactor feed, without
significantly increasing backmixing [6,7].

Loop reactors can also be used for emulsion polymerization, provided care is taken to
avoid fouling and plugging. Since the circulation rates in these reactors is very high,
they generally behave as a CSTR with the added advantage of large ratio of heat transfer
surface to reactor volume of a tubular reactor [8]. Lower capital cost for high pressure
reactors, such as required for vinyl acetate-ethylene emulsion copolymerization may be
another advantage of this reactor type.

3. Mixing

Mixing equipment (impeller type, size and location) promote fluid circulation and
generate velocity gradients (shear rate) within a tank [9]. Power input into a mixing
tank, P, is proportional to the pumping capacity of the impeller, Q, and to the velocity
head, A:

PaQh )

The velocity head is directly related to the shear rates in the tank. The choice of impeller
type and location is crucial for the proper operation of polymerization reactors.

3.1. IMPELLER TYPE

Impellers can be classified as turbine impellers and close-clearance impellers. Turbine
impellers are generally small compared to reactor dimensions and are used in a vast range
of applications in the chemical industry. Close-clearance impellers are only used for
stirring high viscosity systems, such as the ones that can occur in solution and bulk
polymerization.
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Turbine impellers can be subdivided according to the main direction of the flow they
generate into axial- or radial-flow. Pitched-blade turbines and high efficiency turbines
(also called fluidfoil, airfoil, hydrofoil, or laserfoil) are common types of axial-flow
impellers. The angled blades of these impellers provide mainly axial flow. Radial flow
impellers, such as the straight-blade turbine and the disk turbine produce both radial and
rotational flow. For the same pumping capacity, the pitched-turbine needs about one-
quarter of the power requirement of a straight-blade turbine. This power requirement can
be decreased by a factor of 2 or 3 if a high-efficiency turbine is used. Evidently the shear
rate is also lowered by going from the straight-blade turbine to the high-efficiency axial
turbine. A classification of impellers according to their fluid shear rate and pumping
capacities is presented in Figure 1 [9].

HP

*Rakes, gates
*Spirals, anchor, paddle Flow
*Propeller

*Axial-Flow turbine
*Flat-blade turbine
*Bladeless impeller Shear

*Colloid mills, homogeneizer

Figure 1. Flow capacity and shear rate of different impeller types

Combinations of axial and radial flow turbines are used frequently to provide high
shear and turbulence, while maintaining good fluid circulation in the reactor. For reactors
with high H/T ratio (Figure 2), several impellers at various liquid levels might be used
simultaneously to ensure appropriate mixing.

If the main objective of mixing is to produce circulation of particles without
interparticle mixing, low shear rate impellers should be used. This can either be done by
selection of impeller type or by altering the D/T ratio of an existing impeller. At a
given power level, a higher diameter impeller operating at a slower speed will have its
shear rate decreased according to the relationship:

(Q/h)aD? )

As a general guideline, processes requiring flow rate rather than turbulence uses D/T
ratios of 0.4 to 0.6; to enhance turbulence and micromixing (section 3.5), D/T ratios of
0.25 to 0.35 are selected [10]. For emulsion polymerization high shear rates can be
detrimental because of coagulum formation. However, sufficient agitation is required to
avoid monomer pooling and guarantee a uniform concentration of reactants throughout
the polymerization reactor.

Close-clearance impellers, such as the helical and anchor impellers, reach the fluid
near the reactor wall and minimize stagnant regions and vortex formation that might
occur when high viscosity fluids are used [11]. Helical impellers have the additional
advantage of providing a top to bottom turnover, which is absent in anchor impellers.
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Since these agitators operate with highly viscous and non-Newtonian fluids, the
rheological properties of the medium should be taken into account for proper impeller
design [12]. Close-clearance impellers can be designed to come very close to or actually
to scrape the reactor walls to improve heat transfer coefficients [13]. Close-clearance
impellers are not efficient for low viscosity liquids.

For small to medium scale reactors, the agitator shaft generally enter the reactor from
the top. However, for large polymerization reactors this might be impractical because
that would require very long and thick, and consequently very costly, shafts. Large
reactors generally use bottom entrance agitators. Special care should be taken when
specifying seals for bottom entrance agitators to avoid leakage and permit seal
replacement during a polymerization run [14].

Draft tube circulators are not commonly used in polymerization reactors, likely
because of fouling of the fluid-conveying section, but they allow efficient flow
circulation and can be advantageous for increasing the rates of gas-liquid mass transfer
[15].

sual dimensions:
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Figure 2. Standard stirred-tank geometry

There are also several designs of static mixers available. These mixers are claimed to
provide excellent radial mixing coupled with axial plug flow (reduced backmixing), thus
increasing the heat transfer efficiency as compared to empty tubes. Some new designs
make use of internal heat exchanger tubes, therefore considerably increasing the heat
removal capability of these systems and allowing the use of large diameter units [16].
The main limitation of these systems as polymerization reactors is again the increased
risk of fouling due to the presence of internal packing.

3.2. MIXER DESIGN

It is important to remember that optimal operation conditions for polymerization
reactors can vary with monomer conversion for the case of batch or semi-batch
operation, and steady-state polymer concentration for the case of continuous operation,
due to the increase in viscosity for higher polymer concentrations at higher monomer



294

conversions. At low viscosities, turbine impellers and baffled reactors might be adequate
to ensure optimal heat transfer and mixing characteristics, but at higher viscosities it
might be necessary to use close-clearance impellers, such as helical or anchor [17].
However, for most practical applications of emulsion polymerization reactors, such
abrupt variations of viscosity do not take place, which simplifies considerably the design
of the mixing equipment.

Mixing requirements are also a function of reactor operation regime. For batch
reactors, intense agitation might be needed in the initial stages of polymerization to
avoid monomer segregation and promote good dispersion of the several components of
the recipe, but lower agitation intensity is necessary for the later stages of
polymerization to avoid shear-induced coagulum formation.

Three important factors should be considered when dealing with impeller design:
impeller power, impeller flow, and heat transfer. Heat transfer will be discussed in
section 4 of this paper.

3.2.1. Impeller Power
The basic relationship between agitator power, P, fluid density, p, shaft speed, N, and
impeller diameter, D, is given by a dimensionless group called the power number, N, :

P
Np=—— 3
P oNDS )

Under turbulent conditions (i.e., Ng, > 1000), the power number is nearly constant for
turbine impellers operating in a baffled tank. Typical values of for N, are 0.2-0.5 for
high-efficiency turbines, 1.2-1.5 for pitched-blade turbines, 3.8-5.6 for straight-blade
turbines, and 5.8-6.2 for disk turbines [18].

The Reynolds number for stirred-tanks is given by:

_D’Np

N Re n

@

Figure 3 illustrates the general relationship between N, and N, for two impeller types.
It is very important to realize that these curves are affected by impeller location and
design. It is not possible to obtain generic curves for power number. N, has to be
measured using actual process conditions or obtained directly from the mixer
manufacturer.
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Figure 3. Reynolds number versus Power number curve for two different impeller types

3.2.2. Impeller Flow

Accurate predictions of fluid motion are much more difficult to obtain than those for
impeller power. One of the main difficulties is the accurate prediction of the flow
patterns in a stirred-tank for different impeller configurations and vessel accessories such
as baffles and cooling coils. Actually, there is experimental evidence that the circulation
pattern in stirred-tanks is subject to time variations [19]. Additionally, due to
recirculation patterns inside a stirred-tank, it is virtually impossible to distinguish
between direct flow and induced flow [18].

3.3. EFFECT OF BAFFLES

Baffles are used to alter flow patterns in agitated vessels and eliminate vortex formation
near the wall. The usual design consists of four baffles 90° apart with a width of T/10 to
T/12, and located T/72 from the reactor wall. However, the presence of suspended solids
or non-Newtonian fluids might cause formation of stagnant regions around the baffles.

Full length baffles can also eliminate surface vortex, which can be detrimental in
polymerizations involving gaseous monomers. This can be comected by placing the
baffles below the liquid surface; in this case the presence of baffles will lead to vortex
formation and increase gas-liquid transfer rates.

3.4. NON-IDEAL MIXING / MICROMIXING AND MACROMIXING

Fluid uniformity is achieved through a combination of intense local mixing (high shear
rates) and bulk fluid circulation. Even when gross fluid uniformity is achieved, minor
fluctuations in temperature and concentration might be present in the reactor and this
may have a significant impact on the rate of polymerization and on polymer properties.
For instance, it has been shown that non-ideal mixing can cause broadening of the
molecular weight distribution of polymer produced in a semi-batch stirred-tank reactor
[20].

It is important to realize that the reactor residence time distribution does not uniquely
define the state of the mixing. The residence time distribution in a reactor only defines
the level of macromixing, i.e., the bulk flow patterns that cause different fluid elements
to stay in the reactor for different periods of time. However, it could be that these fluid
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elements are partially or completely segregated, and therefore do not “mix” in the
conventional sense. Micromixing characterizes the degree of mixing between these fluid
elements. For a CSTR, a maximum amount of molecular mixing (maximum
mixedness) gives the lowest possible conversion for reaction orders greater than one and
the highest possible conversion for reaction orders lower than one. First order reactions
do not depend on the level of micromixing [21,22]. Different levels of macro- and
micromixing can have a definite effect on polymer properties such as molecular weight
and composition distribution [22].

Mixing non-idealities can be easily modelled by subdividing the stirred-tank reactor
in several homogeneous regions that have different temperatures and concentrations,
interconnected in series or in parallel [21]. Each of these regions can be treated as ideal
stirred-tank reactors to provide a model for the segregated fluid flow in the actual reactor.
Effects such as by-pass regions can be modelled as a combination of a continuous
stirred-tank reactor and a plug flow reactor [23]. It should be noted that the polymer in
polymer particles is segregated, while the rapidly diffusing monomer is micromixed
during emulsion polymerization.

4. Heat Transfer

Adequate heat removal from polymerization reactors is essential for their satisfactory
operation. Temperature oscillations can cause broadening of molecular weight and
chemical composition and have undesirable effects on the final polymer properties. For
commercial scale polymerization reactors, heat removal is often the productivity
limiting factor [8].

Since the synthesis of a macromolecule from monomer molecules will cause a
significant decrease in entropy, a negative enthalpy of propagation (exothermic reaction)
is necessary to make polymerization reactions thermodynamically favourable:

AG,=AH, - T, AS, )

Heat of polymerization is commonly removed from laboratory-scale reactors by
circulating cooling fluids through an external jacket or cooling coils. For large reactors,
several techniques can be used to increase heat removal rates: [8,14] (1) Addition of
cooling coils, baffles, and tube bundles. These additional pieces of equipment interfere
with mixing patterns, might increase fouling, and are an obstacle for reactor cleaning;
(2) Use of external loop heat exchangers. This might provide considerable additional
heat transfer surface, but can only be used for systems were fouling is not severe; (3)
Reflux cooling by means of a condenser mounted on top of the reactor. This permits
efficient heat removal at a reduced operational cost [24,25], but care must be taken to
avoid accumulation of inert non-condensable gases in the condenser. Additionally, the
initiator must be non-volatile to avoid polymerization in the condenser, causing fouling
and eventual plugging; (4) non-geometrical scale-up of the reactor, to increase the ratio
of heat transfer surface to reactor volume, i.e., larger reactors benefit from a larger H/T
ratio; (5) use of jacket designs that increase the heat transfer coefficient on the jacket
side, such as dimple and half-tube jackets; (6) substitution of glass lined reactors by
reactors with a polished-metal internal surface; (7) use of cold feed streams; (8)
decreasing the temperature or increasing the flow rate of the cooling liquid.

Fouling on the reactor walls can significantly decrease the internal heat transfer
coefficient [26]. The selection of proper emulsifier and stabilizers should minimize this
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undesirable phenomenon. However, some fouling is likely to occur under most
circumstances, and it is particularly important to take fouling into account for the design
of heat transfer equipment for continuous polymerization reactors in order to avoid
frequent maintenance shut-downs.

4.1. HEAT TRANSFER COEFFICIENTS

The overall heat coefficient, U, of a jacket-cooled stirred-tank reactor (when the inner and
outer heat transfer surfaces are approximately the same) is given by the expression:

L S SV | ©
U h, k, ' h
where h; and h; are the inside and outside heat transfer coefficients, ff; and ff; the inside
and outside fouling factors, x the thickness of the reactor wall, and &, tjle thermal
conductivity of the reactor wall.

For internal cooling coils, the following equivalent expression can be used for the
outer (process side) overall heat coefficient U,

LI SN ) [ T @
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where k. is the thermal conductivity of the coil, and d; and d_, are the inside and outer

coil diameters.
The inside heat coefficient, h; , has the following functional relationship:

Ny = AN ) (Ng ) (n/n,, )’ ®

where Nusselt number, Ny, ,and Prandtl number, N;, , are defined as usual:

h.T

Nnu = 11( ©
cn

Np == (10)

where k is the thermal conductivity of the reaction mixture. For jacket vessels,
convective heat transfer, and turbulent flow, a = 2/3, b = 1/3, and ¢ = 0.14. in most
correlations published in the literature. Some authors suggest that the value of the
parameter ¢ should be set to 0.25 instead of 0.14 [27]. The parameter A is a function of
impeller type and reactor design. Several correlations for different reactor and impeller
configurations are available in the literature [28,29]. For non-Newtonian liquids Ny,
depends also on its rheological behaviour but the literature on heat transfer coefficient for
these systems is still scarce [27].
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The effect of power on heat transfer coefficients is weak, h; o P°%, therefore it is
not practical, especially for large reactors, to use mixer power to increase heat transfer
coefficients [9]. In reality, for very viscous fluids, higher impeller power could actually
increase the reactor temperature because of viscous dissipation effects.

Several correlations are available for the outside (coolant side) heat transfer
coefficient for jackets, coils, and baffles , h;, and depend on the design of the heat
removal apparatus being used [28,30].

Inside and outside fouling factors, ff; and ff; , are important design parameters, but
there are no correlations available for their a priori estimation; one has to rely on
previous operation experience to obtain these parameters. Some general estimates can be
obtained in well-established handbooks on process equipment sizing and design [31]. A
method for designing heat transfer exchangers taking into account time-dependent fouling
thermal resistance have been proposed recently [32], but unfortunately the kinetics of
fouling has to be determined experimentally a priori.

42, JACKET SELECTION AND DESIGN

Simple, unbaffled annular jackets are commonly used for small laboratory-scale reactors,
but they are inefficient for controlling the temperature of large-scale reactors [3], since
their heat transfer coefficients are limited to 20 to 320 Btuw/h.ft>.°F (126 to 2020
kJ/h.m?.°C) [30].

The heat transfer coefficient of heat transfer jackets can be increased by the use of
agitation nozzles to increase turbulence and modify flow patterns in the jacket, causing a
two- to three-fold increase in the heat transfer coefficient as compared to simple jackets,
at the cost of a higher pressure drop in the jacket. More efficient jacket designs can also
be applied, such as spirally-baffled jackets, dimple-jackets, and partial-pipe jackets,
leading to higher heat transfer coefficients, but also to increasing installation costs
[30,33]. Several correlations are available to predict heat transfer coefficients using these
improved jacket designs [34].

5. Scale-up Considerations

A considerable complication in scaling-up polymerization reactors is that different
phenomena may dominate reactor behaviour at different scales. For instance, for small-
scale, laboratory reactors, the ratio of heat transfer surface to reactor volume might be
enough to justify the use of a simple jacketed stirred-tank reactor. However, upon
scaling-up this ratio will be much smaller and it might be necessary to use internal
cooling coils or other heat removal devices, which in their turn will also affect flow
patterns inside the reactor. Baffles are not generally required for laboratory scale reactors
but are generally needed to overcome the tendency of vortex formation for the scaled-up
reactor [35].

Scale-up has to be done with considerable care, since the conditions that prevail at
the laboratory scale can be rather distinct from the ones present in the large scale reactor.
Special care should be taken when dealing with gas-liquid systems, since the presence of
gas can significantly alter impeller performance. High gas flow rates can indeed cause the
impeller to cavitate, drastically reducing its pumping capacity [36]. Another important
consideration for gas-liquid systems is sparger design. The most common types are ring
spargers and porous gas diffusers. Both have been reported to be more efficient than
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single orifice dip-tubes, clearly because of the formation of smaller gas bubbles with a
higher superficial area to bubble volume ratio, which favours gas-liquid transfer. The
optimal ring diameter/impeller diameter ratio is around 0.8, and the best location is
always close to the bottom of the reactor, above or bellow the impeller, depending on
the flow pattern and reaction characteristics of the system under investigation [37].

In order to maintain geometrically similar agitation patterns during scale-up, it is
necessary to keep constant the Froude number, the Reynolds number, and the Power
number. Froude number, N, is defined as:

Np = — a1
g

Since there are three equations and only two variables, N and P, the system is
overdeterminated. Beckmann [14] suggests that the viscosity in the large reactor should
be transformed into a variable as well, according to:

- & 1.5 ©
1 ns D
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where the subscripts [ and s refer to the large and small reactors, respectively. In this
way, in order to ensure geometric similarity during the scale-up, it is necessary that the
viscosity in the large reactor be higher than the one in the small reactor.

It is important to point out, however, that geometric similarity of flow patterns is
only one of the several possible criteria that can be used during reactor scale-up [38].
There is no easy recipe for scaling-up polymerization reactors; each process should be
examined individually and the effect of scale-up on the main process parameters carefully
evaluated. Leng [10] suggests some useful guidelines for a successful scale-up of mixing
processes.

One of the major scale-up difficulties of mixing systems is the fact that several
process parameters do not scale-up equally [35], as shown in Table 1. Therefore, the
designer should determine which process parameters to keep constant and which to be
allowed to vary, and this requires detailed knowledge of the process under consideration.
Leng’s [10] very interesting publication describes several problems and solutions that
can occur during scale-up of several mixing processes with different process
requirements.

TABLE 1 - Relationship between different design parameters during scale-up

Parameters Pilot Scale Plant Scale

(76 L) (4,320 L)
P 1. 216.0 7776.0 36.0 0.16
124 1.0 1.0 36.0 0.16  0.0007
N 1.0 0.3 1.0 0.16 0.03
D 1.0 6.0 6.0 6.0 6.0
0 1.0 65.0 216.0 36.0 6.0
[04% 1.0 0.3 1.0 0.16 0.03
ND 1.0 1.8 6.0 1.0 0.16
N,, 1.0 10.8 36.0 5.8 1.0
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6. Case Study - Emulsion Copolymerization of Ethylene and Vinyl
Acetate

The semi-batch emulsion copolymerization of ethylene and vinyl acetate was extensively
studied by Scott et al. [3944] through a series of carefully designed factorial
experiments. One of the primary objectives of their work was to increase the amount of
ethylene content in the copolymer at reduced polymerization pressures and temperatures.
Twelve process variables were investigated, including pressure, temperature, emulsifier
type and concentration, the addition of stabilizer, the addition of co-solvent, agitation,
buffer, vinyl acetate feed rate and reactor configuration. Reactions conditions under which
ethylene mass transfer was the rate controlling step were identified and correlated to the
effects of impeller design, gas sparging, and agitation. This review will concentrate on
the reactor engineering aspects of their work to illustrate some of the points covered in
sections 1 to 5.

In emulsion copolymerization, the concentration of monomers in the particles
control copolymer composition, molecular weight, and rate of polymerization. For gas-
liquid emulsion polymerizations, the diffusion of ethylene from the liquid phase to the
polymer particles must be considered because of the relatively low gas-water interfacial
areas.

The reactor set-up used is shown in Figure 4. The polymerization reactor is a 2 litre
Parr stand autoclave with H =26 cm and T = 10 cm. The outlets for the ethylene, vinyl
acetate, and initiator solution feeds are located below the liquid level of the emulsion,
close to the agitator blades, to ensure good mixing. The agitator shaft is provided with
two impellers (either radial or axial) located 4 and 9 cm from the bottom of the reactor.
Other equipment details and polymerization procedures is described elsewhere [39].
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Figure 4. Schematic representation of semi-batch reactor for ethylene-vinyl acetate emulsion polymerization [39
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TABLE 2 - Reactor configurations and results for the reactor design
experiments for ethylene - vinyl acetate copolymerization

Experiment  Reactor configuration Final sohds ~ Comments
(wt%)

E1l axial-flow 1mpellers some fouling
single-orifice dip-tube 471 some free floating coagulum
200 rpm

E2 axial-flow impellers some coagulum and fouling of
porous gas sparger 48.2 impeller blades
200 rpm much more foaming

E3 radial-flow impellers no coagulum
porous gas sparger 415
200 rpm

E4 radial-flow impeller no coagulum
porous gas sparger 50.9 sampling problems due to foaming
400 rpm

ES axial-flow impeller no coagulum
porous gas sparger 48.1 sampling problems due to foaming
400 rpm

Figure 5 shows the copolymer composition as a function of polymerization time.
Reactor conditions for runs E1 to E5 are shown in Table 2. Experiment E1 was
considered the base case. The weight fraction of ethylene incorporated in the copolymer
decreases as the polymerization advances. As the latex viscosity increases, so does the
mass transfer resistance for ethylene transport from the gas phase through the water to
the polymer particles Throughout the polymerization, vinyl acetate conversion remained
constant, after an initial start-up period, and therefore a change in the concentration of
ethylene was responsible for the decrease in ethylene content in the copolymer, not a
change in the partitioning behaviour as the polymerization progressed.

In experiment E2, ethylene was fed through a porous sparger, instead of the single-
orifice dip-tube used in experiment E1. The smaller diameter gas bubbles and much
larger gas-water interfacial area generated by the porous sparger helped compensate for
the increasing latex viscosity, resulting in a less steep copolymer composition drift than
the one observed in experiment E1.
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Figure 5. Copolymer composition as a function of polymerization time [42]
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For experiment E3, the two axial-flow impellers of experiment E2 were substituted
by two radial-flow impellers. As can be noticed in Figure 5, the use of radial-flow
impellers in place of axial-flow impellers increases the copolymer compositional drift to
the point of canceling the advantage of using the porous sparger. The use of radial-flow
impellers will lead to a higher average residence time of gas bubbles in the liquid phase,
but may also decrease surface vortex formation and therefore decrease the rate of gas-
liquid transfer from the reactor headspace (gas headspace-water interfacial area is much
smaller than gas bubble-water interfacial areas). This clearly indicates that gas transfer
from the reactor head-space is important for establishing the equilibrium concentration of
ethylene in the liquid phase for this reactor configuration. This also illustrates the risks
of relying on strict rules for reactor design, since in a superficial analysis one could
easily assume that increasing the contact time of gas bubbles-liquid by changing to
radial-flow impellers would certainly increase the concentration of ethylene in the water
phase.

In experiment E4, the impeller speed was increased from 200 rpm to 400 rpm, still
using radial-flow impellers. Composition drift is practically eliminated at the higher
impeller speed. This suggests that any mass transfer limitations present at lower
agitation rates were completely eliminated and that the concentration of ethylene in the
polymer phase is probably close to its thermodynamic equilibrium value throughout the
polymerization.

Axial-flow impellers were used for experiment ES at an agitation rate of 400 rpm.
There is no marked difference between the  copolymer composition obtained in
experiments E4 and E5, which indicates that at this agitation level the impeller design
plays a minor role. However, high impeller speed can be responsible for coagulum
formation and will result in increase energy consumption (a major consideration for large
scale reactors), therefore under some circumstances it might be useful to operate the
impeller at lower speeds using a porous sparger and axial-flow impellers.

It is interesting to notice that extrapolating the curves for experiments E1 to E3 to
time zero, a copolymer composition close to the ones in experiments E4 and ES is
obtained, which indicates that under those reaction conditions mass transfer limitations
were present from the very beginning of the polymerization.
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Figure 6. Particle size distribution as a function of polymerization time [42]
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Figure 7. Number of particles as a function of polymerization time [42]

Particle size and number of particles were also affected by these different mixing and
sparging configurations, as shown in Figures 6 and 7. Experiment E1 (base case) shows
the fastest increase in particle size and decrease in particle number, which was attributed
to particle flocculation. Coagulum was present at the end of the polymerization and the
impeller blades were subjected to mild fouling. Adding a porous gas sparger for
experiments E2 and E3 decreased but did not eliminate completely the formation of
coagulum. A change of the flow patterns caused by the smaller size bubbles was
considered to be responsible by this decrease in particle flocculation. The amount of
coagulum present in experiment E3 (radial-flow impeller) was less than the one in
experiment E2 (axial-flow impeller), therefore the flow patterns in the reactor can
significantly affect particle flocculation for the adopted polymerization recipe. The higher
impeller speeds used in experiment E4 reduced coagulum formation to a minimum. This
might indicate that a more effective emulsifier or higher surface coverage of polymer
particles by emulsifier were required, since flow pattemns could affect particle size and
number.
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1. Introduction

The mechanisms and kinetics of emulsion polymerization reactions have been presented
in earlier papers. Although some uncertainties remain, especially for complex
commercial recipes, significant progress has been made in our understanding of the
physical and chemical phenomena involved in these reactions. This expanded knowledge
base has proven to be useful for the design of latex products and manufacturing
processes.

Reaction engineering of emulsion pclymerization systems comprises design of the
reactors, specification of the operational procedures and establishing methods for
measuring and controlling important operating parameters and product characteristics.
Reaction engineers require kinetic data and models but they also must be concerned with
heat and mass transfer, mixing, control mechanisms, how streams are added and removed
from the reactors and, last but not least, how all of these factors influence the quality of
the product and its application performance.

This paper will be divided into four sections. The first will focus on reaction
engineering fundamentals such as mass energy and particle population balances, some
issues related to mixing and reactor configurations. The remaining three sections will be
concemed with batch, semi-batch (sometimes called semi-continuous) and continous
reactor processes.

The knowledge of emulsion polymerization kinetics presented in earlier papers is
necessary to develop appropriate reaction models. The major focus of this paper,
however, will examine how different reactor configurations influence process
productivity and product properties.

2. Reaction Engineering Fundamentals

Reaction engineering textbooks generally deal with two ideal and quite different reactor
types: the well-mixed tank (STR) and the plug-flow tube (PFT). A wide variety of
impellers are used for emulsion polymerization in stirred tanks -- swept-back curved
turbines, marine-type propellers and axial-flow turbines.

Heat transfer jackets are often used with both STRs and PRTs. Other heat transfer
methods are also employed; especially with stirred-tank reactors. These include reflux
condensers if recipe ingredient volatilities are adequate; internal heating/cooling surfaces
such as coils and hollow baffles; and heat exchangers in external recirculation flow
loops. Removal of the heat of polymerization and temperature control can be a major
design issue with large reactors.
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Multiple feed points and heat transfer sections are possible with tubular reactors.
Tubular reactors configured in the form of a recirculation loop are also used to produce
latex products. These loop reactors are intermediate between the PFT and the STR in
terms of a number of behavior characteristics. Loop reactors are treated extensively in
another paper in this volume and will not be considered further here. The remaining
parts of this section will include the balance equations and discussions of mixing and
feed point considerations.

2.1. MASS BALANCES

The balance equations for individual species can be written as shown by eq. (1) for
species 'i'.

F,, - Fje -/ RV = dNy/dt 6))

where F and F are molar flow rates for the feed and effluent streams, R is the rate of

ie

dlsappearance of species 'i' per unit volume of reacting fluid, N is the total number of

moles of 'i' in the reactor, V is reactor working volume and t is ume The units on each
complete term are moles/time. F may be comprised of several streams. The parameters
io

F ,F,V and R can vary with time. Hence eq. (1) is a general relationship which is

IO le

valid for any reactor type. The units on the reaction term, however, are usually different
for heterogeneous systems. Emulsion polymerization reaction rates, for example, are
normally expressed as the molar time rate of monomer polymerizing per unit volume of
aqueous phase. In this case the reaction term in eq. (1) would be written as (1- (p)prldV
Rpi is the rate of polymerization of monomer 'i' and @ is the volume fraction of the
organic phases which may also vary with time.

Equation (1) is an integral form of the mole balance which is not convenient for
tubular reactor calculations. The differential form is given by eq. (2) for a steady-state
tubular reactor.

dF/dV = - Rp;(1-9) e)

Here F; represents the molar flow rate of species 'i' at a particular point, V, in the reactor
and Rpi is the reaction rate at the same point. One must be sure to use the correct units

for Rpj (i.e. per volume of aqueous phase) when eq. (2) is applied to emulsion

polymerization reactions. Also note that ¢ can be a function of V.

The mole balance equations contain more than one dependent variable. Thus these
equations must be combined with other relationships such as feed-time profiles and
energy balances which are presented in the following sub-section 2.3.

2.2. POPULATION BALANCES

Application performance of latex products can depend strongly on particle concentration
and size distribution. These particle characteristics can be modeled by population
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balances. General models are given by Min and Ray [1] for the particle volume
distribution. Population balance models include terms for the following phenomena.

Change of the total number of particles with time.

Change of particle size by internal growth due to polymerization.
Formation and disappearance of particles by coalescence.

Formation of particles by various nucleation mechanisms (i.e. micelle
and droplet radical entry and oligomer precipitation).

e Population change due to flow in and out of the reactor.

The general models are complex partial-differential-integral equations which will not
be presented here. These general equation can be simplified by calculating only the first
several moments of the distribution, for steady-state continuous reactors and for seeded
reactions in which nucleation and coalescence are avoided.

The single steady-state stirred tank reactor yields, for example, the particle number
model given by eq. (3).

N =R_1 3)

where N, is the number of particles per unit volume of aqueous phase, R is the rate

of particle formation and T is the mean residence time in the reactor.
Particle size distributions can be calculated from age distributions and a knowledge
of particle growth rates. The basic relationship is given by eq. (4).

UW)=f(t)/(dv/dt) @

where U(v) is the particle volume distribution, f(t) is the particle age distribution and
dv/dt is the growth rate determined from kinetic models. Equation (4) can be quite easy
to use with seeded reactions in any reaction system in which the residence time
distributions can be determined.

2.3. ENERGY BALANCES

The basic form of the overall energy balance is the same as that of the mass balances,
namely:

INPUT - OUTPUT + GENERATION = ACCUMULATION

One can think of these separate contributions in terms of the reactor process which may
involve feed and effluent streams, heat transfer to heating or cooling systems and to the
surroundings, work input by agitators or pumps, heat generated by the polymerization
reactions, and changes in the energy content of the system caused, for example, by
temperature transients. If the contributions due to changes in kinetic, potential and
pressure-volume energies are neglected the overall transient energy balance can be
written as shown by eq. (5).

Ws - Q + XFjoHjo - YFieHie = Xd(JH;CidV)/dt ®)
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where the Hj's are enthalpies of species 'i' in the feed and effluent streams and in the
reactor, Cj is the species 'i' concentration (moles/volume of reaction media) which may
(like Hj) vary from point-to-point in the reaction volume, Wy is the work done on the
system and Q is the rate of heat loss from the system. Another term, d{MRCpR}/dt,
should be added to account for energy changes due to temperature transients in the mass
of the reactor, agitator and other equipment that can transfer heat to or from the reaction.
The magnitude of this term would need to be estimated via calculation or calibration
Tuns.

Equation (5) can be put in more useful forms for plug-flow and continuous stirred-
tank reactors (PFR & CSTR). The transient balance for a PFR is obtained from a
balance over a differential volume, dV, and is given by eq. 6 with shaft work and heat
losses to the surroundings neglected.

Ua(Tc-T) - 3{ZFiCpiT}/aV + ZRpil-AHR{(T)] =9 ZCiCpi{T}/At  (6)

U is the overall heat-transfer coefficient between the cooling fluid at T¢ and the reacting
mixture at T, ‘a" is the heat transfer area per unit volume of reactor, Cp; is the specific
heat capacity of 'i' and -AHRj(T) is the heat of polymerization of monomer 'i' at
temperature T. The equivalent relationship for a well mixed, transient CSTR is given by
eq. (7).

Ws - Q - XFjoCpi(T-To) -LAHRi(TRp;V = d {CiCp;VT}/dt ©)

The factor (1-¢) would need to be added to the reaction terms in eqs. (6) and (7) if the
rate units were per unit volume of water. The heat loss term, Q, can be expressed as the
sum of two terms.

Q = UAAT)p + Qs 8)

A is the total heat transfer area, ATy is the log-mean temperature difference between
the cooling fluid and the reactor contents and Qg is the heat lost to the surroundings. If
more than one type of heat transfer method is used (jacket, internal tubes, external heat
exchanger loop, reflux condenser) several quantities will comprise the Q equation.

Many of the parameters in eqs. (6) - (8) are known, can be easily measured, or can be
evaluated by combining these equations with the mass balance and reaction rate
relationships for numerical modeling. The rate equations can certainly add some
uncertainty to the model simulations. Mechanisms and kinetics, however, are reviewed
in detail in previous papers and will not be discussed further here. Other parameters
which can be troublesome include the heat-transfer coefficient (U), the heat loss to the
surroundings (Qg) and the shaft work (Wy). Fortunately Wy is usually small and it can
be measured. Qg can be estimated from heat-transfer theory or, preferably, measured with
non-reaction calibration experiments. This term is often small for large-scale
commercial reactors but it can be very significant for bench-scale and pilot-plant
reactors.

The overall heat-transfer coefficient (U) is determined by four resistances in series:
the films on the coolant and reagent sides of the reactor surface, the wall and last, but
sometimes not least, the resistance due the fouling (polymer buildup) on the wall.
Changes of the viscosity of the reacting media and wall fouling will result in changes in
U. Hence, mathematical models and control algorithms must be updated as U changes.
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Another approach to this problem, however, is to use measurements of flows and
temperatures of coolant streams to determine heat transfer rates. If, for example, a
jacketed, insulated reactor is used the Q term in eq. (8) can calculated from the following
relationship.

Q= Mstw(Tout - Tin) &)

M is the mass flow rate of the coolant fluid, pr is its specific heat capacity and T
and T, are outlet and inlet coolant stream temperatures.

All of the terms on the right side of eq. (9) can be easily measured. If eq. (9) is used
in eq. (7) and the other flow and thermodynamic parameters are known, or can be
measured, one has a direct determination of polymerization rate. This is most easily done
for isothermal polymerizations with only one monomer. If multiple monomers are
reacting only the heat-of-reaction summation term in is Equation 5 is determined. The
relative reaction rates of the different monomers need to be known in order to determine
the rates for the individual monomers.

Heat transfer can be a major scaleup problem as the heat flow terms in egs. (6) - (8)
clearly indicate. The parameter ‘a’ in eq. (6) is the area for transfer per unit volume of
tubular reactor. This area is equal to 4/D for a cylindrical tube of diameter D. Thus ‘@’
decreases as tube diameter is increased. Tubular reactors have relatively large surface
areas so this fact should not be an issue for most emulsion polymerization reactions.
Such is not the case, however, for jacket-cooled stirred-tank reactors. The ratio ‘A/V’ for
jacketed tanks also changes inversely with diameter if geometric similarity is part of the
scaleup criteria. Hence, reactions are often heat-transfer limited in large reactors. Small
pilot-plant and bench-scale reactors can be run fast in a ‘reaction limited’ mode and this
often done. When the results of such R&D efforts are moved to large commercial
reactors the products can be quite different. Good practice would be to duplicate
the cycle time and operation procedures of the projected commercial
reactor in the R&D program.

Heat transfer limitations can be overcome by the use of heat transfer surfaces other
than, or in addition to jackets around the reactor walls -- internal tubes, external heat
exchangers and possibly reflux condensers. These options can, however, have significant
disadvantages such as increased fouling and more costly cleaning procedures. External
heat exchangers can also be used to subcool the entering feed streams in semi-batch and
continuous processes. Fouling and cleaning concerns are less with these streams but the
amount of energy removal is limited to the sensible heats and cooling below normal
water temperatures is expensive.

2.4. MIXING

Scaleup and mixing can be a troublesome issue in emulsion polymerization processes
because fluid dynamics and mixing normally serve a number of functions:
emulsification, blending, and promotion of heat and mass transfer. These functions need
to be handled well without causing excessive coagulation due to fluid shear. Optimuin
design of an agitation system for any one of these functions is not likely to be best for
the others. Hence, most scaleups will involve compromise in design of the reaction
process and the mixer.



310

Mixing has been important since the beginning of the process industries. Much of
the early study of mixing phenomena resulted in the development of empirical
correlations for macroscopic characteristics such as power consumption, heat transfer
coefficients, blend times, interfacial areas in dispersions and minimum impeller speeds
for suspension of solids. The Foreword in the Proceedings of the 6th European
Conference on Mixing (Pavia, Italy, May 1988) indicates, however, that "in the last two
decades the study of mixing has undergone a dramatic change in that empirical methods
have more and more been replaced by scientifically based methods”. Advances in
theoretical fluid dynamics due to expanded computing power and new experimental
measurement techniques have contributed to this change. Unfortunately much more
research is needed in order to place the design and operation of mixers for complex
multi-phase processes on a firm fundamental foundation. The basic principles of mixing
and scaleup have been covered in the previous chapter. Hence the remainder of this
section will only include some issues related to blending time, emulsification,
coagulum formation and physical reactor design.

2.4.1. Blending Times

The time required to blend miscible liquids at the start or before a reaction and/or to mix
entering flow streams is important in many chemical processes; including batch, semi-
batch and continuous emulsion polymerization reactions. Blend time, 6, as would be
expected, is a function of the ratio between the volume of the reactor (V) and the
pumping capacity of the impeller (Q) and perhaps other variables. The dimensionless
Blend Number, 6N (being N the agitator speed), has been correlated with Reynolds
Number to yield plots with shapes similar to the Np-NRe graphs. Hence, 6N is
relatively constant in the turbulent region where the ratio V/Q = 1/N = 6. An
examination of Table 1 in the previous chapter of this volume shows, however, that to
achieve constant blend time (i.e. constant Q/V) for a 216:1 scaleup would require a 36-
fold increase in the power to volume ratio (P/V). This large change in power is rarely
feasible. Hence blend times are often reduced considerably upon scaleup as would be
predicted by the inverse of the numbers in the Q/V line in that table.

2.4.2. Emulsification

Dispersion of monomers and other hydrophobic recipe components in the continuous
aqueous phase is an important part of emulsion and miniemulsion polymerization
processes. The importance of the degree of dispersion (i.e. droplet size) in emulsion
polymerization will depend on the type of process; batch, semi-batch, continuous,
seeded or unseeded, monomer-starved or flooded, mixing in the reactor or in other
equipment, and how the feed streams are added. In general, one wants the dispersion of
monomers to be adequate to facilitate mass transfer to the reaction sites in the monomer-
swollen polymer particles and to avoid separation which can lead to bulk polymerization
and the formation of large particles and excessive fouling.

Miniemulsion reactions, in contrast to conventional emulsion polymerization, are
based on particle nucleation and polymerization in very small (>lpm) monomer
droplets. Hence emulsification prior to miniemulsion polymerization is a key process
step which almost always involves dispersion in equipment which generates high fluid
deformation rates and stresses. Some monomer-droplet polymerization undoubtedly takes
place in conventional emulsion polymerization reactions (see Durbin et al. [2]) and the
extent of monomer emulsification as well as the presence of any highly water-insoluble
ingredients will influence the amount. Monomer emulsification is clearly an important
function of mixing, either in the reactor or in separate equipment. Hence, some of the
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fundamental aspects of emulsification and selected literature will be reviewed in the
remainder of this section.

Liquid-liquid dispersions are important in many process applications involving
reactions and separations. Hence there is an extensive literature on the influence of
mixing on the formation of dispersions in stirred tanks and other equipment.
Dimensionless variables, such as those discussed earlier, are often used to correlate
experimental dlspersmn data. Relevant new dimensionless groups include the Weber
number (Nye = D3N2 pd’y), the volume fraction of the dispersed phase, @, and ratios of
physical properties (viscosities and densities) of the two phases. Important new
parameters to correlate are various droplet diameters and interfacial area per unit volume
of dispersion (a). D is the diameter of the impeller, pq is the density of the dispersed
phase and vy is the interfacial tension between the two phases. Much of the published
work in this field is for systems that do not involve added emulsifiers because rapid
phase separation is desired after many contacting operations. Eckert et al. [8], for
example, provide a good review of the literature and report on an extensive experimental
study of liquid-liquid interfacial areas formed by turbine impellers in baffled tanks. They
studied the dispersion of a number of organic fluids (without emulsifiers) in water in
order to vary interfacial tensions and disperse-phase viscosities and densities. Three tank
sizes were employed with different size Rushton turbines operating over a range of
speeds. Volume fractions of the dispersed phase, however, were 8% or less. Eckert et al.
give a number of correlations for interfacial area, 'a’, and recommend the following
relationship for scaleup for the same fluids with the same volume fractions.

a~N1.11p1.237-0.18 (10)

where T is the diameter of the reactor. Since power per unit volume is proportional to
N3D?2 one can see that scale-up for constant ‘a’ requires less specific power (P/V).

Considerable work has also been published on the minimum (critical) impeller speed
necessary for dispersion and to achieve target droplet sizes (maximum and average) and
size distributions. Nagata [4] provides a review of some of this work. Examples of
correlations are given by eqs. (11) and (12) for critical impeller speed (Ncrit) and Sauter-
mean diameter (dSM=1/a) respectively.

Nerit = KT2B3Molpo P (pc-pal po)0-26 amn
dsM = const x Nye0-36/Tyk 12)

T is viscosity, p is density, K and k are constants and the subscripts ¢ and d represent
the continuous and dispersed phases.

Almost all of this work was based systems that did not contain emulsifiers.
Emulsifiers are important ingredients in emulsion and miniemulsion polymerization
reactions. They lower the equilibrium interfacial tension and serve to help stabilize the
emulsions against coalescence. The break up of the disperse phase to form small
droplets is usually a very rapid process (often of the order of 1ms) and equilibrium
conditions will not exist at the interface. In fact van den Temple [5] indicated that the
major function of an emulsifier in the dispersion process was to produce gradients in
interfacial tension which allow the interface to resist tangential stresses. Lucassen-
Reynders and Kuijpers [6] examined the role of interfacial viscosity and elasticity on the
emulsification process. Their theory was based on simple shear flow but the
experimental flow conditions were not well characterized. They showed that interfacial
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viscoelasticity is capable of increasing the effective viscosity of the disperse phase by
more than an order of magnitude. They also pointed out that the interfacial tension, v,
would vary considerably over the surface during droplet breakup and the average value
would be higher than the equilibrium value. As a consequence emulsion droplet size
would be less sensitive to interfacial tension than expected.

Davies [7,8] studied the influence of turbulent energy dissipation rates on drop sizes.
Dispersion in isotropic turbulent flows is relatively simple to treat theoretically. One
assumes that the final stage of drop breakage is caused by dynamic pressure fluctuatio
rather than viscous shear. The magnitude of these fluctuations is given by Dp = pc(v) ,
where V' is the time-average valug, of the velocity fluctuations. Davies [7] indicates that
v' is proportional to (dmax/PM) , where dmgax is the diameter of the largest drop that
will not be further divided by the flow field and P/ is the power dissipation in the flow
per unit of mass. The pressure holding the drop together is 4y/d. These relationships can
be combined to yield eq. (13) for the maximum diameter.

dmax = const. X (Y/pc)0-0PM 04 = const. x Y0-6p02(p/v)-04  (13)

The minimum drop size is estimated by noting that when the drop Reynolds number
(V'dpc/ne) is less than 5 no further breakup will occur. If v' from this relationship is
used to estimate the pressure fluctuations which are then set proportional to the drop
interfacial pressure, eq. (14) is obtained for minimum drop diameter, dmip.

dmin = const. x (Nc2/pcy) (14)

Davies [8] considered emulsification in four types of equipment: (1) valve
homogenizers, (2) colloid mills, (3) liquid whistles and (4) turbine impellers. He
estimated typical Py and v' values for the high-energy emulsifiers, for the impeller
volume of the turbine and computed dmax and the length scales, Ik, of the Kolmogoroff
eddies. These parameters are compared with experimental dmpax and dpijp values for
emulsions of low viscosity oils in water. Table 1 shows the results of this work.

TABLE 1. Fluid dynamics parameters and drop sizes (um) for
different types of emulsification equipment.

Type of equipment  Typical local Typical 1 dmax dmax diin

Pyp (Wikg) Local Eq 16 Exp Exp
v'(m/s)

Fine clearance 400x10% 12 022 07 - ~05

valves

Colloid mills 0.44x106 1.6 13 10.5 6 0.1

Liquid whistles 12x108 3 05 2 2 <0.1

Turbine impellers ~ 6x103 02 3.6 70 50 12

Davies [12] units on 1k and d 's are microns.
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Davies points out that the minimum size drops that are smaller than lx could be
‘satellite’ drops formed during the break-up of larger drops. He used interfacial tension
values obtained without added emulsifiers in his calculations and he concludes that "the
principle effect of added emulsion stabilizers is to prevent re-coalescence of the droplets”.
A slightly modified equation was presented for the emulsification of higher viscosity
liquids.

dmax = const. x (y+1 gv'/4)0-6p-0.6py,-0.4 15)

McManamey [9] used a relationship equivalent to eq. (13) with Ppf calculated as the
total power input to the impeller divided by the fluid mass in the volume swept out by
the impeller. He was able to correlate data for Sauter-mean diameters(um) for a number
of systems (again without emulsifier) with prefactor constants in the range of 0.18 to
0.265, (PM in W/kg, ¥ in N/m & pg in kg/m ). The data of Brown and Pitt [10] for
three different organic-water systems and two turbine sizes fit eq. (13) very well when
the prefactor was 0.192. McManamey also indicated that eq. (13) could be written as
shown by eq. (16) for geometrically similar equipment.

d = const. x (y/pc)0-ON-1.2p-0.8 (16)

A comparison of egs. (16) and (10) (for 'a’ by Eckert et al.), noting that 'd’ and 'a' should
be inversely related, shows that the exponents on N and D are close. This is quite
satisfying since eq. (10) is based on empirical fitting of data and eq. (16) comes from
rather simple turbulence theory. One must be aware, however, that much of the data in
the literature are based on systems without emulsifier and at lower dispersed phase
content than is the case for emulsion polymerization systems. In addition, the theory
presented here has not addressed the formation of satellite drops, re-coalescence, or the
influence of time in the turbulent field, i.e. the process kinetics, on the drop size
characteristics.

The presence of emulsifier would help to stabilize small droplets if Oswald ripening
is not significant and re-coalescence will not be considered further. Theory and
experiments related to the kinetics of emulsification has been published by Braginsky
and Kokotov [11]. Their theory considers residence time in the emulsification zone and
the influence of phase viscosities. Experiments were carried out in four different size
baffled tanks with turbine and paddle impellers of varying size containing 2-6 blades.
Six liquid pairs with differing viscosities and interfacial tensions were studied. Surface
active agents were added to prevent re-coalescence. Specific power input and volume
fraction of the dispersed phase (1 to 4%) were also varied. They found that drop size
decreased rapidly at first and approached the final values in 15 to 30 minutes. The drop
size distributions at steady-state were approximately Gaussian.

In summary, although emulsification is certainly not completely understood,
empirical correlations and turbulence-based theories do provide potential scale-up criteria.
Uncertainty remains concerning systems with high disperse-phase loading and as to the
effective interfacial tension when emulsifiers are used.

2.4.3 Coagulum Formation and Surface Fouling

Coagulation and reactor fouling can represent a major problem for emulsion and other
heterogeneous polymerization processes. Fluid dynamics, both during the reaction and in
post-reaction processing, can significantly influence coagulation and fouling. Hence,
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this brief discussion is included in the 'Mixing' section. Other factors, however, can also
contribute to this problem area. Vanderhoff [12] proposes two general mechanisms for
the formation of coagulum: (1) a failure of the colloidal stability of the latex during or
after the polymerization to cause flocculation of the particles and eventually form
microscopic coagulum; (2) polymerization of the monomer by a mechanism other than
that of emulsion polymerization, to give polymer of different form than latex particles.
Mixing can influence both of these mechanisms.

If, for example, the reactor contents are not well mixed coagulum can be formed for
one or more of the following reasons.

— Poor emulsification of the organic phase can lead to large monomer drops and even
monomer pools. Polymerization in these loci will form masses larger than the
latex particles which can remain in the latex or deposit on internal surfaces.

— Slow blending of streams that enter during the reaction can result in high local
concentrations of electrolyte which can cause flocculation; of emulsifier which can
cause excessive particle nucleation; of monomer which can form large drops and
pools as mentioned above; and temperature variations which can influence reaction
and colloidal phenomena.

The literature on flocculation of colloids is extensive. Three mechanisms are known
to be important in emulsion polymerization reactions. (1) Small particles are subject to
Brownian motion which causes frequent collisions between particles. If the energy level
of a collision is sufficient to overcome the repulsive energy barrier flocculation will
occur. Brownian motion is inversely proportional to particle size. Hence it is most
important for submicron particles. (2) Local fluid motion increases particle collision
frequency and, in some cases, collision energy. Shear flocculation is more important
with larger particles and with mixtures of large and small particles. Theory predicts that
the flocculation rate will be proportional to the fluid shear rate, the third power of the
sum of the particle diameters and the second power of the particle concentration. von
Smoluchowski [13,14] has developed theories for both of these mechanisms. (3)
Surface flocculation is a third mechanism that could be important in emulsion polymer
systems. Heller and coworkers [15-18] demonstrated that surface flocculation rates can be
more important than bulk rates if significant gas-liquid interface is present. They
attribute this to a higher electrolyte concentration at the interface, a lower dielectric
constant near the surface and asymmetry of the particle double layer at the interface.
Lowry et al. [19,20] also suggested that there would be a higher concentration of
particles at the interface.

Extensive research in colloid interactions and flocculation have increased our
understanding of the fundamental mechanisms and kinetics. Extrapolation of this
knowledge to commercial processes and scaleup, however, remains as a major problem.
The influence of fluid dynamics and mixing is especially important in manufacturing
processes. Hence, some recent work related to this issue will be reviewed in the
remainder of this discussion followed by some recommendations for reducing the
magnitude of the problem.

Lowry et al. [19,20] and Hoedemakers [21] have studied the influence of mixing on
flocculation in systems which are quite different. Lowry et al. considered the influence of
agitator speed on coagulum formation during the emulsion polymerization of styrene in
a small (500-ml) reactor at Reynolds numbers in the laminar flow regime. The shear rate
in this regime should be directly proportional to impeller speed (N) and theory predicts
that -In(1-c) should increase linearly with N at constant shear time (where c is the
fraction of particles coagulated). The experimental results for a 3.8 c¢m diameter pitch-
blade impeller fit this model at rotational speeds between 2 and 8 rps. Lowry et al. also



315

analyzed the results of Rubens' [22] study of coagulation in vinyl chloride/ethyl acrylate
(65/35) emulsion copolymerization under turbulent conditions at higher Reynolds
numbers. Rubens used a 7.6 liter reactor with three different-diameter flat-bladed
impellers (5.1, 7.6 & 10.2 cm) and he varied the solids content from 40 to 50 wit%.
Total reaction time was maintained constant at 9 hours. Turbulence theory predicts that

average or maximum shear intensity should be proportional to (P/V )”2 and volume

fraction of the dispersed phase, ¢. The linear relationship between P”2 and -V”zln(l-c)/(p
expected from turbulence theory does fit the data for each solids content except at lower
power inputs. Lowry et al. [19] suggest that this might be because some minimum
shear is needed to initiate flocculation.

Lowry et al. [20] also studied the influence of surface flocculation in stirred tanks
(with and without a gas-liquid interface) and in a bottle polymerizer. Equation (17) was
proposed to account for both shear and surface coagulation.

dc/dt = P1 + Poc + P3c2 17

where the P's are constants to be determined by fitting experimental data. They were
successful in fitting %coagulum vs time data for non-reacting, shear-sensitive, modest-
solids (= 35wt%) latexes in both the stirred tank and the tumbling bottles. The stirred-
tank results showed that coagulation was less when the gas-liquid interface was
eliminated and that increasing impeller speeds from 695 to 852 rpm significantly
increased the coagulation rate. The amount of coagulum was linear with time for the
bottle experiments (except for high acid concentrations) because surface coagulation was
expected to be most important in this low-shear system.

Hoedemakers [22] studied the emulsion polymerization of styrene with a rosin acid
soap as the emulsifier in stirred tanks (batch and continuous) and in a continuous pulsed-
packed column. He measured conversion, polymerization rate, particle numbers, weight-
average particle diameters and fraction of surface coverage by the soap. Monomer,
initiator, electrolyte and emulsifier concentrations were varied as were temperature and
shear rate. Four soap levels were used in the stirred-tank experiments. The results, for all
but the highest soap level, showed that the number of particles peaked early in the
reaction and then decreased to a relatively constant level after 20 to 40% conversion.
Surface coverage of the particles in the final latexes for these runs was nearly the same
at 71 to 75%. This limited flocculation was controlled by surface coverage and the
particles formed were still in the submicron size range. Hence, these particles would not
be considered to be coagulum as that term is normally used.

Hoedemakers also studied the influence of stirring rate on the number of particles in
the final latex. Particle number was plotted against both power input per mass and
impeller speed. The initial emulsions were all produced at an impeller speed of 500 rpm.
Particle numbers were relatively independent of energy input at both low and high
values. The transition from higher to lower numbers of particles occurred at the same
rotational speed and energy for all three levels of soap. Unfortunately only one impeller
size was used so the effects of speed and energy input could not be separated. Good
agreement was obtained, however, when soap surface coverage was plotted against
maximum energy dissipation for both the batch stirred-tank reactions and those carried
out in the pulsed-packed column.

Vanderhoff [23] reported on coagulum formation caused by dissolving polymer in
the monomer prior to reaction in a bottle polymerizer. Two types of coagulum were
formed; soft-powdery and hard-glassy. The amount of hard-glassy coagulum formed was
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directly proportional to the amount of polymer added and electron micrographs showed
that this material was comprised of particles formed from the monomer drops with
flocculated latex particles. The soft-powdery material appeared to be hollow and
comprised of the smaller latex particles. Surface flocculation around vapor bubbles was
suggested as a possible mechanism.

In summary, coagulum and surface fouling remains a problem for emulsion and
miniemulsion polymerization processes. Both recipe ingredients and reactor design and
operation can influence coagulum formation or the lack thereof. Vanderhoff [12,23]
recommends that "the most effective approach is to determine the mechanism by which
it is formed and the approximate conversion at which it is formed". He also suggests
the following methods for potentially reducing coagulum formation.

Modification of the polymerization recipe and/or technique by:
— use of a seed to eliminate nucleation,
— addition of a stabilizing emulsifier at the appropriate conversion,
— rigorous temperature control,
— varying the mode of monomer addition e.g. continuous addition,
— variation of the agitation rate during the reaction,
— addition of a chain transfer agent which may form non-surface-
active oligomers by transfer in the water phase, which may
flocculate and reduce the overall polymer-water interface.
— developing a better understanding of the reaction system.
Modification of the reaction system design by:
— use of a semi-batch or continuous process,
— use of a different reactor configuration,
modification of the agitator and baffle system to ensure uniform agitation and
complete but mild mixing of the ingredients,
— use of a different mode of addition of ingredients, e.g. addition below the surface
rather than by dropping through the reactor top onto the upper surface of the latex.

2.4 4. Physical Reactor Design

A large variety of reactors and agitators have been used for the manufacture of emulsion
polymers. This last part of the ‘Mixing' section will only describe some typical reactor
characteristics. Reactor vessels are normally cylindrical with dished tops and bottoms.
The ratio of the tank height(H) to diameter(T) is usually 1.0 to 1.3 with an impeller
diameter of about 1/2 of the tank diameter. Larger H/T ratios and multiple impellers are
used in some reactors. The intemal surfaces of the reactors are smooth to minimize
fouling. Glass lined reactors were once the industry standard but polished stainless steel
vessels have become more popular because they are less expensive and have less wall
resistance to heat transfer.

Baffles will enhance mixing in most reactor designs but their use in latex reactors is
quite variable. The mixing industry standard would be four radially mounted baffles with
a width of about 1/10th of the tank diameter. Latex reactor baffles are often mounted
slightly away from the wall in an effort to avoid low-flow regions where fouling could
be more severe. Pipe baffles are sometimes used and they can serve a dual role as heat
transfer surfaces. Likewise anything that protrudes into the reaction mixture can produce
some baffle-like effects (e.g. reagent feed tubes and instrument sensors). Twist-element
baffles, a relatively new design, have been studied by Lehtola et al. [24]. The purpose of
the twist construction is to increase mixing in zones where it is poorest. Their work
involved the use of KCl-solution injections followed by concentration measurements in
various parts of the tank. A homogeneity index was calculated as a function of time and
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the power input needed to achieve a specific level of mixing was measured for both
twist-element and conventional baffles. The twist-element baffles were shown to require
less power at higher levels of P/V. No data were presented on total flows or local
turbulence near the baffles. The design would suggest, however, that the both dead
spaces and local turbulence could be less with the new baffles. Hence, they may offer
some advantages for emulsion polymerization systems.

Reactor design and mixing requirements are likely to be different for batch, semi-
batch and continuous reactors. These issues will be addressed in the individual sections
on these reaction processes which comprise the remainder of this paper.

3. Batch Reaction Processes
3.1 GENERAL CONSIDERATIONS

Batch reactors are widely used in academic research and for preliminary product and
process screening tests. Some commercial production is carried out in batch reactors but
other processes are much more common. Batch reactors are relatively simple to operate
and they can be used for small production runs of multiple products. Feed streams are
not added after the reaction starts and so maintaining a homogeneous reaction volume is
less troublesome than with other processes. The level of the reacting mixture is nearly
constant which generally reduces the formation of wall polymer and permits utilization
of all of the heat transfer area during the entire reaction cycle.

The major drawbacks of batch processes are their lack of flexibility in varying and/or
controlling important product characteristics and their heat transfer limitations;
especially with larger reactors that are only equipped with jacket cooling. Control
options are restricted once a batch reaction is started with a full charge. Temperature can
be controlled if the heat-transfer surfaces are adequate to remove the reaction energy
release. The polymerization can be stopped by injection of inhibitor or accelerated by
adding more initiator if problems are detected early enough. Reaction kinetics and
transport processes will generally lead to drifts in copolymer composition and perhaps in
molecular and particle architecture (e.g. branching, crosslinking and particle
morphology). In addition, batch-to-batch variations can be caused by changes in the
purity of ingredients, reactor operation and particle nucleation which occurs early in the
reaction.

3.2. SEEDED REACTIONS

The use of a small-particle seed latex is a common technique for significantly reducing
batch-to-batch variations in both batch and semi-batch processes. Nucleation is a rapid
phenomenon which can be sensitive to the reaction ingredients, their impurities,
mixing, temperature and perhaps the phase of the moon. It is THE PART of an
emulsion polymerization reaction that is most likely to vary. The effective use of seed
latexes can remove or significantly reduce particle number uncertainties and, thereby,
reduce product variability in the final reaction process.

Nucleation variations will remain in seed preparation. The fundamental concept of
processes that utilize seed, however, is to accept these variations and then to reformulate
the final-product recipe with each new batch of seed. This requires careful
characterization of the number concentration and size parameter(s) of the seed. When this
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information is known the calculation of the amount of seed needed to yield a target latex
particle concentration and size in the final product is straightforward. One batch of
small-particle-size seed can be used for many batches of final product.

Seed latexes are made by use of higher concentrations of emulsifier as would be
expected. Seed stability is a potential problem because small particles are prone to
flocculate due to high Brownian motion if they are not adequately protected. Most
emulsion polymerization reactions produce latex particles that are not surface-saturated
with emulsifier. Hence, some form of post-reaction stabilization may be necessary to
ensure storage stability and batch-to-batch uniformity with each lot of seed. Seed
stability can also be reduced via emulsifier desorption when the seed is mixed with the
other ingredients in the recipe. Ideally one would like enough emulsifier to nearly
saturate the seed in the total recipe without leaving any free emulsifier to support the
nucleation of new particles when the reaction is initiated. A properly formulated seeded
process will operate with a constant particle number, avoiding both nucleation and
flocculation. Emulsifier may need to be added during the course of the reaction to
maintain this balance. An exception to the constant-particle-number criteria occurs when
one wishes to produce a multimodal particle size distribution. This will be discussed in
the section on semi-batch reactions.

In-situ seed formation at the beginning of a batch reaction represents an alternate
seeding process. In-situ seed is formed by adding all or a major part of the emulsifier to
a portion of the other ingredients, forming the seed latex and then adding the remaining
reagents. Hence, in a strict sense, this could be considered semi-batch operation. Batch-
to-batch uniformity is less than with the use of premade and well characterized seeds but
usually better than unseeded batch reactions.

3.3. DESIGN EQUATIONS

3.3.1. Mass Balance
The mass-balance relationship presented earlier eq. (1) reduces to eq. (18) for a well-
mixed batch reaction.

(1-9)VRpj = -dNi/dt = -(1- Q)VdCiw/dt (18)

where Cjw is the molar concentration of species 'i' per unit volume of aqueous phase.
Both V and ¢ can vary with time in a batch reactor but the product (1- @)V is the total
volume of aqueous phase which will be constant in the absence of large temperature
changes. Hence the simplest form of the mass balance for a batch emulsion
homopolymerization reaction is given by:

Rp = kp[MIpfiN/NA = -dCMw/dt (19)

where kp is the propagation rate coefficient, [M]p is the monomer concentration in the

polymer particles, fi is the average number of free radicals per particles, Np is the
particle concentration (number per volume of water), NA is Avogadro's number and

CMw is the monomer concentration per volume of water. Unfortunately [Mlp, 1, Np,
CMw; and perhaps kp, all vary with time over the course of an unseeded batch reaction.
Mlp is often treated as a constant during Intervals 1 and 2 and it is equal to @ [M]p/(l-
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¢) during Interval 3. Np is constant for seeded reactions without new nucleation. Cpw
is equal to CMwo(1-X) where CMwo is the initial moles of monomer per volume of

water and X is fractional monomer conversion. Even with these simplifications,
however, eq. (19) cannot be used for designing batch reactors without experimental data
and/or empirical correlations which relate all variables to either time or conversion.

Equation (19) can, however, be used to fit experimental conversion-time curves.
These X-t profiles are normally sigmoidal with an increasing slope during the particle
nucleation period (Interval 1) and a relatively constant slope in mid-conversion ranges
(through and sometimes beyond Interval 2). After transport of monomer from the drops
stops, [M]y will decrease but fi may increase due slow termination. These counter effects
can result 1n either increases or decreases in rate. Eventually, however, the rate will slow
as the monomer is depleted and/or the glass point is reached - reducing kp. In addition
the free radical flux into the particles can slow because of decreasing initiator
concentration and a lack of monomer that is needed in the continuous phase to form the
oligomers that will enter an organic phase. Increasing the temperature and post addition
of an initiator that partitions more strongly into the particles are common techniques for
reducing residual monomer.

The volume fraction of the dispersed phases in a batch reaction is relatively high
over the entire cycle because all ingredients are added at the beginning. Conversion of
monomer to more dense polymer results in a continuing decline in the volume fraction
of the organic phases, with the volume of the monomer droplets decreasing and the
volume of the latex particles increasing up to the point where monomer transport from
the drops stops at the transition between Intervals 2 and 3. This transition is likely to be
the point of highest viscosity due to the maximum apparent volume fraction of the
dispersed phases which includes a contribution of the double-layers around the particles
and drops. Flocculation, mixing and heat transfer problems can occur during this part of
the reaction.

3.3.2 Energy Balance

A form of the energy balance for a batch reactor can be obtained by combining egs. (7)
and (9) and adding a term, ydT/dt, to account for sensible heat transients in the reactor
mass.

Ws - MsCpw(Tout-Tin) - AHRi(TRpi V(1-¢) = (20)
dZ{CiCpiT}/dt +ydT/dt

where v is a constant. If heat losses to the surroundings are small or can be measured,
and the reactor operates at a constant temperature, the right side of eq. (20) is zero. In
this case relatively simple measurements of Wy and the coolant mass flow rate and
temperatures can be used for calculation of reaction rate. Such rate measurements can be
more precise than rates determination by differentiation of conversion-time data.

Combination of eqs. (7) and (8) for a constant-temperature batch reactor results in
the following energy balance relationship.

-AHRi(T)Rpi(1-9) = UATim({AV} + (Qs-Ws)/V @

If heat transfer is accomplished only through the reactor walls, the ratio A/V decreases
with reactor size when geometric scale-up is used. This can be a serious problem for
batch reactors and is one of the reasons they are not often used for commercial
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production. This problem can be overcome by adding heat transfer area inside the reactor
or in an external flow loop -- surfaces that can foul and require cleaning. Another method
for increasing the productivity of batch reactors is via nonisothermal operation. The
reaction can be initiated at a lower temperature and the heat capacities of the reactor and
reacting mixture used to absorb part of the heat of reaction. Common practice is
isothermal or near isothermal reactions but there are examples of commercial batch
reactions with temperature changes as large as 40°C. I have seen two such cases. One
polymerization was run nearly adiabatically with a 35 - 409C temperature change. The
recipe contained only about 20 wt% solids so the water served as a major heat sink. The
second was a high solids (50%) acrylic latex carried out in a reactor that could only
remove about 1/2 of the reaction heat. The temperature changed about 30°C before the
jacket cooling was able to reduce the temperature late in the cycle.

3.4. SELECTED OTHER ISSUES

The relationships presented above are relatively general and they can be applied to many
reaction systems. The assumption that the polymerization takes place completely in the
particle phase is inherent in the way the rate components are written with the (1-¢)
factor and especially with the product iN[Mlp in eq. (19). An additional term would be
needed if significant reaction occurred in the continuous phase. Likewise, if the
monomer droplets were significant loci for polymerization, separate rate expressions
would be required for both the droplets and the monomer-swollen latex particles. These
issues are not important for most conventional recipes. Comonomers with high water
solubility, however, can react mostly in the aqueous phase. In this case partition
coefficients and the kinetics in both phases need to be quantified.

At the other end of the spectrum, comonomers and other ingredients (e.g. chain
transfer agents) with very low water solubility may be slow to transfer through the
water phase to the latex particles. They will help to stabilize the monomer drops against
Oswald ripening and thereby promote droplet polymerization. This will also result in
polymerization in multiple loci and changes in the batch reactor equations.

Recipes with multiple monomers, which is often the case with commercial
products, will produce copolymers of different compositions during the course of a batch
reaction. This compositional drift, as mentioned earlier, will result in nonuniform
particle morphologies which can influence application performance. Semi-batch and
continuous processes, which will be discussed in more detail in the following two
sections, can be used to overcome many of these limitations.

4. Semi-Batch Reaction Processes
4.1. GENERAL CONSIDERATIONS

Most commercial products are manufactured in semi-batch processes. These reactors can
be used effectively for multiple products and the operation procedures and recipes can be
specified to control important latex characteristics. Latex products can be classified as
Products-by-Process and semi-batch (also called semi-continuous) processes
represent a classic example of a process in which the design and operation strongly
influences product properties and application performance. Li and Brooks [25] provide a
concise review of the literature on semi-batch processes for emulsion polymerization.
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Some of the more important concepts and process alternatives will be outlined in the
remainder of this section.

Semi-batch reactions involve the initial charging of a portion of the recipe
ingredients followed, usually after a fixed time or extent of reaction, by the controlled
addition of the remaining ingredients. Important process variables include:

— Composition and preparation of the initial charge.

— Time or reaction condition (e.g. conversion) when the flow of the

remaining recipe ingredients is started.

— Rate of ingredient additions.

— Composition of the flow stream(s) as a function of time or

— reaction condition.

— Reaction temperature profile.

— Mixing.
These variable can be manipulated to influence one or more of the following reaction
and/or product characteristics.

— Reaction rate and therefore the heat load on the cooling system.
Copolymer composition parameters.
— Particle concentration (number) and size distribution.
Solids content.

— Particle morphologies and surface characteristics.

— Molecular weights and molecular structure.

Process flexibility afforded by the large number of operational options is the reason
that semi-batch reactors are so widely used in the industry. This large number of process
options, however, does add complexity to the task of designing an optimum and robust
process for a specific product. The remainder of this section will focus on some of the
issues involved - excluding recipe selection.

|

42. INITIAL CHARGE

Semi-batch processes can be divided into two classifications: monomer-addition and
emulsion-addition. Monomer-addition systems start with part of the monomers and all
of the other ingredients in the initial charge; except perhaps some oil-soluble minor
ingredients such as chain transfer agents which can be dissolved in the monomer stream
to be added later. In the absence of a seed latex, the first part of the reaction includes
particle nucleation and some growth. If a seed latex is used some mixing time is often
employed to permit monomer swelling of the seed particles before the initiator is added.

Part of the water, emulsifier, monomer(s) and sometimes other ingredients, are held
back for later addition in emulsion-addition processes. The initial charge in these
systems, therefore, contains a higher volume fraction of dispersed phase and less
emulsifier - i.e. for the same total recipe. If a seed latex is used and one does not wish to
nucleate new particles the emulsifier level in the initial charge must be lower than what
would be required to saturate the system surface area. The initial charge in either
monomer-add or emulsion-add processes may include less than the total amount of
initiator. Later additions are used to maintain the free radical flux during the entire
reaction cycle; especially near the end to reduce the level of residual monomer.
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4.3. MIXING

Mixing requirements for semi-batch reactions are clearly different than for batch
reactions for two major reasons. First, the level of the mixture in the reactor can vary
significantly. Second, feed streams are added to the reacting mixture. Variations in the
height of the mixture in the reactor can influence fluid flow and all of the important
mixing phenomena; power input, blending time, emulsification, heat transfer,
coagulation, surface fouling and the desired physical design of the tank and agitator.

If emulsification is carried out in the reactor, for example, one impeller must extend
deep into the reactor and be designed for the emulsifying task - i.e. generate regions of
high shear. The placement and design of this impeller may not allow adequate mixing as
the reactor level is increased. Hence multiple impellers may be required to meet all of
the mixing demands during the course of the reaction cycle. These impellers may be of
different design and size to accommodate the different mixing requirements during the
reaction. Agitator speed changes may also be employed to change fluid dynamics in the
reactor during the semi-batch cycle.

Level changes can clearly effect heat transfer and therefore reaction cycle time since
many processes are heat-transfer limited. Surfaces above the liquid level are not effective
for heat transfer and they are more likely to foul due to coating by repeated splashing and
draining of the emulsion. Internal coiling coils are sometimes used to increase heat
removal capacity and frequent cleaning is employed to prevent excessive polymer
buildup.

Mixing or blend times for the delayed-addition steams can also be important in semi-
batch processes. Fluid dynamics in the reactor and the method and location of stream
injection can both be important. Some recipe ingredients are electrolytes which can
cause local flocculation if concentrations are too high. Emulsifiers that are not mixed
quickly can nucleate new particles, even in unsaturated systems. Water-soluble polymers
are known to have the potential to stabilize or coagulate colloids, sometimes depending
on how they are mixed with the bulk system. Three factors need to be considered with
regard to these issues: the mixing environment, how and where the streams are injected,
and the concentrations of the streams. One would normally want to inject dilute feed
streams at reasonably high velocities into regions of good mixing and flow.

44. DELAYED FEED STREAMS

Manipulation of the delayed feed streams represents one key to controlling the course of
the reaction and the properties of the latex product. Establishing the particle number
concentration by controlled nucleation or by the use of a seed latex is a second important
factor. Reaction rate, and therefore heat release, is the most common process parameter
to be controlled via feed stream addition. Many semi-batch processes operate in a
'monomer-starved' regime in which nearly all of the monomer is in the submicron
polymer particles with a smaller amount in the aqueous phase. Equilibrium between the
two phases is generally assumed for the monomer. The polymerization rate, after an
initial adjustment, clearly cannot be greater than the rate of monomer addition.
Copolymer composition will also mirror the feed composition if the monomer feed rate
is slow enough.

Operation under monomer-starved conditions also means that the polymer will be
formed in an environment of high polymer and low monomer concentrations. Such
conditions can exert a significant influence on the molecular weights and architecture of
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the polymer molecules formed. The gel-effect will be more important, leading to higher
numbers of active radicals per particle and longer radical lives. The combination of
longer radical growth times and lower monomer concentrations can change the average
size of the Kinetic chain length in either direction when compared to polymerization in a
monomer-saturated system. If reactions with polymer (chain transfer or propagation via
residual double bonds) are important, monomer-starved conditions can result in the
formation of significantly branched and/or crosslinked molecules.

The mobility of molecules, especially oligomers and polymers, is severely reduced
in monomer-starved reactions. Polymers will, therefore, tend to remain where they are
formed and this will effect particle morphology. If water-soluble initiators are employed
the radicals will form new polymer on or near the particle surfaces. Initiators that are
partitioned inside the particles will form new polymer throughout the particles if the
monomer diffusion rates are sufficient to reach the internal radicals.

Copolymer composition, as mentioned above, will be also be influenced by semi-
batch feed stream policies. Monomer-starved reactions offer a straightforward method for
producing either constant or varying composition copolymer. A single premixed
monomer stream can be converted to copolymer of the samge composition or the
monomer mixture can be varied during the addition period. Bassett and Hoy [26] describe
a rather simple system for achieving a wide range of composition profiles by pumping
different monomer mixtures from and through several feed tanks. Guyot et al. [27], in
contrast, used on-line gas chromatographic analysis of the reacting monomer mixture to
control the feed rate of the more reactive monomer to produce constant-composition
copolymer. Their reactions did not operate in the monomer-starved regime. Asua and
coworkers [28,29] describe a semi-empirical approach for determining monomer feed
policies which minimize reaction time and control copolymer composition profiles. A
series of semi-batch reactions were carried out to determine kinetic parameters which
were then used to determine optimal feed policies. Methyl methacrylate-ethyl acrylate
and styrene-butyl acrylate copolymerizations were studied.

Another, and sometimes subtle, difference between batch and semi-batch reactions
involves the influence of inhibitors in the raw materials. Inhibitors are effective free
radical scavengers and they delay the start of a batch reaction, after which the reaction
proceeds in a normal manner. In semi-batch reactions inhibitors in the feed stream reduce
the rate of generation of effective free radicals. Hence the initiator concentration or feed
rate must be high enough to generate a radical flux that reacts with the inhibitor and
sustains the polymerization. When inhibitor concentrations vary the amount of initiator
in the recipe may need to be changed. If the inhibitor concentrations are high the
effective initiation rate can increase significantly at the end of the delayed feed addition.
This can result in higher polymerization rates and temperature excursions; especially
with reactions that are not operated in the monomer-starved regime.

Particle size and number characteristics can be manipulated with seed latexes and feed
stream policies. If an adequate amount of seed latex (probably determined by surface area)
is used and the emulsifier concentration is low enough very few or no new particles will
be formed and the seed will determine the size and total number of particles in the final
latex. Emulsifier may be added during the course of the reaction to prevent coagulation
but the system must be maintained in the unsaturated state if particle nucleation is to be
avoided. Particle concentration and the final size distribution can, of course, be altered by
adding more seed and/or emulsifier sufficient to cause further nucleation during the
reaction. Products with multimodal or broad size distributions can be produced in this
manner.
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4.5. DESIGN EQUATIONS

4.5.1 Mass Balance

The general mass balance [eq. (1)] can be simplified slightly for semi-batch reactors
because there is no effluent stream. Hence the semi-batch mass balance for monomer 'i'
is given by eq. (22) for a well mixed reactor.

Fio - RpiV(1-p) = dNy/dt 2

Nj is the total number of moles of monomer 'i' in the reactor. V is the volume of the
reacting mixture and (1- @) is the volume fraction which is aqueous phase. The product
RpiV(1-9) represents the total rate of conversion of monomer to polymer in the reactor.
Wessling [30] points out that experimental observations often show a constant rate
period if the total number of particles in the reactor remains constant. The total rate of
conversion depends on the feed rate, Fjo, in a monomer-starved reaction but is

independent of feed rate when the system contains enough monomer to form a droplet
phase. If a constant monomer feed rate is employed in a starved system and if, as
Wessling indicates, the monomer conversion rate is constant the accumulation term,
dNj/dt is a constant (or zero) and Nj can increase during the feed period. The rate of

monomer conversion is given by eq. (23).
RpiV(1-) = kp[MilpiiNpV(1-0)/NA 23)

If the total number of particles [N,V(1- ¢)] remains constant during the reaction, changes
in rate will be determined by the value of the product [Mi]pﬁ, unless kp varies due to
temperature changes or a decrease in monomer mobility at high conversion. If all the
water is added with the initial charge, as in a monomer-add process, the term V(1- @)
will be constant during the remainder of the cycle. A combination of egs. (21) and (22)
along with a knowledge of Np, an appropriate relationship for the average number of
radicals per particle, fi, monomer partition coefficients and values for the rate coefficients
can be used to model semi-batch reactions. Examples are given for specific systems by
Wessling [30], Guyot et al. [27], Asua & coworkers [28,29] and Dimitratos et al. [31].

4.5.2 Energy Balances

The energy balances presented earlier (egs. (6) and (7) with (9)) are applicable to semi-
batch reactions. The variation of volume of the reacting media can, however, lead to
problems in quantifying some of the terms in the energy balances. Changes in the
amount of immersed heat transfer area and fluid flows can, for example, add uncertainties
to reactor performance prediction. The energy content of feed streams is reflected in egs.
(6) and (7) and these streams present an opportunity for enhancing reaction heat removal.
Feed streams can be cooled in external heat exchangers and serve as a heat sink as they
are added to the reactor.

On-line measurements of temperature and stream flow rates (e.g. eq. (9)) can be used
with the energy balance equations to determine how much reaction has taken place.
Feed stream flow policies, starting points and flow rates, should ideally be determined
by reactor conditions such as conversion, emulsifier surface coverage and residual
monomer concentrations rather than time. Energy balance equations coupled with kinetic
relationships and on-line measurements can be used to achieve better process control and
less batch-to-batch variation in cycle time and products properties.
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5. Continuous Reaction Processes
5.1. GENERAL CONSIDERATIONS

Continuous emulsion polymerization reactors are important for two reasons. First, they
can be used for the economical manufacture of commercial products. Second, continuous
stirred-tank reactors (CSTRs) operated at steady-state can be useful for study of
fundamental mechanisms and kinetics. A very wide range of reactor types have been used
for continuous reactions. These include CSTRs, usually several connected in series,
single-pass and recirculation tubular reactors, packed beds, concentric-cylinder couette
flow systems and tubular or plug-flow devices connected in series with CSTRs. The
recirculation tube or loop reactor is the subject of the next chapter of this book and will
not be discussed in detail here. If the loop recirculation rate is significantly greater than
the flow-through rate, however, this reactor has a distribution of residence times which
is nearly the same as that of single CSTR. Hence, some of the CSTR discussion in this
paper will apply to the loop reactor.

Continuous reactors have been used to manufacture latex products for about 50
years. Styrene-butadiene elastomers (SBR) were manufactured in the United States
beginning in the World War II era in processes comprised of 10-15 equal-size CSTRs
connected in series. A number of these processes, with modifications, are still operating
and SBR remains as perhaps the largest volume product made in continuous reactors.
The patent literature on continuous emulsion polymerization is fairly active and a
number of patents will be reviewed in the remainder of this paper as will some of the
basic concepts of continuous reactors; especially CSTRs. More comprehensive review
papers have been published by the author [32,33].

5.2. SINGLE STEADY-STATE CSTR

A single, steady-state CSTR can be a useful research tool but it is not likely to be a
viable commercial reactor for reasons that will become apparent in this discussion.
Understanding the fundamentals of this ideal reactor, however, will serve as a good
starting point for examining other reactor configurations and the processes described in
the patent literature.

5.2.1. Distribution of Residence Times

Perhaps the most significant difference between an ideal (i.e. perfectly mixed) CSTR and
batch and semi-batch reactors is the broad distribution of residence times as given by eq.
(24).

f(t) = (1/t)exp(-tt) 24

Where t is residence time of an individual part of the effluent stream and T is the mean
residence time of the effluent in the reactor. This relationship also describes the
distribution of ages of particles in the effluent stream from a CSTR. Hence, products
with narrow particle size distributions cannot be produced in such a reactor. The broad
range of particle ages is an asset, however, if one wishes to test a kinetic model for the
relative growth rates of different size particles. Prediction of the particle size distribution
(PSD) in the product from a CSTR is a stern test for particle growth models. Lee and
Poehlein [34] used this concept to examine the influence of chain transfer agents on
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reaction rate, PSD, and radical desorption from the particles in the emulsion
polymerization of styrene.

5.2.2. Polymerization Rate and Particle Number
Direct measurement of reaction rate is another potential advantage of the steady-state
CSTR as aresearch tool. The mass balance for such a reactor is given by eq. (25).

Fio - Fie = RpiV(l-9) (25)

Hence, one only needs to measure the characteristics of the feed and effluent streams and
the reactor working volume to determine the rate. That rate will be associated with the
unchanging conditions in the reactor so the problems associated with sampling a
transient reaction environment and measuring rates of change are avoided. Multiple runs
are necessary, however, to establish the influence of reaction parameters such as
concentrations.

The rate of polymerization in an unseeded CSTR can also be quite different than
would be observed with the same recipe in a batch or semi-batch reaction. This is most
dramatically illustrated by contrasting rate and particle number for Smith-Ewart Case I
type kinetics in batch and continuous reactors. Since fi=1/2 for such systems, rate is
directly proportional to particle concentration and eqs. (26) and (27) show the theoretical
predictions for a batch reactor and for a CSTR at modest to large values of mean
residence time.

Np = Rp = Rj0-4506  Batch (26)

Np = Rp ~R;081.0:-0.67  csTR @n

The rate and particle number depend on the initiation rate, Rj, in the batch reaction but
not in the unseeded CSTR. The exponents on the surfactant concentration, S, are quite
different and the value of the mean residence time influences the performance of the
CSTR.

Equation (27), as mentioned above, is only valid for modest to high values of 1. The
complete relationship for particle number in an unseeded CSTR is more complex and
Np displays a maximum as a function of mean residence time. If T is small the number
of free radicals formed in a typical sample of the emulsion will be limited and Np will
be small and directly proportional to Rj. If © is large the average size of the particles
will be larger and the surfactant charged will only be able to stabilize a limited number
of particles. A maximum number of particles will be formed at some intermediate value
of 1. The maximum number of particles formed for Smith-Ewart Case II kinetics will
only be about 50 to 60% of the number that would be formed with the same recipe in a
batch reactor. Typical values of mean residence time are often higher than the point of
maximum N, and one can easily nucleate less than 10% of the particles that could be
produced in a batch reaction. Obviously, the size of these particles, with the same
amount of monomer conversion, will be larger. Shoaf and Poehlein [35] examined this
problem i